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Preface

The Seventh International Workshop on Health Text Mining and Information Analysis provides
an interdisciplinary forum for researchers interested in automated processing of health documents.
Health documents encompass electronic health records, clinical guidelines, spontaneous reports for
pharmacovigilance, biomedical literature, health forums/blogs or any other type of health-related
documents. The LOUHI workshop series fosters interactions between the Computational Linguistics,
Medical Informatics and Artificial Intelligence communities. Following the six previous edition of
the workshop which were co-located with SMBM 2008 in Turku, Finland, with NAACL 2010 in Los
Angeles, California, with Artificial Intelligence in Medicine (AIME 2011) in Bled, Slovenia, during
NICTA Techfest 2013 in Sydney, Australia, co-located with EACL 2014 in Gothenburg, Sweden, and
with EMNLP 2015 in Lisbon, Portugal, this workshop is co-located this year with EMNLP 2016 in
Austin, Texas.

The aim of the LOUHI 2016 workshop is to bring together research work on topics related to
health documents, particularly emphasizing multidisciplinary aspects of health documentation and the
interplay between nursing and medical sciences, information systems, computational linguistics and
computer science. The topics include, but are not limited to, the following Natural Language Processing
techniques and related areas:

• Techniques supporting information extraction, e.g. named entity recognition, negation and
uncertainty detection

• Classification and text mining applications (e.g. diagnostic classifications such as ICD-10 and
nursing intensity scores) and problems (e.g. handling of unbalanced data sets)

• Text representation, including dealing with data sparsity and dimensionality issues

• Domain adaptation, e.g. adaptation of standard NLP tools (incl. tokenizers, PoS-taggers, etc) to
the medical domain

• Information fusion, i.e. integrating data from various sources, e.g. structured and narrative
documentation

• Unsupervised methods, including distributional semantics

• Evaluation, gold/reference standard construction and annotation

• Syntactic, semantic and pragmatic analysis of health documents

• Anonymization/de-identification of health records and ethics

• Supporting the development of medical terminologies and ontologies

• Individualization of content, consumer health vocabularies, summarization and simplification of
text

• NLP for supporting documentation and decision making practices
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• Predictive modeling of adverse events, e.g. adverse drug events and hospital acquired infections

The call for papers encouraged authors to submit papers describing substantial and completed work
but also focus on a contribution, a negative result, a software package or work in progress. We also
encouraged to report work on low-resourced languages, addressing the challenges of data sparsity and
language characteristic diversity.

We received 21 submissions. Each submission went through a double-blind review process which
involved three program committee members. Based on comments and rankings supplied by the
reviewers, we accepted 13 papers. The overall acceptance rate is 62%. During the workshop, 6 papers
will be presented orally, and 7 papers will be presented as posters.

Our special thanks go to Nigel Collier for accepting to give an invited talk.

Finally, we would like to thank the members of the program committee for the quality of theirs reviews
in a very short period, and the authors for their submissions and the quality of their work.

Cyril Grouin, Thierry Hamon, Aurélie Névéol, Pierre Zweigenbaum.
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Abstract

Drug name recognition (DNR) is an essential
step in the Pharmacovigilance (PV) pipeline.
DNR aims to find drug name mentions in un-
structured biomedical texts and classify them
into predefined categories. State-of-the-art
DNR approaches heavily rely on hand-crafted
features and domain-specific resources which
are difficult to collect and tune. For this rea-
son, this paper investigates the effectiveness of
contemporary recurrent neural architectures -
the Elman and Jordan networks and the bidi-
rectional LSTM with CRF decoding - at per-
forming DNR straight from the text. The
experimental results achieved on the author-
itative SemEval-2013 Task 9.1 benchmarks
show that the bidirectional LSTM-CRF ranks
closely to highly-dedicated, hand-crafted sys-
tems.

1 Introduction

Pharmacovigilance (PV) is defined by the World
Health Organization as the science and activities
concerned with the detection, assessment, under-
standing and prevention of adverse effects of drugs
or any other drug-related problems. Drug name
recognition (DNR) is a fundamental step in the PV
pipeline, similarly to the well-studied Named En-
tity Recognition (NER) task for general natural lan-
guage processing (NLP). DNR aims to find drug
mentions in unstructured biomedical texts and clas-
sify them into predefined categories in order to link
drug names with their effects and explore drug-drug
interactions (DDIs). Conventional approaches to
DNR sub-divide as rule-based, dictionary-based and

machine learning-based. Intrinsically, rule-based
systems are hard to scale, time-consuming to as-
semble and ineffective in the presence of infor-
mal sentences and abbreviated phrases. Dictionary-
based systems identify drug names by matching text
chunks against drug dictionaries. These systems
typically achieve high precision, but suffer from low
recall (i.e., they miss a significant number of men-
tions) due to spelling errors or drug name variants
not present in the dictionaries (Liu et al., 2015a).
Conversely, machine-learning approaches have the
potential to overcome all these limitations since their
foundations are intrinsically robust to variants. The
current state-of-the-art machine learning approaches
follow a two-step process of feature engineering and
classification (Segura-Bedmar et al., 2015; Abacha
et al., 2015; Rocktäschel et al., 2013). Feature en-
gineering refers to the task of representing text by
dedicated numeric vectors using domain knowledge.
Similarly to the design of rule-based systems, this
task requires much expert knowledge, is typically
challenging and time-consuming, and has a major
impact on the final accuracy. For this reason, this
paper explores the performance of contemporary re-
current neural networks (RNNs) at providing end-
to-end DNR straight from text, without any man-
ual feature engineering stage. The tested RNNs in-
clude the popular Elman and Jordan networks and
the bidirectional long short-term memory (LSTM)
with decoding provided by a conditional random
field (CRF) (Elman, 1990; Jordan, 1986; Lample et
al., 2016; Collobert et al., 2011). The experimental
results over the SemEval-2013 Task 9.1 benchmarks
show an interesting accuracy from the LSTM-CRF
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that exceeds that of various manually-engineered
systems and approximates the best result in the liter-
ature.

2 Related Work

Most of the research on drug name recognition to
date has focussed on domain-dependent aspects and
specialized text features. The benefit of leverag-
ing such tailored features was made evident by the
results from the SemEval-2013 Task 9.1 (Recog-
nition and classification of pharmacological sub-
stances, known as DNR task) challenge. The sys-
tem that ranked first, WBI-NER (Rocktäschel et
al., 2013), adopted very specialized features de-
rived from an improved version of the ChemSpot
tool (Rocktäschel et al., 2012), a collection of drug
dictionaries and ontologies. Similarly, many other
recent approaches (Abacha et al., 2015; Liu et al.,
2015b; Segura-Bedmar et al., 2015) have been based
on various combinations of general and domain-
specific features. In the broader field of machine
learning, the recent years have witnessed a rapid
proliferation of deep neural networks, with unprece-
dented results in tasks as diverse as visual, speech
and named-entity recognition (Hinton et al., 2012;
Krizhevsky et al., 2012; Lample et al., 2016). One of
the main advantages of neural networks is that they
can learn the feature representations automatically
from the data, thus avoiding the laborious feature en-
gineering stage (Mesnil et al., 2015; Lample et al.,
2016). Given these promising results, the main goal
of this paper is to provide the first performance in-
vestigation of popular RNNs such as the Elman and
Jordan networks and the bidirectional LSTM-CRF
over DNR tasks.

3 The Proposed Approach

DNR can be formulated as a joint segmentation and
classification task over a predefined set of classes.
As an example, consider the input sentence provided
in Table 1. The notation follows the widely adopted
in/out/begin (IOB) entity representation with, in this
instance, Cimetidine as the drug, ALFENTA as the
brand, and words volatile inhalation anesthetics to-
gether as the group. In this paper, we approach
the DNR task by recurrent neural networks and we
therefore provide a brief description hereafter. In

an RNN, each word in the input sentence is first
mapped to a random real-valued vector of arbitrary
dimension, d. Then, a measurement for the word,
noted as x(t), is formed by concatenating the word’s
own vector with a window of preceding and follow-
ing vectors (the ”context”). An example of input
vector with a context window of size s = 3 is:

w3(t) = [Cimetidine, reduces, effect],

‘reduces0 ! xreduces 2 Rd,

‘Cimetidine0 ! xCimetidine 2 Rd,

‘effect0 ! xeffect 2 Rd,

x(t) = [xCimetidine, xreduces, xeffect] 2 R3d

(1)

where w3(t) is the context window centered around
the t-th word, 0reduces0, and xword represents the
numerical vector for word.

For the Elman network, both x(t) and the output
from the hidden layer at time t� 1, h(t� 1), are in-
put into the hidden layer for frame t. The recurrent
connection from the past time frame enables a short-
term memory, while hidden-to-hidden neuron con-
nections make the network Turing-complete. This
architecture, common in RNNs, is suitable for pre-
diction of sequences. Formally, the hidden layer is
described as:

h(t) = f(U • x(t) + V • h(t� 1)) (2)

where U and V are randomly-initialized weight ma-
trices between the input and the hidden layer, and
between the past and current hidden layers, respec-
tively. Function f(·) is the sigmoid function:

f(x) =
1

1 + e�x
(3)

that adds non-linearity to the layer. Eventually, h(t)
is input in the output layer:

y(t) = g(W • h(t)), with g(zm) =
ezm

⌃K
k=1e

zk
(4)

and convolved with the output weight matrix, W .
The output is normalized by a multi-class logistic
function, g(·), to become a proper probability over
the class set. The output dimensionality is therefore
determined by the number of entity classes (i.e., 4
for the DNR task).

The Jordan network is very similar to the El-
man network, except that the feedback is sourced
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Sentence Cimetidine reduces clearance of ALFENTA and volatile inhalation anesthetics
Entity class B-drug O O O B-brand O B-group I-group I-group

Table 1: Example sentence in a DNR task with entity classes represented in IOB format.

DDI-DrugBank DDI-MedLine
Training+Test for DDI task Test for DNR Training+Test for DDI task Test for DNR

documents 730 54 175 58
sentences 6577 145 1627 520

drug n 124 6 520 115
group 3832 65 234 90
brand 1770 53 36 6
drug 9715 180 1574 171

Table 2: Statistics of training and test datasets used for SemEval-2013 Task 9.1.

from the output layer rather than the previous hid-
den layer:

h(t) = f(U • x(t) + V • y(t� 1)). (5)

Although the Elman and Jordan networks can
learn long-term dependencies, their exponential
decay biases them toward their most recent in-
puts (Bengio et al., 1994). The LSTM was de-
signed to overcome this limitation by incorporating
a gated memory-cell to capture long-range depen-
dencies within the data (Hochreiter and Schmidhu-
ber, 1997). In the bidirectional LSTM, for any given
sentence, the network computes both a left,

�!
h (t),

and a right,
 �
h (t), representations of the sentence

context at every input, x(t). The final represen-
tation is created by concatenating them as h(t) =
[
�!
h (t);

 �
h (t)]. All these networks utilize the h(t)

layer as an implicit feature for entity class predic-
tion: although this model has proved effective in
many cases, it is not able to provide joint decoding
of the outputs in a Viterbi-style manner (e.g., an I-
group cannot follow a B-brand; etc). Thus, another
modification to the bidirectional LSTM is the addi-
tion of a conditional random field (CRF) (Lafferty
et al., 2001) as the output layer to provide optimal
sequential decoding. The resulting network is com-
monly referred to as the bidirectional LSTM-CRF
(Lample et al., 2016).

4 Experiments

4.1 Datasets

The DDIExtraction 2013 shared task challenge from
SemEval-2013 Task 9.1 (Segura-Bedmar et al.,

2013) has provided a benchmark corpus for DNR
and DDI extraction. The corpus contains manually-
annotated pharmacological substances and drug-
drug interactions (DDIs) for a total of 18, 502 phar-
macological substances and 5, 028 DDIs. It col-
lates two distinct datasets: DDI-DrugBank and DDI-
MedLine (Herrero-Zazo et al., 2013). Table 2 sum-
marizes the basic statistics of the training and test
datasets used in our experiments. For proper com-
parison, we follow the same settings as (Segura-
Bedmar et al., 2015), using the training data of the
DNR task along with the test data for the DDI task
for training and validation of DNR. We split this
joint dataset into a training and validation sets with
approximately 70% of sentences for training and the
remaining for validation.

4.2 Evaluation Methodology

Our models have been blindly evaluated on un-
seen DNR test data using the strict evaluation met-
rics. With this evaluation, the predicted entities
have to match the ground-truth entities exactly, both
in boundary and class. To facilitate the replica-
tion of our experimental results, we have used a
publicly-available library for the implementation1

(i.e., the Theano neural network toolkit (Bergstra et
al., 2010)). The experiments have been run over
a range of values for the hyper-parameters, using
the validation set for selection (Bergstra and Bengio,
2012). The hyper-parameters include the number of
hidden-layer nodes, H 2 {25, 50, 100}, the context
window size, s 2 {1, 3, 5}, and the embedding di-
mension, d 2 {50, 100, 300, 500, 1000}. Two addi-

1https://github.com/raghavchalapathy/dnr
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Methods
DDI-DrugBank DDI-MedLine

Precision Recall F1 Score Precision Recall F1 Score
WBI-NER (Rocktäschel et al., 2013) 88.00 87.00 87.80 61.00 56.00 58.10

Hybrid-DDI (Abacha et al., 2015) 93.00 70.00 80.00 74.00 25.00 37.00
Word2Vec+DINTO (Segura-Bedmar et al., 2015) 69.00 82.00 75.00 65.00 51.00 57.00

Elman RNN 79.91 60.91 69.13 43.23 33.56 37.78
Jordan RNN 77.59 60.91 68.25 59.47 30.20 40.06

Bidirectional LSTM-CRF 87.07 83.39 85.19 52.93 52.57 52.75
Table 3: Performance comparison between the recurrent neural networks (bottom three lines) and state-of-the-art systems (top

three lines) over the SemEval-2013 Task 9.1.

Bidirectional LSTM-CRF

Entities
DDI-DrugBank DDI-MedLine

Precision Recall F1 Score Precision Recall F1 Score
group 76.92 90.91 83.33 59.52 53.76 56.50
drug 90.59 84.62 87.50 65.22 61.05 63.06
brand 91.30 79.25 84.85 0.0 0.0 0.0
drug n 0.0 0.0 0.0 40.20 45.45 42.67

Table 4: SemEval-2013 Task 9.1 results by entity for the bidirectional LSTM-CRF.

tional parameters, the learning and drop-out rates,
were sampled from a uniform distribution in the
range [0.05, 0.1]. The embedding and initial weight
matrices were all sampled from the uniform distri-
bution within range [�1, 1]. Early training stopping
was set to 100 epochs to mollify over-fitting, and the
model that gave the best performance on the valida-
tion set was retained. The accuracy is reported in
terms of micro-average F1 score computed using the
CoNLL score function (Nadeau and Sekine, 2007).

4.3 Results and Analysis

Table 3 shows the performance comparison between
the explored RNNs and state-of-the-art DNR sys-
tems. As an overall note, the RNNs have not
reached the same accuracy as the top system, WBI-
NER (Rocktäschel et al., 2013). However, the bidi-
rectional LSTM-CRF has achieved the second-best
score on DDI-DrugBank and the third-best on DDI-
MedLine. These results seem interesting on the
ground that the RNNs provide DNR straight from
text rather than from manually-engineered features.
Given that the RNNs learn entirely from the data, the
better performance over the DDI-DrugBank dataset
is very likely due to its larger size. Accordingly, it
is reasonable to expect higher relative performance
should larger corpora become available in the fu-
ture. Table 4 also breaks down the results by en-
tity class for the bidirectional LSTM-CRF. The low

score on the brand class for DDI-MedLine and on
the drug n class (i.e., active substances not ap-
proved for human use) for DDI-DrugBank are likely
attributable to the very small sample size (Table 2).
This issue is also shared by the state-of-the-art DNR
systems.

5 Conclusion

This paper has investigated the effectiveness of re-
current neural architectures, namely the Elman and
Jordan networks and the bidirectional LSTM-CRF,
for drug name recognition. The most appealing fea-
ture of these architectures is their ability to provide
end-to-end recognition straight from text, sparing ef-
fort from laborious feature construction. To the best
of our knowledge, ours is the first paper to explore
RNNs for entity recognition from pharmacological
text. The experimental results over the SemEval-
2013 Task 9.1 benchmarks look promising, with
the bidirectional LSTM-CRF ranking closely to the
state of the art. A potential way to further im-
prove its performance would be to initialize its train-
ing with unsupervised word embeddings such as
Word2Vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014). This approach has proved ef-
fective in many other domains and still dispenses
with expert annotation effort; we plan this explo-
ration for the near future.

4



References

Asma Ben Abacha, Md Faisal Mahbub Chowdhury,
Aikaterini Karanasiou, Yassine Mrabet, Alberto
Lavelli, and Pierre Zweigenbaum. 2015. Text min-
ing for pharmacovigilance: Using machine learning
for drug name recognition and drug–drug interaction
extraction and classification. Journal of Biomedical
Informatics, 58:122–132.

Yoshua Bengio, Patrice Simard, and Paolo Frasconi.
1994. Learning long-term dependencies with gradi-
ent descent is difficult. IEEE Transactions on Neural
Networks, 5(2):157–166.

James Bergstra and Yoshua Bengio. 2012. Random
search for hyper-parameter optimization. Journal of
Machine Learning Research, 13:281–305.

James Bergstra, Olivier Breuleux, Frédéric Bastien, Pas-
cal Lamblin, Razvan Pascanu, Guillaume Desjardins,
Joseph Turian, David Warde-Farley, and Yoshua Ben-
gio. 2010. Theano: A CPU and GPU math compiler
in Python. In The 9th Python in Science Conference,
pages 1–7.

Ronan Collobert, Jason Weston, Léon Bottou, Michael
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Abstract

Assisted text input techniques can save time
and effort and improve text quality. In this pa-
per, we investigate how grounded and condi-
tional extensions to standard neural language
models can bring improvements in the tasks
of word prediction and completion. These ex-
tensions incorporate a structured knowledge
base and numerical values from the text into
the context used to predict the next word.
Our automated evaluation on a clinical dataset
shows extended models significantly outper-
form standard models. Our best system uses
both conditioning and grounding, because of
their orthogonal benefits. For word prediction
with a list of 5 suggestions, it improves recall
from 25.03% to 71.28% and for word com-
pletion it improves keystroke savings from
34.35% to 44.81%, where theoretical bound
for this dataset is 58.78%. We also perform
a qualitative investigation of how models with
lower perplexity occasionally fare better at the
tasks. We found that at test time numbers have
more influence on the document level than on
individual word probabilities.

1 Introduction

Text prediction is the task of suggesting the next
word, phrase or sentence while the user is typing.
It is an assisted data entry function that aims to save
time and effort by reducing the number of keystrokes
needed and to improve text quality by preventing
misspellings, promoting adoption of standard termi-
nologies and allowing for exploration of the vocabu-
lary (Sevenster and Aleksovski, 2010; Sevenster et
al., 2012).

Figure 1: Word prediction and completion tasks. A system

makes suggestions (in grey) for the next word and to complete

a word as it is being typed, respectively. The context is often

relevant to the quality of the suggestions.

Text prediction originated in augmentative and
alternative communication (AAC) to increase text
generation rates for people with motor or speech
impairments (Beukelman and Mirenda, 2005). Its
scope has been extended to a gamut of applica-
tions, such as data entry in mobile devices (Dun-
lop and Crossan, 2000), interactive machine trans-
lation (Foster et al., 2002), search term auto-
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completion (Bast and Weber, 2006) and assisted
clinical report compilation (Eng and Eisner, 2004;
Cannataro et al., 2012).

In this paper, we explore the tasks of word predic-
tion, where a system displays a list of suggestions
for the next word before the user starts typing it, and
word completion, where the system suggests a sin-
gle possible completion for the word, while the user
is typing its characters. The former task is relevant
when the user has not yet made a firm decision about
the intended word, thus any suggestions can have a
great impact in the content of the final document.
In the latter case, the user is thinking of a particular
word that they want to input and the system’s goal is
to help them complete the word as quickly as possi-
ble. Figure 1 shows examples for both tasks.

Often, the user’s goal is to compose a document
describing a particular situation, e.g. a clinical re-
port about a patient’s condition. An intelligent pre-
dictive system should be able to account for such
contextual information in order to improve the qual-
ity of its suggestions. Challenges to modelling struc-
tured contexts include mixed types of values for the
different fields an schema inconsistencies across the
entries of the structure. We address these issues by
employing numerically grounded conditional lan-
guage models (Spithourakis et al., 2016).

The contribution of this work is twofold. First,
we show that conditional and numerically grounded
models can achieve significant improvements over
standard language models in the tasks of word pre-
diction and completion. Our best model with a list of
5 suggestions raises recall from 25.03% to 71.28%
and keystroke savings from 34.35% to 44.81%. Sec-
ond, we investigate in depth the behaviour of such
models and their sensitivity to the numerical values
in the text. We find that the grounded probability
for the whole document is more sensitive to numer-
ical configurations than the probabilities of individ-
ual words.

2 Related Work

There have been several applications of text predic-
tion systems in the clinical domain. Word comple-
tion has been a feature of discharge summary (Chen
et al., 2012), brain MRI report (Cannataro et al.,
2012) and radiology report (Eng and Eisner, 2004)

compilation systems. Aiming towards clinical docu-
ment standardisation, Sirel (2012) adopted the ICD-
10 medical classification codes as a lexical resource
and Lin et al. (2014) built a semi-automatic annota-
tion tool to generate entry-level interoperable clini-
cal documents.

Hua et al. (2014) reported 13.0% time reduc-
tion and 3.9% increase of response accuracy in a
data entry task. Gong et al. (2016) found a per-
formance of 87.1% for keystroke savings, a 70.5%
increase in text generation rate, a 34.1% increase in
reporting comprehensiveness and a 14.5% reduction
in non-adherence to fields when reporting on patient
safety event. In non-clinical applications, a survey
of text prediction systems (Garay-Vitoria and Abas-
cal, 2006) reports keystroke savings ranging from
29% to 56%.

The context provided to the predictive system can
have a significant effect on its performance. Fazly
and Hirst (2003) and Van Den Bosch and Bogers
(2008) obtained significantly better results for word
completion by considering not only the prefix of the
current word but also previous words and characters,
respectively. Wandmacher and Antoine (2008) ex-
plored methods to integrate n-gram language mod-
els with semantic information and Trnka (2008)
used topic-adapted language models for word pre-
diction. More recently, Ghosh et al. (2016) incor-
porated sentence topics as contextual features into a
neural language model and reported perplexity im-
provements in a word prediction task. None of these
systems considers structured background informa-
tion or numerical values from the text as additional
context.

The motivation to include this information as con-
text to text prediction system is based on the impor-
tance of numerical quantities to textual entailment
systems (Roy et al., 2015; Sammons et al., 2010;
MacCartney and Manning, 2008; De Marneffe et al.,
2008). In medical communications, sole use of ver-
bal specifications (e.g. adjectives and adverbs) has
been associated with less precise understanding of
frequencies (Nakao and Axelrod, 1983) and prob-
abilities (Timmermans, 1994). A combination of
structured data and free text is deemed more suit-
able for communicating clinical information (Lovis
et al., 2000).

Language models have been an integral part of
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text prediction systems (Bickel et al., 2005; Wand-
macher and Antoine, 2008; Trnka, 2008; Ghosh et
al., 2016). Several tasks call for generative lan-
guage models that have been conditioned on vari-
ous contexts, e.g. foreign language text for machine
translation (Cho et al., 2014), images (Vinyals et al.,
2015; Donahue et al., 2015) and videos (Yao et al.,
2015) for captioning, etc. Grounded language mod-
els represent the relationship between words and the
non-linguistic context they refer to. Grounding can
help learn better representations for the atoms of lan-
guage and their interactions. Previous work grounds
language on vision (Bruni et al., 2014; Silberer
and Lapata, 2014), audio (Kiela and Clark, 2015),
video (Fleischman and Roy, 2008) and the olfactory
perception (Kiela et al., 2015). Spithourakis et al.
(2016) use numerically grounded language models
and language models conditioned on a lexicalised
knowledge base for the tasks of semantic error de-
tection and correction. We directly use their models
to perform word prediction and completion.

3 Methodology

In this section we present a solution to the word
prediction and completion tasks (Subsection 3.1).
Then, we discuss how language models, which can
be grounded on numeric quantities mentioned in the
text and/or conditioned on external context can be
used in our framework (Subsection 3.2). Finally, we
describe our automated evaluation process and var-
ious evaluation metrics for the two tasks (Subsec-
tion 3.3).

3.1 Word prediction and completion

Let {w1, ..., wT } denote a document, where wt is the
word at position t. Documents are often associated
with external context that can be structured (e.g. a
knowledge base) or unstructured (e.g. other docu-
ments). Let’s consider the case where our context is
a knowledge base (KB), that is a set of tuples of the
form < attribute, value >, where attributes are de-
fined by the KB schema. Different attributes might
take values from different domains, e.g. strings, bi-
nary values, real numbers etc., and some of the val-
ues might be missing.

In the word prediction task, the system presents
a ranked list of suggestions for the next word to

Algorithm 1 Word completion
Input: V is set of vocabulary words, scorer returns

score for word in current position
Output: next word to be written

1: function COMPLETEWORD(V , scorer)
2: prefix← ‘’
3: lexicon← V
4: loop
5: lexicon ← {tokens in lexicon starting

with prefix}
6: best← argmax

token∈lexicon
scorer(token)

7: Display best
8: char← read next char
9: if char = TAB then

10: return best . Auto-complete
11: else if char = WHITESPACE then
12: return prefix . Next word
13: else
14: prefix← prefix+ char . Append
15: end if
16: end loop
17: end function

the user, before the user starts typing. The user
can consult this list to explore the vocabulary and
guide their decision for the next word to write. The
ranking of the items in the list is important, with
more strongly endorsed words appearing higher up.
Too many displayed options can slow down skilled
users (Langlais and Lapalme, 2002), therefore the
list should not be too long.

Typically, a language model is used to estimate
the probability of the next word wt given the typed
word history w1, .., wt−1 and external context. The
N-best list of the words with the highest probability
is presented as the suggestions.

Word completion is a more interactive task, where
the system makes suggestions to complete the cur-
rent word as the user types each character. Here,
the user has a clear intention of typing a specific
word and the system should help them achieve this
as quickly as possible. A single suggestion is pre-
sented and the user can choose to complete the word,
typically by typing a special character (e.g. tab).

Word completion is based on interactive pre-
fix matching against a lexicon, as shown in Algo-
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rithm 1. The algorithm takes as input the set of
known vocabulary words and a scoring function that
returns the goodness of a word in the current posi-
tion and context, which again can be the word prob-
ability from a language model. Initialisation sets the
prefix to an empty string and the lexicon to the whole
vocabulary (lines 2-3). Iteratively, words that do not
match with the prefix are removed from the lexicon
(line 5), the best word from the lexicon according to
the scorer is found and displayed to the user (lines
6-7) and the user can respond with a key (line 8). If
the user inputs the special character, the best word
is automatically completed (lines 9-10). If the user
inputs a whitespace character, the algorithm termi-
nates (11-12). This is the case when no matching
word is found in the vocabulary. If any other charac-
ter is typed, it is appended to the prefix and another
iteration begins.

3.2 Neural language models

A language model (LM) estimates the probabil-
ity of the next token given the previous tokens,
i.e. p(wt|w1, ..., wt−1). Recurrent neural networks
(RNNs) have been successfully used for language
modelling (Mikolov et al., 2010). Let wt also denote
the one-hot representation of the t-th token, i.e. wt

is a sparse binary vector with a single element set to
1, whose index uniquely identifies the token among
a vocabulary of V known words. A neural LM uses
a matrix, Ein ∈ RD×V , to derive word embeddings,
ew
t = Einwt, where D is a latent dimension. A hid-

den state from the previous time step, ht−1, and the
current word embedding, ew

t , are sequentially fed to
an RNN’s recurrence function to produce the current
hidden state, ht ∈ RD. The conditional probability
of the next word is estimated as softmax(Eoutht),
where Eout ∈ RV×D is an output embeddings ma-
trix.

We use two extensions to the baseline neural LM,
described in Spithourakis et al. (2016). A language
model can be conditioned on the external context by
using an encoder-decoder framework. The encoder
builds a representation of the context, hKB , which
is then copied to the initial hidden state of the lan-
guage model (decoder). To build such a representa-
tion for our structured context, we can lexicalise the
KB by converting its tuples into textual statements
of the form ”attribute : value”, which can then

be encoded by an RNN. This approach can incorpo-
rate KB tuples flexibly, even when values of some
attributes are missing.

The document and lexicalised KB will frequently
contain numerical tokens, which are typically asso-
ciated with high out-of-vocabulary rates. To make
the LM more sensitive to such numerical informa-
tion, we can define the inputs of the RNN’s recur-
rence function at each time step as a concatenation
of ew

t and en
t , where the latter is a representation of

the numeric value of wt. We set en
t = float(wt),

where float(.) returns a floating point number from
the string of its input or zero, if the conversion fails.
When we train such a model, the representations
for the words will be associated with the numerical
values that appear in their context. Therefore, this
model is numerically grounded.

3.3 Automated evaluation
We run an automated evaluation for both tasks and
all systems by simulating a user who types the text
character by character. The character stream comes
from a dataset of finalised clinical reports. For the
word prediction task, we assume that the word from
the dataset is the correct word. For the word comple-
tion task, we assume that the user types the special
key to autocomplete the word as soon as the correct
suggestion becomes available.

In practice, the two tasks can be tackled at the
same time, e.g. a list of suggestions based on a
language model is shown as the user types and they
can choose to complete the prefix with the word on
the top of the list. However, we chose to decouple
the two functions because of their conceptual differ-
ences, which call for different evaluation metrics.

For word prediction, the user has not yet started
typing and they might seek guidance in the sugges-
tions of the system for their final decision. A vocab-
ulary exploration system will need to have a high
recall. To also capture the effect of the length of
the suggestions’ list, we will report recall at vari-
ous ranks (Recall@k), where the rank corresponds
to the list length. Because our automated evalua-
tion considers a single correct word, Recall@1 is nu-
merically identical to Precision@1. We also report
the mean reciprocal rank (MRR), which is the mul-
tiplicative inverse of the rank of the correct word in
the suggestions’ list. Finally, per token perplexity is
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train dev test
#documents 11,158 1,625 3,220

#KB tuples/doc 7.7 7.7 7.7
#t

ok
en

s/

do
c

all 204.9 204.4 202.2
words 95.7% 95.7% 95.7%

numeric 4.3% 4.3% 4.3%

O
O

V

ra
te

all 5.0% 5.1% 5.2%
words 3.4% 3.5% 3.5%

numeric 40.4% 40.8% 41.8%
#chars/token 4.9 4.9 4.9

Table 1: Statistics for clinical dataset. Counts for non-numeric

(words) and numeric tokens reported as percentage of counts for

all tokens. Out-of-vocabulary (OOV) rates are for vocabulary of

1000 most frequent words in the train data.

a common evaluation metric for language models.
For word completion, the main goal of the sys-

tem should be to reduce input time and effort for
the intended word that is being typed by the user.
Keystroke savings (KS) measures the percentage re-
duction in keys pressed compared to character-by-
character text entry. Suggestions that are not taken
by the user are a source of unnecessary distractions.
We define an unnecessary distractions (UD) metric
as average number of unaccepted character sugges-
tions that the user has to scan before completing a
word.

KS =
keysunaided − keyswith prediction

keysunaided
(1)

UD =
count(suggested, not accepted)

count(accepted)
(2)

Bickel et al. (2005) note that KS corresponds to
a recall metric and UD to a precision metric. Thus,
we can use the F1 score (harmonic mean of precision
and recall) to summarise both metrics.

Precision =
count(accepted)
count(suggested)

(3)

Recall =
count(accepted)

count(total characters)
(4)

4 Data

Our dataset comprises 16,003 anonymised clinical
records from the London Chest Hospital. Table 1
summarises descriptive statistics of the dataset.

Each patient record consists of a text report and
accompanying structured KB tuples. The latter de-
scribe metadata about the patient (age and gender)
and results of medical tests (e.g. end diastolic and
systolic volumes for the left and right ventricles
as measured through magnetic resonance imaging).
This information was extracted from the electronic
health records held by the hospital and was avail-
able to the clinician at the time of the compilation
of the report. In total, the KB describes 20 possible
attributes. From these, one is categorical (gender)
and the rest are numerical (age is integer and test
results are real valued). On average, 7.7 tuples are
completed per record.

Numeric tokens account for a large part of the
vocabulary (>40%) and suffer from high out-of-
vocabulary rates (>40%), despite constituting only
a small proportion of each sentence (4.3%).

5 Results and discussion

In this section we describe the setup of our exper-
iments (Subsection 5.1) and then present and dis-
cuss evaluation results for the word prediction (Sub-
section 5.2) and word completion (Subsection 5.3)
tasks. Finally, we perform a qualitative evaluation
(Subsection 5.4).

5.1 Setup

Our baseline LM is a single-layer long short-term
memory network (LSTM) (Hochreiter and Schmid-
huber, 1997) with all latent dimensions (internal ma-
trices, input and output embeddings) set to D = 50.
We extend this baseline model using the techniques
described in Section 3.2 and derive a model condi-
tional on the KB (+c), a model that is numerically
grounded (+g) and a model that is both conditional
and grounded (+c+g). We also experiment with ab-
lations of these models that at test time ignore some
source of information. In particular, we run the con-
ditional models without the encoder, which ignores
the KB (-kb), and the grounded models without the
numeric representations, which ignores the magni-
tudes of the numerical values (-v).
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model PP MRR Recall@1 Recall@3 Recall@5 Recall@10

sy
st

em

baseline 14.96 17.19 8.36 18.38 25.03 36.66
+c 14.52 54.49 45.27 59.97 65.18 71.18
+g 9.91 31.91 21.13 35.45 43.66 53.72
+c+g 9.39 60.71 51.76 66.36 71.28 77.10

ab
la

tio
n

+c -kb 16.64 52.54 43.07 57.89 63.66 70.45
+g -v 13.16 56.08 46.58 61.96 67.30 73.49
+c+g -kb 10.82 58.72 49.46 64.31 69.71 75.98
+c+g -v 11.84 57.31 47.52 63.47 68.92 75.30
+c+g -kb-v 11.81 56.61 46.68 62.78 68.48 74.87

Table 2: Word-level evaluation results for next word prediction on the test set. Perplexity (PP), mean reciprocal rank (MRR) and

Recall at different ranks. Recall@1 is equivalent to Precision@1. Best system values in bold.

model P UD KS(R) F1

bo
un

d theoretical 100.0 0.00 58.87 74.11
vocabulary 100.0 0.00 54.48 70.54

sy
st

em

baseline 13.96 6.17 34.35 19.85
+c 24.34 3.11 43.17 31.13
+g 18.60 4.38 39.31 25.25
+g+c 26.60 2.76 44.81 33.38

ab
la

tio
n

+c -kb 24.61 3.06 44.22 31.62
+g -v 26.74 2.74 45.71 33.74
+c+g -kb 26.73 2.74 45.72 33.74
+c+g -v 27.01 2.70 45.86 33.99
+c+g -kb-v 26.90 2.72 45.79 33.89

Table 3: Character-level evaluation results for word comple-

tion on the test set. Unnecessary distractions (UD) is inversely

related to precision (P). Keystroke savings (KS) are equivalent

with recall (R). Best system values in bold.

The vocabulary contains the V = 1000 most fre-
quent tokens in the training set. Out-of-vocabulary
tokens are substituted with <num>, if numeric, and
<unk>, otherwise. We note that the numerical rep-
resentations are extracted before any masking. Mod-
els are trained to minimise a cross-entropy loss, with
20 epochs of back-propagation and gradient descent
with adaptive learing rates (AdaDelta) (Zeiler, 2012)
and minibatch size set to 64. Hyperparameters are
based on a small search on the development set
around values commonly used in the literature.

5.2 Word prediction

We show our evaluation results on the test set for
the word prediction task in Table 2. The conditioned
model (+c) achieves double the MRR and quadruple

the Recall@1 of the baseline model, despite bring-
ing only small improvements in perplexity. The
grounded model (+g) achieves a more significant
perplexity improvement (33%), but smaller gains for
MRR and Recall@1 (85% and 150% improvement,
respectively). Contrary to intuition, we observe that
a model with higher perplexity performs better in a
language modelling task.

The grounded conditional model (+c+g) has the
best performance among the systems, with about
5 points additive improvement across all evaluation
metrics over the second best. The benefits from con-
ditioning and grounding seem to be orthogonal to
one another.

Recall increases with the length of the suggestion
list (equivalent to rank). The increase is almost lin-
ear for the baseline, but for the grounded conditional
it has a decreasing rate. The Recall@5 for the best
model is similar to Recall@10 for the second best,
thus allowing for halving the suggestions at the same
level of recall.

In the test time ablation experiments, all evalua-
tion metrics become slightly worse with the notable
exception of the grounded without numerical values
(+g-v), for which MRR and recall at all ranks are
dramatically increased. Again, we observe that a
worse perplexity does not always correlate with de-
creased performance for the rest of the metrics.

5.3 Word completion

We show our evaluation results on the test set for
the word prediction completion in Table 3. In or-
der to give some perspective to the results, we
also compute upper bounds originally used to frame
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document system: baseline +c +g +c+g
left ventricular function
analysis results end
diastolic volume <num>
ml end systolic volume
<num> ml stroke
volume <num> ml
ejection fraction <num>
% [...] lv systolic
function is moderately
impaired . non dilated
atria. non dilated rv [...]
lv is <word> dilated.
[...]

suggestions

ra
nk

1 non normal normal preserved
2 normal preserved dilated normal
3 dilated non not dilated
4 preserved good preserved not
5 not mild non with

ranks

su
gg

es
tio

n

non-dilated 10 11 8 13
dilated 3 8 2 3

non 1 3 5 7
moderately 41 33 37 36

mildly 6 6 7 6
severely 29 23 28 27

Table 4: Word prediction for sample document from the development set. Top-5 suggestion lists for <word> (original document

has “non”) and ranks for interesting terms from the complete lists of different systems.

numerical configuration
non mild severe

<
w

or
d> non 85.83 50.45 26.81

mildly 11.99 36.27 46.46
severely 2.18 13.28 26.73

Table 5: Document probabilities for different <word> choices

and different numerical configurations. The probabilities are re-

normalised over the three displayed choices. Probabilities for

highest scoring word in bold and for correct word in italics.

keystroke savings (Trnka and McCoy, 2008). The
theoretical bound comes from an ideal system that
retrieves the correct word after the user inputs the
only the first character. The vocabulary bound is
similar but only makes any suggestion if the correct
word is in the known vocabulary. We extend these
bounds to the rest of the evaluation metrics.

The conditioned model (+c) improves the
keystroke savings by 25% over the baseline, while
halving the unnecessary distractions. The grounded
model (+g) achieves smaller improvements over the
baseline. The grounded conditional model (+c+g)
again has the best performance among the sys-
tems. It yields keystroke savings of 44.81%, al-
most halfway to the theoretical bound, and the low-
est number of unnecessary distractions.

For this task, the desired behaviour of a system is
to increase the keystroke savings without introduc-
ing too many unnecessary distractions (as measured
by the number of wrongly suggested characters per

word). Since the two quantities represent recall and
precision measurements, respectively, a trade-off is
expected between them (Bickel et al., 2005). Our
extended models manage to improve both quantities
without trading one for the other.

The theoretical and vocabulary bounds represent
ideal systems that always make correct suggestions
(UD=0). This translates into very high precision
(100%) and F1 values (>70%) that purely represent
upper bounds on these performance metrics. For ref-
erence, a system with the same keystroke savings
as the theoretical bound (58.87%) and a single un-
necessary character per word (UD=1) would achieve
precision of 50% and an F1 score of 54.07%.

In the test time ablation experiments, all evalu-
ation metrics have slightly better results than their
corresponding system. In fact, some models per-
form similarly to the best system, if not marginally
better.

5.4 Qualitative results

The previous results revealed two unexpected situa-
tions. First, we observed that occasionally a model
with worse perplexity fares better at word predic-
tion, which is a language modelling task. Second,
we observed that occasionally a run time ablation
of a conditional or grounded model outperforms its
system counterpart. We carried out qualitative ex-
periments in order to investigate these scenarios.

We selected a document from the development
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Figure 2: Word likelihood ratios (grounded conditional to baseline) for sample sentences from the development set.

set and identified a word of interest and numeric
values that can influence the user’s choice for that
word. In Table 4, we show the selected document
and the 5 top suggestions for the word by different
systems. The systems do not have access to tokens
from <word> onwards. We also show the ranks for
several other semantically relevant choices that ap-
pear deeper in the suggestion list. Grounding and
conditioning change the order in which the sugges-
tions appear.

We proceeded to substitute the numeric values to
more representative configurations that would each
favour a particular word choice from the set {“non”,
“mildly”, “severely”}. We found that changing the
values does not have a significant effect to the sug-
gestion probabilities and causes no reordering of the
items in the lists shown in Table 4. This is in agree-
ment with our previous results for test time abla-
tions and can be attributed to the fact that many
more parameters have been used to model words
than numerical values. Thus, the systems rely less
on numerical information at test time, even though at
training time it helps to improve the language mod-
els.

Next, for the different numeric configurations we
set <word> to each of the three choices and com-
puted the probability of observing the whole docu-
ment under the grounded model. This is done by

multiplying together the probabilities for all individ-
ual words. Table 5 shows the resulting document
probabilities, re-normalised over the three choices.
We observe that the system has a stronger preference
to “non”, which happens to be the majority class in
the training data. In contrast to word probabilities,
document probabilities are influenced by the numer-
ical configuration.

The reason for this difference in sensitivities is
that the tiny changes in individual word probabilities
accumulate multiplicatively to bring on significant
changes in the document probability. Additionally,
selecting a particular word influences the probabil-
ities of the following words differently, depending
on the numerical configuration. This also explains
the observed differences between the perplexity of
ablated systems, which accumulates small changes
over the whole corpus, and the rest of the metrics,
which only depend on per word suggestions. Our
training objective, cross-entropy, is directly related
to perplexity. Through this, numerical values seem
to mediate at training time to learn a better language
model.

Finally, we directly compare the word probabil-
ities from different systems on several documents
from the development set. In Figure 2 we plot the
word likelihood ratio of the grounded conditional to
baseline language models for three sentences. We
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can interpret the values on the vertical axis as how
many times the word is more likely under the ex-
tended model versus the baseline. The probability of
most words was increased, even at longer distances
from numbers (first example). This is reflected in the
improved perplexity of the language model. Words
and contingent spans directly associated with num-
bers, such as units of measurement and certain sym-
bols, also receive a boost (second example). Finally,
the system would often recognise and penalise mis-
takes because of their unexpectedness (dot instead
of a comma in the last example).

6 Conclusion

In this paper we showed how numerically grounded
language models conditioned on an external knowl-
edge base can be used in the tasks of word predic-
tion and completion. Our experiments on a clinical
dataset showed that the two extensions to standard
language models have complimentary benefits. Our
best model uses a combination of conditioning and
grounding to improve recall from 25.03% to 71.28%
for the word prediction task. In the word completion
task, it improves keystroke savings from 34.35%
to 44.81%, where the upper theoretical bound is
58.78% for this dataset. We found that perplexity
does not always correlate with system performance
in the two downstream tasks. Our ablation experi-
ments and qualitative investigations showed that at
test time numbers have more influence on the docu-
ment level than on individual word probabilities.

Our approach did not rely on ontologies or fine
grained data linkage. Such additional information
might lead to further improvements, but would limit
the ability of our models to generalise in new set-
tings. While our automated evaluation showed that
our extended system achieves notable improvements
in keystroke savings, a case study would be required
to measure the acceptance of such a system and its
impact on clinical documentation processes and pa-
tient care. In the past, deployment of text prediction
systems in clinical settings has lead to measurable
gains in productivity (Hua et al., 2014; Gong et al.,
2016).

In the future, we will investigate alternative ways
to encode numerical information, in an attempt to
improve the utilisation of numerical values at test

time. We will also experiment with multitask objec-
tives that consider numerical targets.
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Abstract

Motivated by the need to automate medical in-
formation extraction from free-text radiolog-
ical reports, we present a bi-directional long
short-term memory (BiLSTM) neural network
architecture for modelling radiological lan-
guage. The model has been used to address
two NLP tasks: medical named-entity recog-
nition (NER) and negation detection. We in-
vestigate whether learning several types of
word embeddings improves BiLSTM’s perfor-
mance on those tasks. Using a large dataset
of chest x-ray reports, we compare the pro-
posed model to a baseline dictionary-based
NER system and a negation detection system
that leverages the hand-crafted rules of the
NegEx algorithm and the grammatical rela-
tions obtained from the Stanford Dependency
Parser. Compared to these more traditional
rule-based systems, we argue that BiLSTM of-
fers a strong alternative for both our tasks.

1 Introduction
Radiological reports represent a large part of all
Electronic Medical Records (EMRs) held by med-
ical institutions. For instance, in England alone,
upwards of 22 million plain radiographs were re-
ported over the 12-month period from March 2015
(NHS, 2016). A radiological report is a written doc-
ument produced by a Radiologist, a physician that
specialises in interpreting medical images. A report
typically states any technical factors relevant to the
acquired image as well as the presence or absence
of radiological abnormalities. When an abnormality
is noted, the Radiologist often gives further descrip-
tion, including anatomical location and the extent of

the disease.

Whilst Radiologists are taught to review radio-
graphs in a systematic and comprehensive man-
ner, their reporting style can vary quite dramatically
(Reiner and Siegel, 2006) and the same findings can
often be described in a multitude of different ways
(Sobel et al., 1996). The radiological reports may
contain broken grammar and misspellings, which
are often the result of voice recognition software
or the dictation-transcript method (McGurk et al.,
2014). Applying text mining techniques to these re-
ports poses a number of challenges due to extensive
variability in language, ambiguity and uncertainty,
which are typical problems for natural language.

In this work we are motivated by the need to au-
tomatically extract standardised clinical information
from digitised radiological reports. A system for the
fully-automated extraction of this information could
be used, for instance, to characterise the patient pop-
ulation and help health professionals improve day-
to-day services. The extracted structured data could
also be used to build management dashboards (Sim-
pao et al., 2014) summarising and presenting the
most prevalent conditions. Another potential use is
the automatic labelling of medical images, e.g. to
support the development of computer-aided diagno-
sis software (Shin et al., 2015).

In this paper we propose a recurrent neural net-
work (RNN) architecture for modelling radiologi-
cal language and investigate its potential advantages
on two different tasks: medical named-entity recog-
nition (NER) and negation detection. The model,
a bi-directional long short-term memory (BiLSTM)
network, does not use any hand-engineered features,
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but learns them using a relatively small amount of la-
belled data and a larger but unlabelled corpus of ra-
diological reports. In addition, we explore the com-
bined use of BiLSTM with other language models
such as GloVe (Pennington et al., 2014) and a novel
variant of GloVe, proposed here, that makes use of a
medical ontology. The performance of the BiLSTM
model is assessed comparatively to a rule-based sys-
tem that has been optimised for the tasks at hand and
builds upon well established techniques for medi-
cal NER and negation detection. In particular, for
NER, the system uses a baseline dictionary-based
text mining component relying on a curated dictio-
nary of medical terms. As a baseline for the negation
detection task, the system implements a hybrid com-
ponent based on the NegEx algorithm (Chapman
et al., 2013) in conjunction with grammatical rela-
tions obtained from the Stanford Dependency Parser
(Chen and Manning, 2014).

The article is organised as follows. In Section 2
we provide a brief review of the existing body of
work in NLP for medical information extraction and
briefly discuss the use of artificial neural networks
for NLP tasks. In Section 3 we describe the datasets
used for our experiments, and in Section 4 we in-
troduce the BiLSTM model. The results are pre-
sented in Section 6 where we also compare BiLSTM
against the rule-based baseline systems described in
Section 5.

2 Related Work

2.1 Medical NER

A large proportion of NLP systems for medical text
mining use dictionary-based methods for extracting
medical concepts from clinical document (Friedman
et al., 1995; Johnson et al., 1997; Aronson, 2001;
Savova et al., 2010). The dictionaries that contain
the correspondence between a single- or multi-word
phrase and a medical concept are usually built from
medical ontologies such as the Unified Medical Lan-
guage System (UMLS) (NLM, 2016b) and Medical
Subject Headings (MeSH) (NLM, 2016a). These
ontologies contain hundreds of thousands of medical
concepts. There are also domain-specific ontologies
such as RadLex (Langlotz, 2006), which has been
developed for the Radiology domain, and currently
contains over 68, 000 concepts.

Medical Language Extraction and Encoding Sys-
tem (MEDLEE) (Friedman et al., 1995) is one of the
earliest automated systems originally developed for
handling radiological reports, and later expanded to
other medical domains. MEDLEE parses the given
clinical documents by string matching: the words
are matched to a pre-defined dictionary of medi-
cal terms or semantic groups (e.g. Central Find-
ing, Bodyloc Modifier, Certainty Modifier and Re-
gion Modifier). Once the words have been associ-
ated with a semantic group, a Compositional Reg-
ularizer stage combines them according to a list
of pre-defined mappings to form regularized multi-
word phrases. The final stage looks up the regu-
larized terms in a dictionary of medical concepts
(e.g. enlarged heart is mapped to the correspond-
ing concept cardiomegaly). A separate study eval-
uated MEDLEE on 150 manually annotated radiol-
ogy reports (Hripcsak et al., 2002); MEDLEE was
assessed on its ability to detect 24 clinical condi-
tions achieving an average sensitivity and specificity
of 0.81 and 0.99, respectively.

A more recent system for general medical infor-
mation extraction is the Mayo Clinic’s Text Anal-
ysis and Knowledge Extraction System (cTAKES)
(Savova et al., 2010), which also implements an
NLP pipeline. During an initial shallow parsing
stage, cTAKES attempts to group words into multi-
word expressions by identifying constituent parts
of the sentence (e.g. noun, prepositional, and
verb phrases). It then string matches the identified
phrases to a concept in UMLS. A new set of seman-
tic groups were also derived from the UMLS ontol-
ogy (Ogren et al., 2007). The NER performance of
the cTAKES was evaluated on the semantic groups,
achieving an F1-score of 0.715 for exact matches
and 0.824 for overlapping matches.

In general, dictionary-based systems perform
with high precision on the NER tasks but have a low
recall, showing a lack of generalisation. Low recall
is usually caused by the inability to identify multi-
word phrases as concepts, unless exact matches can
be found in the dictionary. In addition, such sys-
tems are not able to easily deal with disjoint enti-
ties. For instance, in the phrase lungs are mildly
hyperexpanded, hyperexpanded lungs constitutes a
clinical finding. In an attempt to deal with dis-
joint entities, rule-based systems such as MEDLEE,
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MetaMap (Aronson, 2001) and cTAKES, implement
additional parsing stages to find grammatical rela-
tions between different words in a sentence, thus
aiming to create disjoint multi-word phrases. How-
ever, state-of-the-art syntactic parsers are still likely
to fail when parsing sentences with broken grammar,
as often occurs in clinical documents.

In an attempt to improve upon dictionary-based
information extraction systems, Hassanpour (2015)
recently used a first-order linear-chain Conditional
Random Field (CRF) model (Lafferty et al., 2001) in
a medical NER task involving five semantic groups
(anatomy, anatomy modifier, observation, observa-
tion modifier, and uncertainty). The features used
for the CRF model included part-of-speech (POS)
tags, word stems, word n-grams, word shape, and
negations extracted using the NegEx algorithm. The
model was trained and tested using 10-fold cross
validation on a corpus of 150 multi-institutional Ra-
diology reports and achieved a precision score of
0.87, recall of 0.84, and F1-score of 0.85.

2.2 Medical negation detection

NegEx, a popular negation detection algorithm, is
usually applied to medical concepts after the entity
recognition stage. This tool uses a curated list of
phrases (e.g. no, no sign of, free of ), which are string
matched to the medical text to detect a negation trig-
ger, i.e. a word or phrase indicating the presence of
a negated medical entity in the sentence. The tar-
get entities falling inside a window, starting at the
negation trigger, are then classified as negated. In
light of its simplicity, speed and reasonable results,
NegEx had been used as a component by many med-
ical NLP systems (Wu et al., 2014). It has been
shown that that NegEx achieves an accuracy of 0.94
as part of the cTAKES evaluation (Savova et al.,
2010). However, the window approach that is used
for classifying the negations may result in a large
number of false positives, especially if there are mul-
tiple entities within the 6-word window.

Aiming to reduce the number of false positives,
recent efforts have integrated NegEx with machine
learning models that can be trained on annotated
datasets. For instance, Shivade (2015) introduced
a kernel-based approach that uses features built us-
ing the type of negation trigger, features that are de-
rived from the existence of conjunctions in the sen-

tence, and features that weight the NegEx output
against the bag-of-words in the dataset. The kernel
based model outperformed the original NegEx algo-
rithm by 2.7 F1-score points when trained and tested
on the NegEx dataset. At around the same time,
Mehrabi (2015) introduced DEEPEN, an algorithm
that filters the NegEx output using the grammati-
cal relations extracted using Stanford Dependency
Parser. DEEPEN succeeded at reducing the number
of false positives, although it showed a marginally
lower F1-score when compared with NegEx on con-
cepts from the Disorders semantic group from the
Mayo Clinic dataset (Ogren et al., 2007).

2.3 Neural networks for NLP tasks

In recent years, deep artificial neural networks have
been found to yield consistently good results on var-
ious NLP tasks. The SENNA system (Collobert et
al., 2011), which used a convolutional neural net-
work (CNN) architecture, came close to achieving
state-of-the-art performance across the tasks of POS
tagging, shallow parsing, NER, and semantic role
labeling. More recently, recurrent neural networks
(RNNs) have been shown to achieve very high per-
formance, and often reach state-of-the-art results
in various language modelling tasks (Mikolov and
Zweig, 2012). RNNs have also been shown to out-
perform more traditional machine learning models,
such as Logistic Regression and CRF, at the slot fill-
ing task in spoken language understanding (Mesnil
et al., 2013). In a NER task on the publicly available
datasets in four languages, the bidirectional long
short-term memory (LSTM) networks (Hochreiter
and Schmidhuber, 1997), a variant of RNN, outper-
formed CNNs, CRFs and other models (Lample et
al., 2016).

Neural networks have also been used to learn
language models in an unsupervised learning set-
ting. Some popular models include Skip-gram and
continuous bag-of-words (CBOW) (Mikolov et al.,
2013). These yield word representations, or embed-
dings, that are able to carry the syntactic and se-
mantic information of a language. Collobert (2011)
showed that integrating pre-trained word embed-
dings into a neural network can help the supervised
learning process.
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Figure 1: Example of manual annotation of a radiology report

performed using BRAT

3 A Radiology corpus

3.1 Dataset

For this study, we produced an in-house radiology
corpus consisting of 745, 480 historical chest X-
ray (radiographs) reports provided by Guy’s and St
Thomas’ Trust (GSTT). This Trust runs two hos-
pitals within the National Health Service (NHS)
in England, serving a large area in South Lon-
don. The reports cover the period between Jan-
uary 2005 and March 2016, and were generated by
276 different reporters including consultant Radiol-
ogists, trainee Radiologists and reporting Radiogra-
phers. Our repository consists of text written or dic-
tated by the clinicians after radiograph analysis, and
do not contain any referral information or patient-
identifying data, such as names, addresses or dates
of birth. However, many reports refer to the clinical
history of the patient. The reports had a minimum
of 1 word and maximum of 311 words, with an av-
erage of 25.3 words and a standard deviation of 19.9
words. On average there were 2.9 sentences per re-
port. After lemmatization, converting to lower case,
and discounting words that occur less than 3 times in
the corpus, the resulting vocabulary contained 8, 031
words.

A sample of 2, 000 reports was randomly selected
from the corpus for the purpose of creating a train-
ing and validation dataset for the NER and negation
detection tasks, whilst the remaining of the reports
were utilised for pre-training word embeddings. The
reports selected for manual annotation were written
for all types of patients (Inpatient: 1072, A&E At-
tender: 515, Outpatient: 229, GP Direct Access Pa-
tient: 165, Ward Attender: 9, Day Case Patient: 8)
by 144 different clinicians.

We introduce a simple word-level annotation

Semantic Group # of entities # of tokens

Body Location 5686 10113
Clinical Finding 5396 8906

Descriptor 3458 3845
Medical Device 1711 3361

Total 16251 26225

Negated entities 1851 2557

Table 1: Frequency distribution of entities by class in 2, 000

manually annotated reports

schema that includes four classes or semantic
groups: Clinical Finding, Body Location, Descrip-
tor and Medical Device: Clinical Finding encom-
passes any clinically-relevant radiological abnor-
mality, Body Location refers to the anatomical area
where the finding is present, and Descriptor includes
all adjectives used to describe the other classes. The
Medical Device class is used to label any medical
apparatus seen on chest radiographs, such as pace-
makers, intravascular lines, and nasogastric tubes.
Our annotation schema allows for the same token
to belong to several semantic groups. For example,
as shown in Figure 1, the word heart was associ-
ated with both Clinical Finding and Body Location
classes. We have also introduced a negation attribute
to indicate the absence of any of these entities.

3.2 Gold standard

Two clinicians (RB and SW) annotated the reports
using BRAT (Stenetorp et al., 2012), a collabora-
tive tool for text annotation that was configured to
use our own schema. The BRAT output was then
transformed to the IOBES tagging schema. Here,
we interpret I as a token in the middle of an entity;
O as a token not part of the entity; B and E as the
beginning and end of the entity, respectively; finally,
S indicates a single-word entity. We work with the
assumption that entities may be disjoint and tokens
that are surrounded by disjoint entity may belong to
a different semantic group. For example, according
to the annotation performed by the clinicians, in the
sentence Heart is slightly enlarged the phrase heart
enlarged represents an entity that belongs to the se-
mantic group Clinical Finding and slightly is a De-
scriptor. The resulting breakdown of all entities by
semantic group can be found in Table 1.
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4 Methodology

In this Section we describe a model for NER that ex-
tracts five types of entities: the four semantic groups
described in Section 3.1, as well as the negation,
which is treated here as an additional class, analo-
gously to the semantic groups.

4.1 Bi-directional LSTM

The RNN is a neural network architecture designed
to model time series, but it can be applied to other
types of sequential data (Rumelhart et al., 1988).
As the information passes through the network, it
can persist indefinitely in its memory. This facili-
tates the process of capturing sequential dependen-
cies. The RNN makes a prediction after processing
each element of the input sequence. Hence, the out-
put sequence can be of the same length as the input
sequence. The RNN architecture lends itself as a
natural model for the proposed NER task, where the
objective is to predict the IOBES tags for each of the
input words.

The RNN is trained using the error backpropaga-
tion through time algorithm (Werbos, 1990) and a
variant of the gradient descent algorithm. However,
training these models is notoriously challenging due
to the problem of exploding and vanishing gradients,
especially when trained with long input sequences
(Bengio et al., 1994). For the exploding gradi-
ent problem, numerical stability can be achieved by
clipping the gradients (Graves, 2013). The prob-
lem of vanishing gradients can be addressed by re-
placing the standard RNN cell with a long short-
term memory (LSTM) cell, which allows for a con-
stant error flow along the input sequence (Hochre-
iter and Schmidhuber, 1997). A more constant er-
ror also means that the network is able to learn bet-
ter long-term dependencies over the input sequence.
By combining the outputs of two RNNs that pass the
information in opposing directions, it is possible to
capture the context from both ends of the sequence.
The resulting architecture is known as Bidirectional
LSTM (BiLSTM) (Graves and Schmidhuber, 2005).

We start by defining a vocabulary
V = {v1, v2, ..., v8031} that contains the words
extracted from the corpus as described in Section
3.1. We assume that, in order to perform NER on
the words in any given sentence, it is sufficient to

consider only the information contained in that sen-
tence. Therefore we pass the BiLSTM one sentence
at a time. For each input sentence of n words we
define an n-dimensional vector x whose elements
are the indices in V corresponding to words appear-
ing in the sentence, preserving the order. The input
x is passed to an Embedding Layer that returns the
sequence S = {wj |j = x1, x2, ..., xn} where wj is
the jth row of a dense matrix W ∈ R|V |×d, where
d ∈ N is a hyperparameter. The vectorwj represents
a low-dimensional vector representation, or word
embedding, whereas W is the corresponding em-
bedding matrix. The sequence of word embeddings
S is then passed as input to two LSTM layers that
process it in opposing directions (forwards and
backwards), similar to the architecture introduced
by Graves (2005). Figure 2 shows the LSTM layers
in their ”unrolled” form as they read the input.
Each LSTM layer contains k LSTM memory cells
which are based on the implementation by Graves
(2013). The output from each of the LSTM layers is
H = {ht ∈ Rk|t = 1, 2, ..., n}.

Next, we concatenate and flatten Hforward and
Hbackward, obtaining a vector p ∈ R2kn. We pass
p through a linear transformation layer and reshape
its output to a tensor of size n×C×T , whereC is the
number of annotation classes (5 in total, 4 semantic
groups and 1 class for negation) and T is the number
of possible tags (5 for the IOBES tags). Finally we
apply the softmax function along the last dimension
of the tensor to approximate the probability for each
of the possible tags for each of the annotation class.

4.2 Word embeddings

We explored 4 different techniques for learning
word embeddings from the text. The embeddings
will subsequently be used to initialise the embedding
matrix W that is required by BiLSTM for the NER
task. In previous work, the initialisation of W with
pre-trained embeddings has been found to improve
the training process (Collobert et al., 2011; Mesnil
et al., 2013).

Random Embeddings

Random embeddings were obtained by drawing
from a uniform distribution in the (−0.01, 0.01)
range. As such, the positions of the words in the
vector space do not provide any information regard-
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Figure 2: An illustration of the BiLSTM architecture for joint

medical entity recognition and negation detection

ing patterns of relationships between words.

BiLSTM Embeddings

These embeddings were obtained after adapting
the BiLSTM for a language modelling task. Follow-
ing a previously described strategy (Collobert and
Weston, 2008), the input words were randomly re-
placed, with probability 0.2, with a word extracted
from V . We then created a corresponding vector of
binary labels to be used as prediction targets: each
element of the vector is either 0 or 1, where 0 in-
dicates a word that has been replaced, and 1 indi-
cates an unchanged word. The model outputs the
probability of the labels for each word in the given
sentence. After training this language model on the
unlabelled part of our corpus, we extracted the word
embeddings from W.

GloVe Embeddings

Word embedding were also obtained using GloVe,
an unsupervised method (Pennington et al., 2014).
On word similarity and analogy tasks, it has the
potential to outperform competing models such as

Skip-gram and CBOW. The GloVe objective func-
tion is

|V |∑
i,j=1

f(Xij)(wT
i w̃ + bi + b̃j − logXij)2

where X is the word-word co-occurrence matrix, f
is a weighting function, w are word embeddings,
and w̃ ∈ Rd are context word embeddings, with b
and b̃ the respective bias terms. The GloVe embed-
dings w are trained using AdaGrad optimisation al-
gorithm (Duchi et al., 2011), stochastically sampling
nonzero elements from X .

GloVe-Ontology Embeddings

Furthermore, we introduced a modified version
of GloVe, denoted GloVe-Ontology, with the ob-
jective to leverage the RadLex ontology during the
word embedding estimation process. The rationale
is to impose some constrains on the estimated dis-
tance between words using semantic relationships
extracted from RadLex; this is an idea somewhat in-
spired by previous work (Yu and Dredze, 2014).

The RadLex data was initially represented as a
tree, τ , by considering only the relation is parent of
between concepts. We then attempted to string
match every word v in V to a concept in τ . Every v
matched with a RadLex concept was then assigned
the vector that enumerates all ancestors of that con-
cept; otherwise it was associated with a zero vector.
We denote the resulting vector by φ. We imposed the
constraint that words close to each other in τ should
also be close in the learned embedding space. Ac-
cordingly, GloVe’s original objective function was
modified to incorporate this additional penalty:

|V |∑
i,j=1

f(Xij)(wT
i w̃+bi+b̃j−logXij−αsim(φi, φj))2

In this expression, α is a parameter controlling the
influence of this additional constraint, and sim is
taken to be the cosine similarity function. No ma-
jor changes in the training algorithm were required
compared to the original GloVe methodology.

4.3 BiLSTM implementation and training

The BiLSTM was implemented using two open-
source libraries, Theano (Theano Development
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Team, 2016) and Lasagne (Dieleman et al., 2015).
The number of memory cells in each LSTM layer,
k, was set to 100. We limited the maximum length
of the input sequence to 40 words and for shorter in-
puts we used a binary mask at the input and cropped
the output predictions accordingly. The loss func-
tion was the categorical cross-entropy between the
predicted probabilities of the IOBES tags and the
true tags. BiLSTM was trained on a GPU for 20
epochs in batches of 10 sentences using Stochastic
Gradient Descent (SGD) with Nesterov momentum
and with the learning rate set to 0.5.

The embedding size d was set to 50. The GloVe,
GloVe-Ontology and BiLSTM word embeddings
were trained on 743, 480 unlabelled radiology re-
ports. The α paramenter in the Glove-Ontology ob-
jective was set to 0.5.

One aspect of the training was to allow or block
the optimisation algorithm from updating the ma-
trix W in the Embedding Layer of the BiLSTM. In
Section 6 we refer to this aspect of training as fine-
tuning. Previous work (Collobert et al., 2011) has
shown that fine-tuning can boost the results of the
several supervised tasks in NLP.

5 A competing rule-based system
Two clinicians (RB and SW) built a comprehensive
dictionary of medical terms. In the dictionary, the
key is the name of the term and the corresponding
value specifies the semantic group, which was iden-
tified using a number of resources. We iterated over
all RadLex concepts using the field Preferred Label
as the dictionary key for the new entry. To obtain the
semantic group we traversed up the ontology tree
until an ancestor concept was found that had been
manually mapped to a semantic group. For example,
one of the ancestor concepts of heart is Anatomical
entity, which we had manually mapped to semantic
group Body Location. The same procedure was also
performed on the MeSH ontology using the MeSH
Heading field as a dictionary key. Finally, we added
202 more terms that were common in day-to-day re-
porting but were not present in RadLex and MeSH.

The sentences were tokenized and split using the
Stanford CoreNLP suite (Manning et al., 2014), and
also converted to lower case and lemmatized using
NLTK (Bird et al., 2009). Next, for each sentence,
the algorithm attempted to match the longest pos-

sible sequence of words, a target phrase, to an en-
try in the dictionary of medical terms. When the
match was successful, the target phrase was anno-
tated with the corresponding semantic group. When
no match was found, the algorithm attempted to look
up the target phrase in the English Wikipedia redi-
rects database. In case of a match, the name of the
target Wikipedia article was checked against our cu-
rated dictionary and the target phrase was annotated
with the corresponding semantic group (e.g. oedema
redirects to edema, which is how this concept is
named in RadLex).

For all the string matching operations we used
SimString (Okazaki and Tsujii, 2010), a fast and
efficient approximate string matching tool. We ar-
bitrarily chose the cosine similarity measure and a
similarity threshold value of 0.85. Using SimString
allowed the system to match misspelled words (e.g.
cardiomegally to the correct concept cardiomegaly).

For negation detection, the system first obtained
NegEx predictions for the entities extracted in the
NER task. Next, it generated a graph of grammatical
relations as defined by the Universal Dependencies
(De Marneffe et al., 2014) from the Stanford Depen-
dency Parser. It then removed all relations in the
graph except neg, the negation relation, and conj:or,
the or disjunction. Given the NegEx output and the
reduced dependency graph, the system finally clas-
sified an entity as negated if any of the following
two conditions were found to be true: (1) any of the
words that are part of the entity were in a neg re-
lation or in a conj:or relation with a another word
that was in a neg relation; (2) if an entity was classi-
fied by NegEx as negated, it was the closest entity to
negation trigger and there was no neg relations in the
sentence. Our hybrid approach is somewhat similar
to DEEPEN with the difference that the latter con-
siders all first-order dependency relations between
the negation trigger and the target entity.

6 Experimental Results
We evaluated the BiLSTM model on the medical
NER task by measuring the overlap between the pre-
dicted semantic groups and the ground truth labels.
The evaluation was performed at the granularity of
a single word and using 5-fold cross-validation. The
BiLSTM model was always trained on 80% of the
annotated corpus and tested on the remaining 20%.
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Embeddings Fine-tuning P R F1

Random TRUE 0.878 0.869 0.873
Glove TRUE 0.869 0.829 0.849
Glove-ontology TRUE 0.875 0.860 0.867
BiLSTM TRUE 0.878 0.870 0.874

Random FALSE 0.829 0.727 0.775
Glove FALSE 0.866 0.828 0.847
Glove-ontology FALSE 0.850 0.839 0.844
BiLSTM FALSE 0.870 0.849 0.859

Rule-based 0.706 0.698 0.702

Table 2: Comparison of the BiLSTM model and rule-based sys-

tem. BiLSTM is trained using different word embedding and

evaluated using 5-fold cross-validation. The evaluation consid-

ers the overlap span of the semantic group predictions against

gold standard annotations.

Semantic Group P R F1

Body Location 0.896 0.887 0.891
Medical Device 0.898 0.923 0.910
Clinical Finding 0.871 0.895 0.883
Descriptor 0.824 0.725 0.771

Total 0.878 0.870 0.874

Table 3: BiLSTM: performance metrics broken down by se-

mantic group for the NER task. All results were obtained using

BiLSTM word embeddings.

Semantic Group P R F1

Body Location 0.724 0.839 0.778
Medical Device 0.976 0.538 0.694
Clinical Finding 0.862 0.551 0.672
Descriptor 0.467 0.780 0.584

Total 0.706 0.698 0.702

Table 4: Rule-based system: performance metrics broken down

by by semantic group for the NER task.

Model P R F1

BiLSTM 0.903 0.912 0.908
NegEx 0.664 0.944 0.780
NegEx - Stanford 0.944 0.912 0.928

Table 5: Comparison of BiLSTM, NegEx and NegEx-Stanford

for negation detection. All algorithms predicted whether a given

medical entity was negated or affirmed.

Table 2 compares the performance of various BiL-
STM variants that were obtained with and without
fine-tuning of the word embeddings to the perfor-

nodule pacemaker small remains fracture
bulla ppm tiny remain fractures

nodules icd minor appears deformity
opacity wires mild is body

opacities drains dense are scoliosis
opacification leads extensive were abnormality

Table 6: For each one of the five words in boldface, five nearest

neighbours found in the embedding space learnt by BiLSTM.

mance of our baseline rule-based system. Without
fine-tuning, the BiLSTM NER model, that was ini-
tialised with the embeddings trained in an unsuper-
vised manner using the BiLSTM language model,
achieves the best F1-score (0.859), and outperforms
the next best variant by 0.012. With fine-tuning,
the same BiLSTM variant improves the F1-score by
a further 0.015 and outperforms the baseline rule-
based system by an F1-score of 0.172. Table 3
shows its performance measure for each of the se-
mantic groups.

The evaluation of negation detection was mea-
sured on complete entities. If any of the words
within an entity were tagged with a I, B, E or S, that
entity was considered to be negated. As shown in
Table 5, the BiLSTM (BiLSTM language model em-
beddings, fine-tuning allowed) achieved an F1-score
of 0.902, which outperformed NegEx by 0.128.
However, the best F1-score of 0.928 is achieved us-
ing the NegEx-Stanford system.

7 Discussion
In Table 3, we show the predictive performance of
the best BiLSTM NER model for each of the se-
mantic groups. Body Location, Medical Device and
Clinical Finding show a balanced precision and re-
call, and similar F1-scores. Descriptor has a lower
F1-score which is caused by a low recall that may
be the results of the larger variability in the words
used for this semantic group. Table 4 shows the cor-
responding results for the rule-based NER system.
Medical Device and Clinical Finding show a typi-
cal performance for a dictionary-based NER system
with a high precision and a low recall. Body Loca-
tion has relatively high precision and recall values
which suggests that this semantic group is well cov-
ered by our dictionary of medical terms. In contrast,
Descriptor shows a very low precision which is the
result of a high number of false positives. The false

24



positives are caused by many Descriptor entries in
our dictionary of medical terms that had been au-
tomatically extracted from RadLex and MeSH but
which do not correspond to the definition of a De-
scriptor used by the clinicians who produced the la-
belled data.

As a qualitative assessment, Table 6 shows the
5 nearest neighbours obtained from BiLSTM lan-
guage model embeddings of some frequent words
used by Radiologists. We note that there is an clear
semantic similarity between the nearest neighbour
words. Additionally, the embeddings encode syntac-
tic information as the nearest neighbour words are
parts of speech of the same type as the target word.
We also summed the vectors for heart and enlarged,
which yielded vec(cardiomegaly) as the nearest vec-
tor. Similarly, the closest vector to vec(heart) +
vec(not) + vec(enlarged) is vec(normal). These ex-
amples suggest that word embeddings may encode
information about the compositionality of words as
discussed by Mikolov (2013).

Table 2 shows that, without fine-tuning, the Em-
bedding Layer weights can affect the performance
of the NER task. When fine-tuning is allowed there
is only a marginal advantage in using pre-trained
embeddings, as the BiLSTM performs equally well
when initialised with random embeddings. There-
fore, despite a positive qualitative assessment, the
pre-trained word embeddings seem to offer only a
small advantage when used for the proposed NER
task as BiLSTM is able to learn well using the anno-
tated data during the supervised learning phase.

8 Conclusions
In this paper we have shown that a recurrent neu-
ral network architecture, BiLSTM, can learn to de-
tect clinical findings and negations using only a rel-
atively small amount of manually labelled radiolog-
ical reports. Using a manually curated medical cor-
pus, we have provided initial evidence that BiLSTM
outperforms a dictionary-based system on the NER
task. For the detection of negations, on our dataset
BiLSTM approaches the performance of a negation
detection system that was build using the popular
NegEx algorithm and uses grammatical relations ob-
tained from the Stanford Dependency Parser and
hand-crafted rules. We believe that increasing the
size of the annotated training dataset can result in

much improved performance on this task, and plan
to purse this investigation in future work.

We have also investigated potential performance
gains that can be achieved by using pre-trained
word embeddings, i.e. BiLSTM, GloVe and GloVe-
Ontology embeddings, in the context of BiLSTM-
based modelling for the NER task. Our initial exper-
imental results suggest that there is marginal bene-
fit in using BiLSTM-learned embeddings while pre-
training using GloVe and GloVe-Ontology embed-
dings did not offer any significant improvements
over a random initialisation.
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Abstract 

In this paper we are introducing work in pro-
gress towards the development of an infra-
structure (i.e., design, methodology, creation 
and description) of linguistic and extra-linguis-
tic data samples acquired from people diag-
nosed with subjective or mild cognitive impair-
ment and healthy, age-matched controls. The 
data we are currently collecting consists of var-
ious types of modalities; i.e. audio-recorded 
spoken language samples; transcripts of the au-
dio recordings (text) and eye tracking measure-
ments. The integration of the extra-linguistic 
information with the linguistic phenotypes and 
measurements elicited from audio and text, 
will be used to extract, evaluate and model fea-
tures to be used in machine learning experi-
ments. In these experiments, classification 
models that will be trained, that will be able to 
learn from the whole or a subset of the data to 
make predictions on new data in order to test 
how well a differentiation between the afore-
mentioned groups can be made. Features will 
be also correlated with measured outcomes 
from e.g. language-related scores, such as word 
fluency, in order to investigate whether there 
are relationships between various variables. 

1 Introduction 

Current state-of-the-art diagnostic measures for 
Alzheimer’s Disease (AD) are invasive, expensive, 

                                                                                                            
1 Currently in e.g. Sweden (Nordberg et al., 2014) only 30% 
of all Alzheimer's disease receive a complete memory inves-
tigation, diagnosis and symptomatic drugs, the rest of the 
cases are assigned the codes UNS, “unspecified dementia”. 

and time-consuming. There is a consensus on the 
need for the identification of the disease in its earli-
est manifestations by applying non-invasive and/or 
cost-effective methods that could aid the identifica-
tion of subjects in the preclinical or early clinical 
stages. Efficient tools that could be applied in rou-
tine dementia screening in primary care settings for 
identifying subjects who could be appropriate for 
further cognitive evaluation and dementia diagnos-
tics1, could provide the specialist centres the oppor-
tunity to engage in more demanding, advanced in-
vestigations, care and treatment. New paths of re-
search traced to acquire further knowledge about 
AD and its subtypes as well as tools based on the 
exploration of several complementary modalities 
and parameters, such as speech analysis and/or eye 
testing (cf. Laske et al., 2014, for a review) could be 
examined and incorporated into established neuro-
psychological, memory and cognitive tests in order 
to investigate fairly unexplored features that may 
be used as potential biomarkers for AD. This paper 
describes some efforts underway to acquire, assess, 
analyze and evaluate linguistic and extra-linguistic 
data from people with subjective (SCI) and mild 
cognitive impairment (MCI) and healthy, age-
matched controls. 

The SCI, the MCI, and the Alzheimer's disease 
(AD) are on a spectrum of disease progression. Sub-
jective cognitive impairment (SCI) is a common di-
agnosis in elderly people, sometimes suggested to 
be associated with e.g. depression, stress or anxiety, 
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but also a risk factor for dementia (Jessen et al., 
2010). On the other hand, mild cognitive impair-
ment (MCI) is a prodromal state of dementia 
(Ritchie & Touchon, 2010), in which someone has 
minor problems with cognition (e.g., problems with 
memory or thinking) but these are not severe 
enough to warrant a diagnosis of dementia or inter-
fere significantly with daily life, but still the diffi-
culties are worse than would normally be expected 
for a healthy person of their age. 

The rest of this paper is organized as follows: 
Section 2 presents related work from the Computa-
tional Linguistic/Natural Language Processing 
(CL/NLP) field in the domain of dementia, with fo-
cus on classification and prediction methodologies 
using mainly spoken language (including tran-
scribed data) as well as eye tracking measures. Sec-
tions 3 and 4 provide a description of the protocol 
used in the project. Section 3 briefly discusses the 
Gothenburg MCI-study (from which the current 
project is recruiting its subjects) and also the ethical 
issues related to the project, while Section 4 pre-
sents the material and design of the various experi-
mental tasks and the procedure for data collection. 
Post-processing of acquired data is also discussed in 
Section 4 while Section 5 provides a brief outline of 
the features we plan to extract from the data and the 
algorithms to use for classification and statistical 
analysis. Finally, in Section 6, the conclusions and 
future work are presented. 

2 CL/NLP and the area of Dementia 

A prerequisite for identifying dementia in its earliest 
stages is a reliable cognitive examination (Nordlund 
et al., 2010). Particularly for clinicians, language 
plays an important role in diagnosis and investiga-
tions include inquiries about the use of language in 
various forms. New findings aim to provide a com-
prehensive picture of cognitive status and promising 
results have recently thrown more light on the im-
portance of language and language (dis)abilities as 
an essential factor that can have a strong impact on 
specific measurable characteristics that can be ex-
tracted by automatic linguistic analysis of speech 

                                                                                                            
2 See e.g. the three “Computational Linguistics and Clinical 
Psychology” workshops (<http://clpsych.org/>); the LREC 
workshop on “Resources and Processing of linguistic and 
extra-linguistic data from people with various forms of cog-
nitive/psychiatric impairments”, RaPID (<https://spraak-

and text (Ferguson et al., 2013; Szatloczki et al., 
2015). The work by Snowdon et al. (2000), “The 
Nun Study”, was one of the earliest studies which 
showed a strong correlation between low linguistic 
ability early in life and cognitive impairment in later 
life by analyzing autobiographies of American nuns 
and could predict who could develop Alzheimer's 
Dementia by studying the degradation of the idea 
density (that is, the average number of ideas ex-
pressed in 10 words; Chand et al., 2010) and syntac-
tic complexity in the nuns’ autobiographical writ-
ings. 

Since then, the body of research and interest in 
CL/NLP research in the area of processing data 
from subjects with mental, cognitive, neuropsychi-
atric, or neurodegenerative impairments has grown 
rapidly2. Automatic spoken language analysis and 
eye movement measurements are two of the newer 
complementary diagnostic tool with great potential 
for dementia diagnostics (Laske et al., 2014). Fur-
thermore, the identification of important linguistic 
and extra-linguistic features such as lexical and syn-
tactic complexity, are becoming an established way 
to train and test machine learning classifiers that can 
be used to differentiate between subjects with vari-
ous forms of dementia and healthy controls or be-
tween different types of dementia subjects (Lagun 
et al., 2011; Roark et al., 2011; Olubolu Orimaye et 
al., 2014; Rentoumi et al., 2014). 

Although language is not the only diagnostic fac-
tor for cognitive impairment, several recent studies 
(Yancheva et al., 2015) have demonstrated that au-
tomatic linguistic analysis, primarily of speech sam-
ples, produced by people with mild or moderate 
cognitive impairment compared to healthy individ-
uals can identify objective evidence and measurable 
(progressive) language disorders. Garrard & 
Elvevåg (2014) comment that computer-assisted 
analysis of large language datasets could contribute 
to the understanding of brain disorders. Although, 
none of the studies presented in the special issue of 
Cortex vol. 55 moved “beyond the representation of 
language as text” and therefore finding reliable 
ways of incorporating features, such as prosody and 

banken.gu.se/eng/rapid-2016>); various papers in the work-
shop series on “Speech and Language Processing for Assis-
tive Technologies”, SLPAT (<http://www.slpat.org/>) and 
the seven Louhi: Workshops on Health Text Mining and In-
formation Analysis (<https://louhi.limsi.fr/2016/>). 
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emotional connotation, into data representation re-
mains a future challenge, the editors acknowledged 
that current research indicates that “the challenges 
of applying computational linguistics to the cogni-
tive neuroscience field, as well as the power of these 
techniques to frame questions of theoretical interest 
and define clinical groups are of practical im-
portance”. Nevertheless, studies have shown that a 
steady change in the linguistic nature and the degree 
of symptoms in speech and writing are early and 
could be identified by using language technology 
analysis (Mortimer et al., 2005; Le et al., 2011). 
New findings also show a great potential to increase 
our understanding of dementia and its impact on lin-
guistic degradation such as loss of vocabulary, syn-
tactic simplification, poor speech content and se-
mantic generalization. Analysis of eye movement is 
also a relevant research technology to apply, and 
text reading by people with and without mild cogni-
tive impairment may give a clear ruling on how 
reading strategies differ between these groups, an 
area that has so far not been researched to any sig-
nificant extent in this particular domain (Fernández 
et al., 2013, 2014; Molitor et al., 2015). With the 
help of eye-tracking technology the eye movements 
of participants are recorded while suitable stimuli is 
presented (e.g., a short text; cf. section 4.3). 

3 The Gothenburg MCI-study and Re-
lated Ethical Issues 

The ongoing Gothenburg mild cognitive impair-
ment study (Nordlund et al., 2005; Wallin et al., 
2016) is an attempt to conduct longitudinal in-depth 
phenotyping of patients with different forms and de-
grees of cognitive impairment using neuropsycho-
logical, neuroimaging, and neurochemical tools. 
The study is clinically based and aims at identifying 
neurodegenerative, vascular and stress related dis-
orders prior to the development of dementia. All pa-
tients in the study undergo baseline investigations, 
such as neurological examination, psychiatric eval-
uation, cognitive screening (e.g., memory and 
visuospatial disturbance, poverty of language and 
apraxia), magnetic resonance imaging of the brain 
and cerebrospinal fluid collection. At biannual fol-
low-ups, most of these investigations are repeated. 

                                                                                                            
3 According to the instructions provided by the Swedish eth-
ical review board <http://www.epn.se/media/1210/infor-
mation_for_research_participants.pdf>. 

The overall Gothenburg MCI-study is approved by 
the local ethical committee review board (reference 
number: L091–99, 1999; T479-11, 2011); while the 
currently described study by the local ethical com-
mittee decision 206-16, 2016). The project aims at 
gathering a rather homogeneous group of partici-
pants with respect to age and education level (50 
with SCI/MCI and 50 controls). Written informed 
consent is obtained from all participants in the study 
while the exclusion and inclusion criteria are speci-
fied according to the following: 
 
Inclusion criteria 

 Age 50-79 years 

 Swedish as a first language and not speak-
ing languages other than Swedish before 
the age of 5 

 Comparable education length of the partic-
ipants 

 No apparent organic cause of symptoms 

 Research subjects have read information 
about the research project3 and approved 
voice recording and eye movement meas-
urements 

 
Exclusion criteria 

 Participants have dyslexia or other reading 
difficulties 

 Participants have deep depression 

 Participants have an ongoing abuse of any 
kind 

 Participants suffer from serious psychiatric 
or neurological diseases such as Parkin-
son's, Amyotrophic lateral sclerosis or 
have/had a brain tumor 

 Participants do not understand the question 
or the context in the selection process 

 Participants have poor vision (that cannot 
be corrected by glasses or lenses), cataract, 
nystagmus, or cannot see and read on the 
computer screen 
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 Participants decline participation during 
telephone call or later at the recording site 

 Participants decline signing the paper of 
informed consent 

 Recordings or eye movement measure-
ments are technically unusable. 

4 Material and Design of Experiments 

The purpose of the acquisition of the data (audio re-
cordings, transcriptions4 and eye tracking measure-
ments) is to facilitate feature extraction in machine 
learning experiments (see Section 5). 

4.1 Audio Recordings 

For the acquisition of the audio signal we use the 
Cookie-theft picture (see Figure 1) from the Boston 
Diagnostic Aphasia Examination (BDAE; 
Goodglass & Kaplan, 1983) which is often used to 
elicit speech from people with various mental and 
cognitive impairments. During the presentation of 
the Cookie Theft stimuli (which illustrates an event 
taking place in a kitchen) the subjects are asked to 
tell a story about the picture and describe everything 
that can be observed while the story is recorded. For 
the task the original label of the cookie jar is trans-
lated and substituted from the English "COOKIE 
JAR" to the Swedish label "KAKBURK". The pic-
ture is considered an “ecologically valid approxima-
tion” to spontaneous discourse (Giles et al., 1996). 

 
Figure 1: The Cookie Theft picture 

                                                                                                            
4 Since some of the features to be extracted (e.g. part-of-
speech and syntactic labels from the transcriptions) are lan-
guage-dependent it requires the use of a language-specific 
infrastructure (in our case Swedish), for that reason we plan 
to use available resources; cf. Ahlberg et al. (2013); possible 
modifications to the transcribed language are also envisaged. 

We chose to use the Cookie Theft picture5 since it 
provides a standardized test that has been used in 
various studies in the past, therefore comparisons 
can be made based on previous results, e.g. with re-
search on the DementiaBank database or other col-
lections (MacWhinney, 2007; Williams et al., 2010; 
Fraser & Hirst, 2016). Moreover, in order to allow 
the construction of a comprehensive speech profile 
for each research participant, the speech task also 
includes reading aloud a short text from the Interna-
tional Reading Speed Texts collection (IReST; 
Trauzettel-Klosinski et al., 2012) presented on a 
computer screen. As a matter of fact, two texts are 
used from this collection, in connection to the eye 
tracking experiment (see next section), but only one 
of those texts is read aloud and thus combined with 
eye-tracking recording; cf. Meilán et al., 2012 and 
2014 for similar “reading out” text passage experi-
ments. IReST is a multilingual standardized text 
collection used to assess reading performance, for 
multiple equivalent texts for repeated measure-
ments. Specifically in our project we use the Swe-
dish IReST translations, namely texts “one” and 
“seven” (Öqvist Seimyr, 2010). For the audio cap-
ture of both we use a H2n Handy recorder6 while the 
audio files are saved and stored as uncompressed 
audio in .wav 44.1 kHz/16 bit format. Recordings 
are carried out in an isolated environment in order 
to avoid noise. 

4.2 Verbatim Transcriptions  

The textual part of the infrastructure consists of 
manually produced transcriptions of the two audio 
recordings previously described. The digitized 
speech waveform will be semi-automatically 
aligned with the transcribed text. During transcrip-
tion, special attention will also be paid to non-
speech acoustic events including speech dysfluen-
cies consisting of filled pauses a.k.a. hesitation 
(“um”), false-starts, repetitions as well as other fea-
tures such as laughing. A very basic transcription 
manual is also produced which will help the human 
transcribers accomplish a homogeneous transcrip-
tion. Furthermore, for the transcription the PRAAT 
application (Boersma & Weenink, 2013) is used. 

5 The Cookie theft picture, but with written descriptions of 
it, has also been used in a few studies with Swedish subjects 
(cf. Tyche 2001; Cromnow & Landberg, 2009; Landfeldt & 
Söderbäck, 2009). In all these studies the analysis was based 
on narrative writing of the Cookie theft picture. 
6 From ZOOM Corp. <https://www.zoom-na.com/sv>. 
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4.3 Eye-Tracking 

The investigation of eye movement functions in 
SCI/MCI, and any differences or changes in eye 
movements that could be potentially detected for 
those patients is of great importance to clinical AD 
research. However, until now, eye tracking has not 
been used to investigate reading for MCI-persons in 
a much larger scale, possibly due to the number of 
procedural difficulties related to this kind of re-
search. On the other hand, the technology has been 
applied in a growing body of various experiments 
related to other impairments such as autism (Yaneva 
et al., 2016; Au-Yeung et al., 2015) and dyslexia 
(Rello & Ballesteros, 2015). For the experiments we 
use EyeLink7 1000 Desktop Mount with monocular 
eye tracking with head stabilization and a real-time 
sample access of 1000Hz. Head stabilization pro-
vides an increased eye tracking range performance. 
The participants were seated in front of the monitor 
at a distance of 60-70 cm. While reading, the eye 
movements of the participants are recorded with the 
eye-tracking device while interest areas around each 
word in the text are defined by taking advantage of 
the fact that there are spaces between each word in 
the text. The eye-tracking measurements are used 
for the detection and calculation of fixations, sac-
cades and backtracks. Fixation analyses is con-
ducted within predefined Areas of Interest (AOI); in 
our case each word is an AOI. 

4.4 Comparison over a Two-Year Span  

The previously outlined experiments/recordings 
will be repeated two years after the first recording 
taking place during the second half of 2016. This 
way we want to analyze whether there are any dif-
ferences and at which level and magnitude between 
the two audio and eye-tracking recordings. Namely, 
compare and examine whether there any observa-
ble, greater, differences/decline on some features 
and which these could be. We are aware that more 
longitudinal data samples over a longer time period 
would be desirable but at this stage only a single 
repetition is practically feasible to perform. In other, 
longitudinal experiments, e.g. in investigating the 
nature and progression of the spontaneous writing, 
patterns of impairment were observed in patients 
with Alzheimer's disease over a 12-month period, 

                                                                                                            
7 From SR Research Ltd. <http://www.sr-research.com/>. 

these were dominated by semantic errors (Forbes-
McKay et al., 2014). 

5 Envisaged Analysis and Features 

The envisaged analysis and exploration intends to 
extract, evaluate and combine a number of features 
from the three modalities selected to be investi-
gated. These are speech-related features, text/tran-
scription-related features and eye tracking-related 
features. 

5.1 Speech-related Features 

A large number of acoustic features have been pro-
posed in the literature which pinpoints of the im-
portance of distinguishing between vocal changes 
that occur with normal aging and those that are as-
sociated with MCI (and AD). We expect that our 
spoken samples will show different features de-
pending on whether they are produced spontane-
ously (when talking about the Cookie theft picture) 
or they consist of read aloud speech. Reliable and 
robust acoustic features that might differentiate spo-
ken language in SCI/MCI and healthy controls re-
mains an ongoing challenge but the technology de-
velops rapidly. Roark et al. (2011) used 21 features 
in supervised machine learning experiments (using 
Support Vector Machines) from 37 MCI subjects 
and equally many controls (37/37). Features from 
both the audio and the transcripts included: pause 
frequency, filled pauses, total pause duration and 
linguistic variables such as Frazier and Yngve 
scores and idea density, while best accuracy with 
various feature configurations were 86.1% for the 
area under the ROC curve. Pause frequency has 
been identified as a feature differentiating spontane-
ous speech in patients with AD from control groups 
(Gayraud et al., 2011), and may also be used to dis-
tinguish between mild, moderate and severe AD 
(Hoffman et al., 2010). Meilán et al. (2014) used 
AD subjects and spoken data (read loud and clear 
sentences on a screen). They used acoustic measures 
such as pitch, volume and spectral noise measures. 
Their method was based on linear discriminant anal-
ysis and their results could characterize people with 
AD with an accuracy of 84.8%. Yancheva et al. 
(2015) used spoken and transcriptions features pro-
vided from the DementiaBank (Cookie theft de-
scriptions) using 393 speech samples (165/90). 
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They extracted and investigated 477 different fea-
tures both lexicosyntactic ones (such as syntactic 
complexity; word types, quality and frequency) and 
acoustic ones (such as Melfrequency cepstral coef-
ficients – MFCC, including mean, variance, skew-
ness, and kurtosis; pauses and fillers; pitch and for-
mants and aperiodicity measures) and semantic ones 
(such as concept mention) in order to predict Mini 
Mental State Examination (MMSE8) scores with a 
mean absolute error of 3.83 while with individuals 
with more longitudinal samples the mean absolute 
error was improved to 2.91, which suggested that 
the longitudinal data collection plays an important 
role. König et al. (2015) looked also at MCI and AD 
subjects (23/26) and examined vocal features (si-
lence, voice, periodic and aperiodic segment length; 
mean of durations) using Support vector machine 
(SVM). Their classification accuracy of automatic 
audio analyses was 79% between healthy controls 
and those with MCI and 87% between healthy con-
trols and those with AD; and between those with 
MCI and those with AD, 80%. Tóth et al. (2015) 
used also SVM and achieved 85.3% F-score (32 
MCI subjects and 19 controls) by starting with eight 
acoustic features extracted by applying automatic 
speech recognition (such as speech tempo i.e. 
phones per second) and extending them to 83. Fi-
nally, Fraser et al. (2016) also looked at the Demen-
tiaBank and using 240 samples of AD and 233 from 
healthy controls, extracted 370 features, such as lin-
guistic variables from transcripts (e.g., part-of-
speech frequencies; syntactic complexity and gram-
matical constituents), psycholinguistic measures 
(e.g., vocabulary richness) and acoustic variables 
from the audio files (e.g., MFCC). Using logistic re-
gression, Fraser et al. could obtain a classification 
accuracy of 81% in distinguishing individuals with 
AD from those without based on short samples of 
their language on the Cookie Theft picture descrip-
tion task. 

5.2 Text/Transcription-related Features 

Many of the previous studies combine both acoustic 
features and features from the transcriptions; cf. the 
supplementary material in Fraser et al. (2016). 
Some of the most common features and measures 
from transcribed text follow the lexicon-syntax-se-

                                                                                                            
8 MMSE is a brief screening test that quantitatively estimates 
the severity and progression of cognitive impairment and 

mantics continuum. These measures include (i) lex-
ical distribution measures (such as type-token ratio, 
mean word length, long word counts, hapax le-
gomena, hapax dislegomena, automated readability 
index and Coleman-Liau Index; also lexical and 
non-lexical fillers or disfluency markers, i.e. “um”, 
“uh”, “eh”) and out-of-vocabulary rate (Pakhomov 
et al., 2010). (ii) syntactic complexity markers (such 
as frequency of occurrence of the most frequent 
words and deictic markers; [context free] produc-
tion rules, i.e. the number of times a production rule 
is used divided by the total number of productions; 
dependency distance, i.e. the length of a dependency 
link between a dependent token and its head, calcu-
lated as the difference between their positions in a 
sentence; parse tree height, i.e. is the mean number 
of nodes from the root to the most distant leaf; depth 
of a syntactic tree, i.e. the proportion of subordinate 
and coordinate phrases to the total number of 
phrases and ratio of subordinate to coordinate 
phrases; noun phrase average length and noun 
phrase density, i.e. the number of noun phrases per 
sentence or clause; words per clause); and (iii) se-
mantic measures (such as the idea or propositional 
density, i.e. the operationalization of conciseness – 
the average number of ideas expressed per words 
used; the number of expressed propositions divided 
by the number of words; a measure of the extent to 
which the speaker is making assertions, or asking 
questions, rather than just referring to entities etc.). 

5.3 Eye Tracking-related Features 

Eye tracking data has been used in machine learning 
methods in the near past that take advantage of eye 
dynamics biomarkers (Lagun et al; 2011) with good 
indication that they can aid the automatic detection 
of cognitive impairment (i.e., distinguish healthy 
controls from MCI-patients). Several studies pro-
vide evidence and suggest that eye movements can 
be used to detect memory impairment and serve as 
a possible biomarker for MCI and, in turn, AD (Fer-
nández et al., 2013). Basic features we intend to in-
vestigate in this study are fixations (that is the state 
the eye remains still over a period of time); saccades 
(that is the rapid motion of the eye from one fixation 
to another) and backtracks (that is the relationship 
between two subsequent saccades where the second 
goes in the opposite direction than the first); for a 

also cognitive changes over time (Tombaugh & McIntyre, 
1992). 
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thorough description of possible eye-tracking re-
lated features cf. Holmqvist et al., 2015:262. Sac-
cades are of particular interest because they are 
much related to attention and thus, they are likely to 
be disturbed by cognitive impairments associated 
with neurodegenerative disorders (Anderson et al., 
2013). Note that there are many assumptions behind 
the use of eye tracking technology for experiments 
designed for people with MCI. For instance, the 
longer the eye gaze fixation is on a certain word, the 
more difficult the word is for cognitive processing, 
therefore the durations of gaze fixations could be 
used as a proxy for measuring cognitive load (Just 
& Carpenter, 1980). Molitor et al. (2015) provide a 
recent review on the growing body of literature that 
investigates changes in eye movements as a result 
of AD and the alterations to oculomotor function 
and viewing behavior. 

5.4 Correlation Analysis 

We intend to further perform correlation analysis 
with the features previously outlined and the results 
from various measures from language-related tests 
performed in the Gothenburg MCI-study, tests 
which are applied for assessing possible dementia. 
Typically, clinicians use tests such as Mini-Mental 
State Examination (MMSE), linguistic memory 
tests and language tests. Such tests include the token 
test, subtest V, which is a test of syntax comprehen-
sion; the Boston naming test and the word fluency 
FAS test (the number of words initiated by the let-
ters F, A, and S). This investigation intends to iden-
tify whether there are variables/features (highly) 
correlated with i.e. the MCI class, yet uncorrelated 
with each other i.e. the healthy controls or SCI. 

6 Conclusions and Future Work 

In this paper we have introduced work in progress 
towards the design and infrastructural development 
of reliable multi-modal data resources and a set of 
measures (features) to be used both for experimen-
tation with feature engineering and evaluation of 
classification algorithms to be used for differentiat-
ing between SCI/MCI and healthy adults, and also 
as benchmark data for future research in the area. 
Evaluation practices are a crucial step towards the 
development of resources and useful for enhancing 
progress in the field, therefore we intend to evaluate 
both the relevance of features, compare standard al-
gorithms such as Support vector machine and 

Bayesian classifiers and perform correlation analy-
sis with the results of established neuropsychologi-
cal, memory and cognitive tests. We also intend to 
repeat the experiments after two years in order to 
assess possible changes at each level of analysis. 
We believe that combining data from three modali-
ties could be useful, but at this point we do not pro-
vide any clinical evidence underlying these assump-
tions since the analysis and experimentation studies 
are planned for year 2 of the project (2017). There-
fore, at this stage, the paper only provides a snap-
shot of the current stage of the work. 
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Abstract

Online health communities and support
groups are a valuable source of information
for users suffering from a physical or mental
illness. Users turn to these forums for moral
support or advice on specific conditions,
symptoms, or side effects of medications.
This paper describes and studies the linguistic
patterns of a community of support forum
users over time focused on the used of anxious
related words. We introduce a methodology
to identify groups of individuals exhibiting
linguistic patterns associated with anxiety and
the correlations between this linguistic pattern
and other word usage. We find some evidence
that participation in these groups does yield
positive effects on their users by reducing the
frequency of anxious related word used over
time.

1 Introduction

How people behave within a given community is
an important question, especially in the context of
health support. The advancement of technology
has complemented the classic in-person health sup-
port forums to a growing and vibrant online com-
munity. Social media research has indicated that

individuals psychological states and social support
status relating to health and well-being may be de-
duced via analysis of language and conversational
patterns (Tamersoy et al., 2015). In the offline
world, some psychological studies of people’s be-
havior have shown correlation of different sociolog-
ical dimensions such as sadness and anger over the
time course of a breakup process (Sbarra, 2006). We
want to study these kinds of correlations in online
support forums.

In this paper we focus our attention on the anal-
ysis of the users who participated in the Daily-
Strength forums1, and we propose a methodology to
study the users’ behaviors by analyzing the linguis-
tic characteristics of their posts. Researchers have
shown that a large and increasing number of peo-
ple are going online for medical information and ad-
vice (Fox and Duggan, 2013). We focus our study
on the usage of words related to anxiety. This is an
important area of interest for us given that previous
research has shown that in some age groups up to
33.7% of participants are diagnosed with some type
of Anxiety Disorder (Chou, 2010).

Some researchers have found a correlation be-

1https://www.dailystrength.org/
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tween the usage of words related to anxiety with
daily negative emotions (Tov et al., 2013). Applying
our proposed framework, we found that the usage
of words related to anxiety by active users in an on-
line health support group has a steady decrease over
the course of a user’s involvement in the community
and we theorize their daily negative emotion reduces
as well. Our proposed framework can be easily ex-
tended to other related conditions such as depression
or eating disorders. In general, we believe that so-
ciolinguistic characteristics in online health support
forums is an exciting topic that can shed additional
light on human behavior and on the design of social
media systems.

2 Related Work

Online Health Forums and social media: Online
health communities are a rich source of data for the
research community as a whole. Some researchers
have studied the potential and limitation of such
data and how it can augment existing public health
capabilities and enable new ones (Dredze, 2012).
One of the major concerns is the credibility of the
information. Other researchers have studied how
to automatically establish the credibility of the user
generated medical statements by analyzing linguis-
tic clues (Mukherjee et al., 2014). Other researchers
have focused on understanding abstinence from
tobacco or alcohol use (Tamersoy et al., 2015) and
on how to find early indications of Adverse Drug
Reactions from online healthcare forums (Sam-
pathkumar et al., 2014). In the online world, several
of the largest online health community websites
are: MedHelp (www.medhelp.org), Patients-
LikeMe (www.patientslikeme.org), and
Daily-Strength (www.dailystrength.org)

Sociolinguistic patterns in social media: Social
media is very appealing to the study of sociolinguis-
tic analysis of the users. In particular one of the
main concerns is how much information is actually
posted by the users to justify the study of such tex-
tual data. In (Park, 2012) the authors found evidence
that people post about their treatment on social me-
dia. Some researchers have shown the predictive
power of studying linguistic patterns of social media
users in order to predict depression (De Choudhury
and Gamon, 2013). Furthermore, other researchers

have studied insights about diseases, such as ana-
lyzing symptoms and medication usage and have
found a strong correlation with public health data
(Passarella, 2011). Ofoghi et al. (2016) have cre-
ated an emotion classification of microblog content
in order to study the public mood and effectively
utilize it as an early warning system for epidemic
outbreak. Also, they analyzed the emotions in mi-
croblog content after outbreaks to validate their ap-
proach. Finally, Aman and Szpakowicz (2007) de-
scribe an emotion annotation task and study how the
inter-annotator agreement. They show how difficult
is the emotion annotation task, the inter-annotator
agreement ranges between 0.6 to 0.79.

Anxiety disorders: Researchers estimate the per-
centage of adults with anxiety disorders to vary from
3.2% (Fuentes and Cox, 1997) up to 14.2% (Norton
et al., 2012). Other researchers have suggested that
up to 33% of the general population will develop
“clinical significant anxiety disorder” at some time
in their life (Barlow et al., 2002). Anxiety disor-
ders are commonly associated with medical condi-
tions such as thyroid disease, asthma and heart dis-
ease (Diala and Muntaner, 2003). Also, some con-
ditions such as coronary heart disease, hypertension,
and hypoglycemia can be worsened through anxiety
(Hersen and Van Hasselt, 1992).

3 Dataset Description

We collected data from Daily-Strength, one of the
largest online support groups with more than 500
active groups based on the physical and mental con-
ditions of its users. Daily-Strength allows users to
create profiles, maintain friends, and join various
condition-related support groups. It serves as a re-
source for patients to connect with others who have
similar conditions. Users in these support groups
can either create a new thread on a new topic2, or
reply3 to a thread that someone else has created.

In the current study, we selected the support
groups that had the most vibrant communities based
on the number of unique users, and the number of
unique threads. We focused on support groups with
more than 1,000 different users and more than 200

2The topics are curated by the system administrators.
3The website does not distinguish between a reply to a main

thread and a reply to a reply.
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Table 1: Dataset statistics
Characteristic Value

Number of support groups 93
Number of unique users 193,354
Number of unique posts 10,612,830

original threads. At the time of our data crawl, 93
groups fulfilled this selection constraint. Some of
the most active support groups in this list include:
Acne, ADHD (Attention Deficit Hyperactivity Dis-
order), Alcoholism, Asthma, Back Pain, Bipolar
Disorder, Bone Cancer, COPD (Chronic Obstructive
Pulmonary Disease), and Fibromyalgia. We crawled
all of the original posts, thread initiations, and all the
user replies for these support groups from the earli-
est available post until March 25, 2015. The posts
and replies were downloaded as HTML files, one
per thread, where each thread contains an initial post
and zero or more replies. We filtered out posts from
administrators of the website since they do not re-
flect the user’s activities but just general guidelines
or advice for the users.

Researchers have shown that a large and increas-
ing number of people are going online for medical
information and advice (Fox and Duggan, 2013).
We want to base our analysis on a group of users
who are consistently involved in the forum. More-
over, since we’re interested in exploring if participa-
tion in the forum has any effects on its users and if
these effects are reflected in linguistic patterns, it’s
important to analyze data from user posts across a
significant period of time. We believe one year of
activity will fulfill this purpose. Thus in subsequent
analyses we filtered by users whose first and last post
are at least one year apart, and who posted at least
50 posts during that interval. This filtering reduced
the total number of users to approximately 10,000
users, still a significant number for our studies.

4 Analysis framework

We defined user behavioral dimensions (BDs) based
on the word list provided by the Linguistic Inquiry
and Word Count (LIWC) lexicon (Tausczik and Pen-
nebaker, 2010). Each BD is defined as the corre-
sponding word list from the LIWC lexicon. The
LIWC contains 4,500 words and word stems, and
each word or word stem defines one or more word

categories or subdictionaries. This is a well devel-
oped tool aimed at revealing our thoughts, feelings,
personality, and motivations based on our word us-
age. We focused on the anxious word list, but our
analysis can be easily extended to any of the other
LIWC list. Based on the emission of words in the
linguistic dimensions in LIWC we created what we
call user behavioral dimensions (BD). In order to
study how the users of anxious words relate to other
BDs defined by the LIWC we present in subsec-
tion 4.3 the correlation with six other BDs.

4.1 User’s sub-population selection
The first part of our framework consists of creating
a methodology to study a specific user’s behavioral
dimension. This methodology will help us find sub-
populations corresponding to a particular BD. For
this we propose metric for each of the BDs. We
quantify each user BD according to:

BDi(u) = log

 1
|posts(u)|

∑
p∈posts(u)

|wordsBDi(p)|
|words(p)|


where i ∈ {1, . . . , N} indexes the BDs, N is the
number of different BDs, posts(u) is the list of posts
for user u, words(p) is the list of words in post p,
and wordsBDi(p) is the list of words in post p that
were on the list BDi. In essence, we measure the
average fraction of words from the list BDi across
the posts of a user. Since these fractions are less than
1 and we are using a logarithmic scale, BDi(u) will
always have a negative magnitude.

We propose to base our analysis on the study of
the extreme populations. To do that, we create a his-
togram which allows us to cluster users at the tails
of the distribution. We create 4 clusters per condi-
tion out of this histogram. The lower 15% and 30%
users; the top 30% and 15%. Figure 1 shows the
generated histogram for the anxious word list from
the LIWC. In order to select each population we sort
the users according to the quantified values of the
BD and then select the upper/lower part of the users.

4.2 Anxious word usage
We present the methodology used to analyze the BD
corresponding to anxious words. The other BDs can
be analyzed in an analogous way. The methodol-
ogy we developed to analyze anxious word usage
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Figure 1: Sample usage of anxious related words.

is as follows. We first group all the posts based on
the month when the user posted. All posts from the
users during their first month, second month, third
month, and so on. We then analyzed the usage pat-
tern of anxious words over time. Figure 2 shows that
the anxiousness of the users decreases in a constant
manner over the course of their active involvement
in the forum. This is in agreement with the effect of
off-line support groups (Cain et al., 1986).

Figure 2: Single BD, anxious word usage.

4.3 Correlation of anxious words with other
word usage

In this part we focus on the analysis of BDs that cor-
relate the most with anxious word usage. We ranked
the BDs based on the correlation with anxious words
usage. We used the Pearson coefficient correlation.
In descending order the most correlated BDs are:
a) anger, b) self-pronouns, c) death, d) money, e)

present, and f) body. We present the results of all the
correlations for completeness and describe the ones
we found most interesting. For each of the clusters
of users we identified on the anxious word usage, we
plot the secondary BD score over time in Figure 3.

Figure 3 panels (a), (b), (c), and (e), shows that
the usage of anger, self, death, and present words
also decreases over time for all the low and high
heavy users of anxious words. However from pan-
els (d) and (f) we see that there is an increase of that
particular word usage for some of the groups and a
decrease from other groups.

Figure 3 (c) illustrates this for the case of an-
chor usage of anxious words and the figure shows
the usage pattern of death words by those groups
of users. We can see that users who used more
anxious words (magenta dotted and black dash-dot)
consistently used more death words over time than
users who used fewer anxious words (red line and
blue dashed). We theorize that this pattern can be
related to suicidal topics similar to what other re-
searchers have reported for depressed and anxious
patients (Pompili et al., 2012)

From Figure 3 panel (d) we can see a differ-
ence between the amount of money related words
used by people who use anxious words. The groups
of users who use less anxious words (red line and
blue dashed) tend to use more money related words,
whereas the groups of users who use more anxious
related words (magenta dotted and black dash-dot)
tend to use less money words. In general researchers
have linked people being tight with money as hav-
ing more negative emotions such as been more anx-
ious (McClure, 1984), however to the best of our
knowledge this is the first study of such relation into
a health support context where money is probably
not directly related to how wealthy or not an indi-
vidual is. From Figure 3 panel (e) we can see that
people who use more anxious words (magenta dot-
ted and black dash-dot) tend to use more present
words, whereas people who use less anxious words
(red line and blue dashed) use less present words.
Some researchers have previously linked Defensive
Pessimism people with being anxious in the present
(Norem and Smith, 2006), we theorize that it can
be a general pattern of people participating in online
support forums.
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(a) Anxious-Anger (b) Anxious-Self (c) Anxious-Death

(d) Anxious-Money (e) Anxious-Present (f) Anxious-Body
Figure 3: Correlation of the different BDs. Anchor BD anxious word usage (in boldface). Red line (-), blue line (–), black (-.), and

magenta (..) corresponds to the lower 15%, 30% and upper 30%, 15% of the anxious word usage distribution.

5 Conclusion and Future Work

Similar to what other researchers (Cain et al., 1986)
have shown for off-line support groups, based on our
proposed framework for analyzing linguistic pat-
terns of users of online support groups we conclude
that the anxiety levels of patients involved in support
groups lowers over time. We also conclude that anx-
iety levels are not directly related to money related
talks in online support forums participants.

In this paper we have presented the correlation be-
tween Anxiety and BDs that we think are more inter-
esting to study and the ones which are more relevant
given the literature on Anxiety. However, a more de-
tailed and robust method is been developed in order
to rank the most relevant BDs which exhibit signifi-
cant correlation over time.
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Abstract

Estimation of the semantic relatedness be-
tween biomedical concepts has utility for
many informatics applications. Automated
methods fall into two broad categories: meth-
ods based on distributional statistics drawn
from text corpora, and methods based on the
structure of existing knowledge resources. In
the former case, taxonomic structure is disre-
garded. In the latter, semantically relevant em-
pirical information is not considered. In this
paper, we present a method that retrofits the
context vector representation of MeSH terms
by using additional linkage information from
UMLS/MeSH hierarchy such that linked con-
cepts have similar vector representations. We
evaluated the method relative to previously
published physician and coder’s ratings on
sets of MeSH terms. Our experimental re-
sults demonstrate that the retrofitted word vec-
tor measures obtain a higher correlation with
physician judgments. The results also demon-
strate a clear improvement on the correlation
with experts’ ratings from the retrofitted vec-
tor representation in comparison to the vector
representation without retrofitting.

1 Introduction

Groups of semantically similar concepts and terms
are known to improve the retrieval (Rada et al.,
1989) and clustering (Lin et al., 2007) of biomed-
ical and clinical documents, and the development
of biomedical terminologies and ontologies (Bo-
denreider and Burgun, 2004). However, auto-
mated estimation of semantic similarity remains
a challenge. Most semantic similarity measures

leverage the structure of an ontology or taxonomy
(e.g. WordNet, Unified Medical Language Sys-
tem (UMLS)/Medical Subject Headings (MeSH)) to
calculate, for example, the shortest path informa-
tion between concept nodes (Pedersen et al., 2007;
Caviedes and Cimino, 2004). Vector representa-
tions based on a co-occurrence matrix from a cor-
pus has also been used to calculate the relatedness
between concepts (Pedersen et al., 2007; Pedersen
et al., 2004). Others use information content (IC)
to estimate the semantic similarity and relatedness
between two concepts, which incorporate the proba-
bility of the concept occurring in a corpus (Caviedes
and Cimino, 2004; Ciaramita et al., 2008; Turney,
2005). Some topic modeling techniques (Blei et al.,
2003; Yu et al., 2013) have also been applied to in-
tegrate the automatically generated themes (topics)
from a specific corpus to the controlled vocabulary
that indexed within this corpus to help improve the
document retrieval and clustering performances (Yu
et al., 2016).

In this paper, we introduce a new semantic
similarity measure utilizing both vector space
word representations and a biomedical taxonomy
(UMLS/MeSH) to determine the degree of semantic
similarity between pairs of concepts. For two
concepts, we first learn their vector space word
representations from distributional information of
words in a large domain-relevant corpus. Although
such vectors are semantically informative, they
disregard the valuable information contained in
semantic lexicons such as WordNet, FrameNet,
and the Paraphrase Database. In 2014, Faruqui, et
al. (Faruqui et al., 2014a) developed a ”retrofitting”
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method that addresses this limitation by incorporat-
ing information from such semantic lexicons into
word vector representations, such that semantically
linked words will have similar vector representa-
tions. We applied this technique to word vector
representations of UMLS/MeSH concepts in an
effort to improve their quality. We evaluated the
method relative to previously published human
expert similarity ratings of a Physician and Coder
on sets of MeSH terms. Our experimental results
demonstrate that the retrofitted word vector sim-
ilarity measures have a higher correlation with
Physician (but not Coder) judgments, compared
with other existing techniques. The results also
demonstrate a clear improvement on the correlation
with experts’ ratings from the retrofitted vector
representation to the vector representation without
retrofitting.

2 Related Work

There are two major classes of semantic similar-
ity measurement methods. The most common class
uses an ontology or taxonomy to calculate the short-
est path between two concepts. Rada, et al. (Rada
et al., 1989) introduces the measure of conceptual
distance to quantify the similarity between concepts
in the UMLS. Wu and Palmer (Wu and Palmer,
1994) extend this measure by calculating the length
of shortest path between two concepts that con-
nects the concepts through their least common sub-
sumer (LCS). The LCS is the most specific an-
cestor shared by two concepts. In 2005, Nguyen
and Al-Mubaid (Nguyen and Al-Mubaid, 2006) pro-
posed a new path-based measure using is − a rela-
tion in MeSH. They incorporate both the depth and
LCS in their measure. In their results, they com-
pared with the measures introduced by Leacock &
Chodorow (Leacock and Chodorow, 1998), Wu &
Palmer (Wu and Palmer, 1994), and the Path mea-
sure. Batet, et al. (Batet et al., 2011) introduce
a measure that incorporates the common concepts
shared between the two concepts and their LCS. Re-
cently, McInnes, et al. (McInnes et al., 2014) intro-
duced U-path measure using undirected path to de-
termine the degree of semantic similarity between
two concepts in a dense taxonomy with multiple in-

heritance. In 2009, McInnes, et al. (McInnes et al.,
2009) presented a UMLS-Similarity tool which con-
tains five semantic similarity measures proposed by
Rada, et al. (Rada et al., 1989) , Wu & Palmer (Wu
and Palmer, 1994), Leacock & Chodorow (Lea-
cock and Chodorow, 1998), and Nguyen & Al-
Mubaid (Nguyen and Al-Mubaid, 2006), and the
Path measure.

The second class of techniques uses training cor-
pora and information content (IC) to estimate the
semantic similarity between two concepts. IC mea-
sures the specificity of a concept in a hierarchy. The
IC-based measures account for the probability of the
concept occurring in a corpus. A concept with a high
IC value is more specific to a topic than one with a
low IC value. Resnik (Resnik, 1995), Jiang & Con-
rath (Jiang and Conrath, 1997) and Lin (Lin, 1998),
all have published works on the IC-based similarity
measures. Resnik (Resnik, 1995) measures the simi-
larity between two concepts by finding the IC of the
LCS of the two concepts. Jiang & Conrath (Jiang
and Conrath, 1997) and Lin (Lin, 1998) extended
Resnik‘s IC-based measure by incorporating the IC
of the individual concepts. Jiang & Conrath mea-
sure similarity by finding the IC of each individual
concept and of the LCS of them. However, Lin‘s
measure is similar to that of Wu & Palmer (Wu and
Palmer, 1994), where depth is replaced by informa-
tion content.

Context vector metrics based on distributional
statistics have also been used to calculate semantic
similarity (Patwardhan, 2006; Patwardhan, 2003).
By building co-occurrence vectors that represent the
contextual profile of concepts, the relatedness be-
tween concepts can then be calculated using co-
sine similarity between vectors corresponding to two
given concepts (Pedersen et al., 2007).

Though IC-based measures do draw upon distri-
butional information, this is used in a very restricted
way to determine the specificity of a concept. Con-
text vector metric-based distributional statistics do
not have such limitations on the use of distributional
information. However, the taxonomic structure is
not taken into account in distributional methods.
“Correlation with human pairwise judgment” eval-
uation is widely used in computational linguistics.
There are a number of evaluation sets exist in the
biomedical domain. ‘MayoSRS’, developed by
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Pakhomov, et al. (Pakhomov et al., 2011), consists
of 101 clinical term pairs whose relatedness was
determined by nine medical coders and three
physicians from the Mayo Clinic. In this paper,
we used ‘MiniMayoSRS,’ a subset of ‘MayoSRS.’
The average correlation between physicians is
0.68. The average correlation between medical
coders is 0.78 (Pedersen et al., 2007). ‘UMNSRS’,
developed by Pakhomov, et al. (Pakhomov et al.,
2010), consists of 725 clinical term pairs whose
semantic similarity and relatedness was determined
independently by four medical residents from the
University of Minnesota Medical School.

3 Method

In this section, we provide a brief description of the
method used for retrofitting word vector to semantic
lexicons, present the design of our work flow,
describe the test data and the semantic lexicon we
created , and also present the evaluation measures
we used.

3.1 Retrofitting Word Vector to Semantic
Lexicons

Vector space word representations are a critical com-
ponent of many natural language processing sys-
tems. It is common to represent words as discrete
indices in a vocabulary, but this fails to capture the
rich relational structure of the human semantic lex-
icon (Maas et al., 2011). Retrofitting is a simple
and effective method to improve word vectors us-
ing word relation knowledge found in semantic lexi-
cons. It is used as a post-processing step to improve
vector quality (Faruqui et al., 2014a).

Figure 1 shows a small word graph example with
edges connecting semantically related words. The
words, cancer, tumor, neoplasm, sarcoma, and
swelling, are similar words to each other in a lex-
ical knowledge resource. Grey nodes are observed
word vectors built from the corpus, which are in-
dependent of each other. White nodes are inferred
word vectors, waiting to be retrofitted. The edge be-
tween each pair of white nodes means they are sim-
ilar words to each other. The inferred word vector
(e.g., q tumor) is expected to be close to its cor-

responding observed word vector (e.g., qˆ tumor)
and close to its synonym neighbors (e.g., q cancer
and q neoplasm). The objective is to minimize the
following:

Ψ(Q) =
n∑

i=1

[αi ‖qi − q̂ i‖2 +
∑

(i,j)∈E

βij ‖qi − qj‖2]

(1)
where α and β values control the relative strengths
of associations, Q is the retrofitted vectors, and
(i, j) ∈ E means there is an edge between node
qi and qj. Ψ is convex in Q. An efficient iterative
updating method is used to find this convex. First,
retrofitted vectors in Q are initialized to be equal to
the observed vectors. The next step is to take the
first derivative of Ψ with respect to qi vector and use
the following to update it online.

qi =

∑
j:(i,j)∈E βijqj + αiq̂ i∑

j:(i,j)∈E βij + αi
(2)

It takes approximately 10 iterations to converge
to the difference in Euclidean distance of adjacent
nodes of less than 0.01 in practice. An implementa-
tion of this algorithm has been published online by
the authors (Faruqui et al., 2014b). We used this im-
plementation in the current work.

Figure 1: Word graph with edges between related words, ob-

served (grey node), inferred (white node).

3.2 Work Flow

Our work flow is presented in Figure 2. The input is
a pair of concepts. The output is a similarity score.
The next step after input data is to fetch relevant
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Figure 2: Work flow.

documents from PubMed. In our test data, each con-
cept is mapped to MeSH term(s) (Please see details
in the paragraph Test Data of this section.) We then
randomly fetch 1000 citations indexed with those
MeSH term(s) from PubMed. In the Build Word Vec-
tors step, we build each MeSH term a word vector
using the approach described in (Yu et al., 2016).
We use titles and abstracts of returned citations and
only select those MeSH terms indexed in more than
100 citations as our candidate semantic lexicon. The
main MeSH term mapped from the input concept is
indexed in all 1000 citations. The retrofitted vector
quality suffers if we take into account MeSH terms
that appear in a small number of citations. For each
selected MeSH term, we collect all the words from
the citations indexed with that MeSH term. After re-
moving the stop words, We use tf-idf (Equation 3)
to weight the remaining words and then normalize
the weights so that they sum to one. In Create Se-
mantic Lexicons, we use both the UMLS-similarity
tool developed by McInnes, et al. (McInnes et al.,
2009) and the MeSH tree structure as the source
from which it estimates semantic relatedness. For
details see the paragraph Semantic Lexicons in this
section. Retrofitting Word Vectors retrofits the word
vectors using the created semantic lexicons to gen-
erate new word vectors. We then calculate cosine
similarity (Equation 4) based on the concepts pair’s
new word vectors. On account of the stochastic na-
ture of the literature sampling, we test each pair of
concepts five times and average performance over
these five times as its final similarity score.

tf-idfw,d = tfw,d ∗ log
N

dfw,D
(3)

where tfw,d is the term frequency of word w in
document d, dfw,D is the document frequency that
word w appears in all documents D, and N is the
total number of documents.

cos(θ) =
A ·B
‖A‖ · ‖B‖ =

∑n
i=1AiBi∑n

i=1A
2
i

∑n
i=1B

2
i

(4)

where Ai and Bi are components of vector A and B
respectively.

3.3 Test Data
We used the set of 30 concept pairs from Pedersen,
Pakhomov, and Patwardhan (2005) (Pedersen et al.,
2007), which was annotated by 3 physicians and 9
medical index coders. Each pair was annotated on
a 4 point scale: “practically synonymous, related,
marginally, and unrelated“. Table 1 displays the de-
tails of these concepts pairs along with both ratings.

Neguyen and Al-Mubaid use 25 out of the 30
pairs of terms in the dataset. 5 pairs of terms (high-
lighted in both table 1 and table 2) were excluded be-
cause they did not exist in MeSH version 2006. To
make it comparable with their results, we also use
these 25 pairs of terms. The mappings of the terms
to MeSH terms were obtained firstly by using the on-
line MetaMap tool (Aronson and Lang, 2010). Then
we used the MeSH browser 2016 (MeSH, 2016) to
get the most updated MeSH terms.

3.4 Semantic Lexicons
We tested two semantic lexicons in our experi-
ments. The first is from the results of McInnes,
et al.’s UMLS-Similarity tool (McInnes et al.,
2009). UMLS-Similarity contains five semantic
similarity measures proposed by Rada, et al. (Rada
et al., 1989), Wu & Palmer (wup) (Wu and
Palmer, 1994), Leacock & Chodorow (lch) (Leacock
and Chodorow, 1998), and Nguyen & Al-Mubaid
(nam) (Nguyen and Al-Mubaid, 2006), and the Path
measure. Leacock & Chodorow’s measure achieved
best performance among these five semantic similar-
ity measures. In our experiment, we used this mea-
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Term 1 Term 2 Physicians Coders
Renal failure Kidney failure 4.0000 4.0000
Heart Myocardium 3.3333 3.0000
Stroke Infarct 3.0000 2.7778
Abortion miscarriage 3.0000 3.3333
Delusion Schizophrenia 3.0000 2.2222
Congestive heart failure Pulmonary edema 3.0000 1.4444
Metastasis Adenocarcinoma 2.6667 1.7778
Calcification Stenosis 2.6667 2.0000
Diarrhea Stomach cramps 2.3333 1.3333
Mitral stenosis Atrial fibrillation 2.3333 1.3333
Chronic obstructive pulmonary disease Lung infiltrates 2.3333 1.8889
Rheumatoid arthritis Lupus 2.0000 1.1111
Brain tumor Intracranial hemorrhage 2.0000 1.3333
Carpal tunnel syndrome Osteoarthritis 2.0000 1.1111
Diabetes mellitus Hypertension 2.0000 1.0000
Acne Syringe 2.0000 1.0000
Antibiotic Allergy 1.6667 1.2222
Cortisone Total knee replacement 1.6667 1.0000
Pulmonary embolus Myocardial infarction 1.6667 1.2222
Pulmonary Fibrosis Lung Cancer 1.6667 1.4444
Cholangiocarcinoma Colonoscopy 1.3333 1.0000
Lymphoid hyperplasia Laryngeal Cancer 1.3333 1.0000
Multiple Sclerosis Psychosis 1.0000 1.0000
Appendicitis Osteoporosis 1.0000 1.0000
Rectal polyp Aorta 1.0000 1.0000
Xerostomia Alcoholic cirrhosis 1.0000 1.0000
Peptic ulcer disease Myopia 1.0000 1.0000
Depression Cellulitis 1.0000 1.0000
Varicose vein Entire knee meniscus 1.0000 1.0000
Hyperlipidemia Metastasis 1.0000 1.0000

Table 1: Test set of 30 medical term pairs sorted in the order of the averaged physician‘ scores.

sure in UMLS-Similarity to calculate the similar-
ity score between each selected MeSH term and the
main MeSH term. We calculated the average of all
these scores as the threshold. We then chose those
MeSH terms whose scores are over this threshold as
the main MeSH term’s semantic lexicon terms. The
second semantic lexicon is constructed using MeSH
tree structure information. For each main MeSH
term, we chose its parents and child terms from the
MeSH tree as its lexicon terms.

3.5 Evaluation

In our experiment, we used three types of vector
representations to calculate the semantic similarity:
MeSH term word vectors without retrofitting;
MeSH term word vectors retrofitted with UMLS-
Similarity results; and MeSH term word vectors
retrofitted using the MeSH tree structure. We rank
the 25 pairs of terms based on similarity scores
and calculate the correlation between our rankings
and the Physician and Coder judgments using the
Spearman rank correlation coefficient. We compare
our correlation results with those reported by
Nguyen, et al. (Nguyen and Al-Mubaid, 2006) and
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Term 1 Term 2 Word Vector Retrofitted
with UMLS-

Similarity
Results

Retrofitted
with MeSH

Tree
Structure

Renal failure Kidney failure 1.00 1.00 1.00
Heart Myocardium 0.86 0.85 0.86
Stroke Infarct 0.70 0.71 0.70
Abortion miscarriage 0.79 0.74 0.76
Delusion Schizophrenia 0.81 0.83 0.81
Congestive heart fail-
ure

Pulmonary edema 0.73 0.72 0.73

Metastasis Adenocarcinoma 0.88 0.84 0.83
Calcification Stenosis 0.47 0.46 0.47
Diarrhea Stomach cramps N/A N/A N/A
Mitral stenosis Atrial fibrillation 0.71 0.71 0.71
Chronic obstructive
pulmonary disease

Lung infiltrates N/A N/A N/A

Rheumatoid arthritis Lupus 0.70 0.71 0.70
Brain tumor Intracranial hemor-

rhage
0.69 0.68 0.69

Carpal tunnel syn-
drome

Osteoarthritis 0.66 0.66 0.66

Diabetes mellitus Hypertension 0.82 0.81 0.81
Acne Syringe 0.54 0.54 0.54
Antibiotic Allergy 0.67 0.67 0.67
Cortisone Total knee replace-

ment
0.47 0.44 0.47

Pulmonary embolus Myocardial infarc-
tion

N/A N/A N/A

Pulmonary Fibrosis Lung Cancer 0.72 0.70 0.72
Cholangiocarcinoma Colonoscopy 0.63 0.62 0.61
Lymphoid hyperpla-
sia

Laryngeal Cancer 0.70 0.70 0.70

Multiple Sclerosis Psychosis 0.69 0.67 0.67
Appendicitis Osteoporosis 0.55 0.55 0.54
Rectal polyp Aorta N/A N/A N/A
Xerostomia Alcoholic cirrhosis 0.67 0.67 0.66
Peptic ulcer disease Myopia 0.47 0.47 0.48
Depression Cellulitis 0.55 0.54 0.54
Varicose vein Entire knee menis-

cus
N/A N/A N/A

Hyperlipidemia Metastasis 0.56 0.55 0.55
Table 2: Results of Word vector representations.

generated by UMLS-Similarity tool (McInnes et al.,
2009).

4 Results and Discussion

Table 2 shows the term pairs in the dataset and the
similarity of the terms determined by our measure
using three different vector representations. Table
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Measures Physician Coder
path Nguyen and Al-Mubaid 0.627 0.852
path UMLS-Similarity 0.486 0.581
lch Nguyen and Al-Mubaid 0.672 0.856
lch UMLS-Similarity 0.486 0.581
wup Nguyen and Al-Mubaid 0.652 0.794
wup UMLS-Similarity 0.453 0.535
nam Nguyen and Al-Mubaid 0.666 0.862
nam UMLS-Similarity 0.448 0.551

Vector
representation

Without retrofitting 0.646 0.632
Vector

representation
Retrofitted with

UMLS-Similarity
0.696 0.665

Vector
representation

Retrofitted with MeSH tree
structure

0.675 0.655

Table 3: Spearman‘s Rank Correlation Results. Our results are compared with the results of these different measures reported

by Nguyen and Al-Mubaid and also generated by UMLS-Similarity tool. path:path based similarity measure; lch: the similarity

measure proposed by Leacock & Chodorow in 1998; wup: the similarity measure proposed by Wu & Palmer in 1994; nam:the

similarity measure proposed by Nguyen & Al-Mubaid in 2006

3 shows the correlation results between our meth-
ods and the judgments made by physicians and
coders, as well as the results reported by Nguyen,
et al. (Nguyen and Al-Mubaid, 2006) and McInnes,
et al. (McInnes et al., 2009), using the UMLS-
Similarity tool.

From Table 3, we can see our retrofitted vec-
tor representation with UMLS-Similarity obtains
a highest correlation with the Physician judg-
ments. Though our retrofitted vector representation
achieved a lower correlation with the Coder judg-
ments than the results reported by Nguyen and Al-
Mubaid (Nguyen and Al-Mubaid, 2006), we still
see an improvement from the retrofitted vector rep-
resentations as compared with the original vector
representation without retrofitting. Since UMLS-
Similarity’s results are lower than our vector repre-
sentations, it is understandable that our retrofitted
vector representations still can not surpass the re-
sults achieved by Nguyen and Al-Mubaid‘s method.
From Table 3, we can also see that our vector repre-
sentations obtain lower correlations with the coder
judgments than with the physician judgments. This
contrasts with both the UMLS-Similarity results and
those reported by Nguyen and Al-Mubaid. We be-
lieve that the reason for this phenomenon is that the
coder group were more familiar with the ontology
or taxonomy than the physician group. When re-

viewing these pairs of concepts, coders may inter-
pret the terms in relation to the ontology or taxon-
omy, whereas physicians may be more likely to un-
derstand them at a broader contextual level. Be-
cause our vector representation methods all origi-
nated as context vectors, this may explain why our
methods achieved higher correlation with physician
judgments.

Among the three types of vector representa-
tions, the retrofitted vector representation with
UMLS-Similarity had a higher correlation with both
physician and coder judgments than the vectors
retrofitted using the MeSH tree structure. We be-
lieve this occurred because the way we created the
semantic lexicon from the MeSH tree structure had a
limited effect on the original vector representations.
From Table 2, we can see that the semantic lexicon
based on the MeSH tree structure only affected 10
of 25 pairs of terms. The semantic lexicon based
on UMLS-Similarity results affected 16 of 25 pairs
of terms. We used the MeSH term’s parents and
children as the lexicon terms, and it is unlikely for
a PubMed article to be indexed with both parent
and child terms. The UMLS-Similarity approach is
more permissive. Two MeSH terms are accepted as
a lexicon term only when they have above-threshold
similarity as estimated by path-based measures.
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5 Conclusions and Future Work

In this paper, we introduced a semantic similarity
measure that utilizes vector word representation and
the linkage information in an ontology or taxonomy.
By retrofitting vector representations with additional
ontology or taxonomy information, we can gener-
ate vector representations in which lexically-linked
concepts are more likely to have similar vector rep-
resentations. This leads to better approximation of
human judgments on the task of estimating seman-
tic relatedness. We show that our method obtains
a higher correlation with physician judgments than
UMLS-Similarity, and previously reported results.
We also demonstrate a clear improvement from the
retrofitted vector representation as compared to the
vector representation without retrofitting. In the
future we plan to expand this technique to other
knowledge sources and datasets. We also plan to
use more sophisticated and better established ap-
proaches to generate concept vectors, e.g. methods
of distributional semantic (Cohen et al., 2010), word
embedding (Mikolov et al., 2013), and compare
with more recently evaluations using neural network
based similarity and relatedness measures (Pakho-
mov et al., 2016).
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Abstract

Automatic simplification of clinical notes con-
tinues to be an important challenge for NLP
systems. A frequent obstacle to develop-
ing more robust NLP systems for the clini-
cal domain is the lack of annotated training
data. This study investigates unsupervised
techniques for one key aspect of medical text
simplification, viz. the expansion and disam-
biguation of acronyms and abbreviations. Our
approach combines statistical machine trans-
lation with document-context neural language
models for the disambiguation of multi-sense
terms. In addition we investigate the use
of mismatched training data and self-training.
These techniques are evaluated on nursing
progress notes and obtain a disambiguation
accuracy of 71.6% without any manual anno-
tation effort.

1 Introduction

As part of a general trend towards patient-centered
care many healthcare systems in the U.S. are start-
ing to provide patients with expanded access to clin-
ical notes, often through patient portals connected
to their electronic medical record (EMR) systems.
Recent studies, such as the OpenNotes project (Del-
banco et al., 2012), have found that that patients with
access to their health records are more involved in
their care and have a better understanding of their
treatment plan (Esch et al., 2016; Wolff et al., 2016).
However, medical notes often contain complex tech-
nical language and medical jargon, requiring pa-
tients to seek additional help for linguistic clarifi-
cation (Walker et al., 2015). Natural language pro-

cessing (NLP) has the potential to bridge the gap be-
tween increased access to medical information and
the lack of domain-specific medical training on the
patient side. However, in spite of previous work in
this area, medical text simplification systems are still
not sufficiently mature to be routinely deployed in
practice. One problem is the large variety of medi-
cal sub-disciplines and document types that need to
be covered; another is the lack of annotated train-
ing data, often due to constraints on data sharing for
reasons of patient privacy.

In this study we investigate unsupervised statis-
tical NLP techniques to address one key aspect of
medical text simplification, viz. the expansion of
medical acronyms and abbreviations (AAs). In ad-
dition to text simplification, AA resolution can also
help a variety of downstream information extraction
tasks. While AA resolution has been studied exten-
sively in the biomedical domain, studies on clinical
text are comparatively rare. Moreover, most previ-
ous studies use traditional supervised machine learn-
ing techniques, consisting of feature extraction and
supervised classifiers such as naive Bayes or Sup-
port Vector Machines (SVMs) that utilize a carefully
developed AA sense inventory and a large amount
of hand-annotated ground-truth data. In spite of re-
cently developed methods for rapid data acquisition
(crowdsourcing), obtaining reliable manual annota-
tions for highly specialized domains is still difficult
and acts as a bottleneck in the development of high-
quality medical text simplification systems.

Our proposed approach combines automatic min-
ing of AAs and their possible expansions from med-
ical websites, a first-pass simplification step using
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statistical machine translation, and a second-pass
rescoring step using recently-developed document-
level neural language models. To address the data
sparsity issue we investigate model training with
mismatched training data as well as self-training.

We evaluate our approach on a subset of a pub-
licly available corpus of nursing progress notes from
the MIMIC-II database. Results show an F1 score
for AA identification of 0.96, an overall expansion
accuracy of 74.3%, and a disambiguation accuracy
of 71.6%, all without any supervised annotations
used during training.

2 Prior Work

AA identification and resolution has a long history
in the biomedical domain. Inventories of AAs and
their full forms have been compiled by rule-based
(Ao and Takagi, 2005) or machine learning tech-
niques (Movshovitz-Attias and Cohen, 2012; Hen-
riksson et al., 2014; Okazaki et al., 2010), often
aided by the fact that biomedical texts tend to de-
fine AAs at their first mention. Disambiguation
of biomedical AAs has been achieved using tradi-
tional machine learning approaches, such as vector
space methods (Stevenson et al., 2009), naive Bayes
classifiers (Bracewell et al., 2005; Stevenson et al.,
2009), and SVMs (Joshi et al., 2006; Stevenson et
al., 2009). Clustering has also been used for the pur-
pose of disambiguation (Okazaki and Ananiadou,
2006).

Studies on AAs in clinical text are rarer than those
for biomedical texts. In (Pakhomov et al., 2005),
disambiguation of clinical AAs was achieved using
decision trees and maximum entropy models trained
on bag-of-word features from hand-annotated and
web-collected text. Moon et al. (2012; 2015) sim-
ilarly investigated several supervised machine learn-
ing techniques and text features for disambiguation
of AAs in clinical text, including naive Bayes clas-
sifiers, SVMs and decision trees trained on bag-of-
word features or Unified Medical Language System
(UMLS) concepts. They also noted general prob-
lems with AA disambiguation in clinical text, such
as shortage of training data due to patient privacy
constraints, lack of resources developed for clinical
text, and non-standard and highly variable language
use in clinical notes. Wu et al. (2015) extended SVM

resp care note : pt on nrb mask + 6l nc required
nt sx due inability to clear secretions.
sx copious th yellow sput.
pt sats didn’t recover after sx + a&a tx.

Figure 1: Sample nursing note.

classification with vectors based on neural word em-
beddings. Several systems that participated in the
ShaRe/CLEF eHealth Challenge Task on AA nor-
malization (Mowery et al., 2016) utilized condi-
tional random fields (e.g.,(Wu et al., 2013)). Cus-
tomized expansion dictionaries for clinical text were
added in (Xia et al., 2013).

Finally, AA identification and expansion for gen-
eral English has been addressed by (Ammar et al.,
2011; Tevana et al., 2013; Ahmed et al., 2015),
among others. The studies most closely related to
ours are (Ahmed et al., 2015), which uses language
modeling techniques (though not at the document
level), and (Ammar et al., 2011), which makes use
of statistical machine translation.

3 Data and Task

Our test data consists of nursing progress notes from
the MIMIC-II database (Saeed et al., 2011), writ-
ten by nurses in a cardiac intensive care unit. This
data set was chosen because (a) it is publicly avail-
able1; (b) the documents contain a very high per-
centage of AAs, thus presenting the problem in a
condensed form ; (c) it presents interesting addi-
tional challenges: it is characteristic of a highly spe-
cialized medical sub-domain, and it contains fre-
quent misspellings, non-standard use of AAs, and
elliptical syntax, which we plan to address in fu-
ture work. The present study is intended to serve
as the first step in a more comprehensive simplifica-
tion system for challenging clinical texts. A sample
from a nursing note is shown in Figure 1. AAs are
not marked as such – the original documents are ei-
ther all lowercased, all uppercased, or mixed-case
with inconsistent casing; acronyms are not marked
by periods. Thus, AAs often overlap in form with
regular words, in particular function words – e.g., is
can be the function word “is” or an abbreviation for
incentive spirometry.

1https://mimic.physionet.org/
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# words % AAs % ambig.
dev set

125.6 (± 104.3) 25.4 (± 20.4) 73.8 (± 13.6)
eval set

123.7 (± 112.4) 24.8 (± 9.9) 75.1 (± 12.2)
Table 1: Average number (and stddev) of words, percentage

of AAs, and percentage of ambiguous AAs per document, for

development (dev) and evaluation (eval) sets.

We use a total of 30 documents (written by vari-
ous nurses) as reference material. These were split
into 15 development and 15 evaluation documents
and were manually expanded by medically trained
annotators (two medical specialists, one of whom
was a hospitalist, and two RNs as additional con-
sultants). The annotation was a consensus annota-
tion; thus, inter-annotator agreement was not mea-
sured. The total number of unique AAs in this set
is 229, with 611 different instances. Table 1 shows
the averages and standard deviations of the num-
ber of words, percentage of AAs, and percentage
of ambiguous AAs per document. We see fairly
large variation in the length of documents and per-
centages of AAs. On average, however, roughly
a quarter of all words are AAs, and 75% of these
are ambiguous. We use two other clinical data sets
as additional training data: a set of 696 hospital
discharge summaries from the i2b2 challenge task
(Uzuner et al., 2007) (henceforth “i2b2”) and a cor-
pus of 2,365 clinical notes (doctor’s notes, hospital
discharge summaries, autopsy reports, etc.) from the
iDASH repository2 (henceforth “Cases”).

4 Unsupervised Resolution of
Abbreviation and Acronyms

Our proposed approach resolves AAs in a largely
unsupervised way, requiring true AA sense labels
only for system tuning and evaluation but not for
training. The first step towards this goal is the ac-
quisition of possible mappings of AAs to their ex-
panded forms. The second step involves preprocess-
ing the nursing documents and generating multiple
expanded versions by considering possible combi-
nations of expansions at the sentence level. In a
third step, hypotheses are rescored by a document-
level language model in order to achieve better dis-

2http://dx.doi.org/10.15147/J2H59S

# mappings 9,852
# unique AAs 4,608
# ambiguous AAs 2,817

Table 2: Number of term mappings (total, unique, and ambigu-

ous) extracted from medical terminology websites.

ambiguation and selection of expansions.

4.1 Collecting Term Mappings

The first step towards AA resolution is the collec-
tion of a glossary that maps AAs to their expanded
forms. We found that existing clinical sense invento-
ries did not provide good coverage for the more spe-
cialized domain of ICU nursing – e.g., the clinical
sense inventory of (Moon et al., 2012) only covered
7% of the AAs in our development and test data;
even the much larger ADAM database of MEDLINE
abbreviations (Zhou et al., 2006) covered only 65%.
Therefore, we are interested in exploring the fea-
sibility of extracting term mappings automatically
from generally accessible resources, without addi-
tional human curation. Lists of medical and nurs-
ing abbreviations were collected from more than a
dozen websites, such as Wikipedia’s List of Medi-
cal Abbreviations, NIH Medline Plus, ECommunity
Health Network, etc., by extracting AAs from html
and pdf documents using semi-automated scripts.
Note that in order to ensure wide coverage, web-
sites were not restricted to those with nursing ter-
minology; neither was the search biased to maxi-
mize coverage of the AAs in our corpus. Rather,
we aimed at including a wide range of medical AAs
to ensure future reusability for other tasks and do-
mains. A total of 10k mappings were collected; after
cleaning and removing duplicates the total number
was 9,852. These include medical acronyms and ab-
breviations, but also health insurance terms, proper
names, drug names, etc. The resulting mappings
were not hand-curated, annotated, or selected for
relevance, in order to minimize the amount of human
labor involved. The resulting number of unique AAs
is 4,608. 2,817 AAs (61.1%) of these have more
than one possible expansion. The maximum num-
ber of different expansions is 10; the average is 2.6.
As an example, the abbreviation pt has the follow-
ing long forms: patient, physical therapy, physical
therapist, patient teaching, pint, prothrombin time,
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protime. Note that we accepted all possible expan-
sions gathered from the websites as valid; we also
did not attempt to cluster potential minor variants
(like protime and prothrombin time) into single en-
tries. Although such cleaning steps might improve
results, our goal was to evaluate the performance of
our approach with potentially noisy data. The final
list of term mappings was found to cover 89% of the
AAs in our development and test data.

4.2 Term Expansion

The documents are preprocessed by tokenization of
punctuation and mapping all numbers to a generic
symbol. To create initial expanded versions of our
nursing documents with different possible term ex-
pansions we utilize a phrase-based statistical ma-
chine translation (SMT) system. An SMT system
generates target-language translations from source-
language input by finding the maximum-likelihood
sentence hypothesis obtained by concatenating indi-
vidual phrase-level translations. The final score for
each hypothesis is provided by a log-linear model
that computes a weighted sum of feature functions
defined on the input s, the output t, or both:

score(s, t) =
1
Z
exp(

∑
k

λkfk(s, t)) (1)

where f(s, t) is a feature function, λ is a weight, and
Z is a normalization factor. At a minimum, transla-
tion scores and a target-side language model score
are included; additional feature functions providing
e.g., reordering scores or global coherence scores
can be added.

Our system maps ’source’ (abbreviated) terms to
‘target’ (expanded) terms according to a phrase ta-
ble with all pairs of AAs and their expanded forms,
trained from the list of term mapping collected in the
first step. No entries are included for AAs that are
identical to function words such as is, of, on, etc., as
initial development experiments showed that these
would lead to an overly high number of false alarms.
The drawback is that these AAs will never be ex-
panded and will necessarily count as misses.

The language model in the SMT system is a back-
off n-gram model trained using modified Kneser-
Ney smoothing. The n-gram order was varied be-
tween 3 and 5 and optimized on the development set.

We compared several language models: one trained
on the target side of our term mapping list plus i2b2
data, another on the target side plus Cases data, and
a third trained on all three.

The maximum phrase length in our translation
system is 5. During decoding, no reordering is per-
mitted. The decoding pass generates up to 100 hy-
potheses per sentence, in order to explore all possi-
ble combinations of AA expansions in a sentence.

5 Self-training

Self-training is a general way of utilizing unsuper-
vised data in a classification system. Starting with
a system trained on limited data, the system is ap-
plied to unlabeled data. The system’s predictions are
then filtered according to the probability or confi-
dence of the prediction, and the most likely or confi-
dent hypotheses are added back to the training data.
This procedure can be iterated. Self-training has
been used in NLP for e.g., parsing (McClosky et al.,
2006) and machine translation (Ueffing et al., 2007).
In the context of AA resolution, (Pakhomov, 2002)
has used a similar approach to enrich the training
data for a maximum entropy classifier.

Here, we use the top-1 hypotheses of our first-
pass SMT system to generate additional training
data for both the first and second pass language mod-
els. To this end we apply the SMT system to the
i2b2 and Cases data. Additionally we utilize up to
2000 nursing notes from the MIMIC-II corpus that
do not overlap with our development or evaluation
sets. One-best hypotheses are generated from our
initial SMT system, and are combined with the tar-
get side of the term mapping list. This set is then
used to retrain the back-off n-gram model used in
the SMT system, and to re-generate the first-pass n-
best lists. The automatically expanded data is also
used to train the document-level language models
described in the following section.

6 Document-Level Context Modeling

The selection of appropriate AA expansions is pri-
marily dependent on the the specific medical domain
(nursing, cardiology). AA disambiguation could be
aided by a detailed sense inventory with domain la-
bels – however, such a classification was not avail-
able from our web sources, and considerable manual
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labor would be required for manual annotation.
As an alternative information source it might be

advantageous to take into account not only the local
sentence context but also the more global document
context. For example, the probability of expanding
hr to heart rate rather than hour might be boosted
by the occurrence of words such as cardiovascular
or blood pressure earlier in the document. Thus, the
document context might serve as a proxy for explicit
domain or topic models.

To this end we explore document-context lan-
guage models (DCLMs) as developed by and de-
scribed in (Ji et al., 2015). DCLMs are neural lan-
guage models that attempt to predict words based
not only on the local n-gram context as in standard
back-off language models, but based on the entire
history up to the beginning of the document. Various
DCLM architectures have been proposed. We pro-
vide a concise summary here; details can be found
in (Ji et al., 2015).

General recurrent neural language models
(RNNLMs) compute the probability of an output
vector (probabilities over the output vocabulary) y
at time step n as

yn = softmax(Whhn + b) (2)

hn = g(hn−1, xn) (3)

where W is a weight matrix, b is a bias term, h ∈
RH is a hidden state vector, x ∈ RK is a contin-
uous embedding vector representing the word, and
g is a nonlinear activation function. The number
of parameters in the network is determined by the
dimensionalities of the embedding vector, K, and
that of the the hidden vector, H . In “context-to-
hidden” DCLMs the hidden state vector in sentence
t at time step n is computed not only from the cur-
rent embedding vector xn and the preceding state
vector ht,n−1 but additionally from the last hidden
state vector (context vector) of the preceding sen-
tence, ct−1 = ht−1,M , where M is the last word in
the previous sentence. The context vector is simply
concatenated with the current embedding vector:

ht,n = g(hn−1, xn ◦ ct) (4)

Alternatively, the context vector can be directly
combined with the output vector (“context-to-

output” model), using its own weight matrix:

yt,n = softmax(Whht,n +Wcct−1 + b) (5)

Due to the addition of a second weight matrix
Wc this model has more parameters and may be
more difficult to train on limited data. Finally, an
“attention-based” architecture has been proposed to
address the limits of a fixed-dimensional representa-
tion of variably-sized document contexts by formu-
lating the context vector as a linear combination of
all hidden states in the previous sentence:

ct−1,n =
M∑

m=1

αm,nht−1,m (6)

Thus, the model can attend to different words in the
previous sentence selectively. Moreover, a differ-
ent context vector is computed for every word n in
the current sentence. The context vector is added to
both the hidden and the output representation for the
current sentence. While this creates a more flexi-
ble model, the number of parameters also increases
greatly.

Different DCLMs, as well as standard RNNLMs,
and RNNLMs whose context can extend beyond
the previous sentence boundary, were implemented3

and were trained using AdaGrad optimization on the
same data sets as the back-off ngram models used in
the SMT system. 90% of the data was used for train-
ing while 10% were held out as development data.
Training was stopped when the difference in devel-
opment set perplexity between the previous and the
current iteration was at most 0.5. Different values
were investigated for the number units in the em-
bedding and hidden layers (K and H).

For second-pass rescoring of n-best lists with
DCLMs we proceed as follows. For each hypoth-
esis in the n-best list for the current sentence, a new
“document” is created by concatenating the hypoth-
esis with the previous document context. Each of
these documents is scored with the DCLM. The hy-
pothesis resulting in the lowest per-document per-
plexity chosen and committed to the growing docu-
ment context. Since no prior context is available for
the first sentence in each document, and all further
choices are dependent on the choices for previous

3Using https://github.com/jiyfeng/dclm
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sentences, we choose the 1-best hypothesis from the
first pass SMT system for the first sentence, rather
than assuming a “dummy” context. The vocabulary
of the models is restricted to those words that occur
at least 3 times in the training data; all others are
mapped to a generic “unknown word” symbol.

We noticed during training that the attention-
based DCLM obtained much higher perplexity on
the development data than the other models, most
likely as a result of having too little training data in
relation to the number of parameters. This model
was therefore excluded from further experiments.

7 Experiments and Results

The first evaluation criterion for our method is the
correct identification of AAs vs. regular words. Con-
trary to rule-based or supervised approaches to AA
identification (Nadeau and Turney, 2005; Dannélls,
2006; Moon et al., 2015) AAs are not identified
explicitly but implicitly through the choices made
by the SMT system. AA identification can be con-
sidered a binary detection problem and can thus be
evaluated by precision, recall, and F1 score. The
second evaluation measure is overall accuracy, i.e.,
the overall percentage of correct AA expansions. Fi-
nally, we measure the disambiguation accuracy, i.e.,
the percentage of correct expansions of ambiguous
AAs only.

Table 3 shows precision (P), recall (R), F1-score
(F1), overall accuracy (A) and disambiguation accu-
racy (DA) on the eval set for several baseline sys-
tems. Random is a baseline system where one of
the sentence hypotheses produced by the SMT sys-
tem is selected randomly.4 Precision and recall are
high (and generally stable across all different mod-
els), since it is only a small number of words not
caught by the function word filter that are consis-
tently misinterpreted as AAs. Oracle refers to re-
sults obtained by a system that always chooses the
hypothesis yielding the highest disambiguation ac-
curacy according to the reference annotation – this
represents the upper bound on the accuracy that can
be achieved given our automatically collected term
mappings. The gap between the oracle accuracy and

4A majority sense baseline system is not available due to the
lack of a sense inventory with frequency information for this
data set.

System P R F1 A DA
1 Random 0.95 0.97 0.96 56.6 48.2
2 Oracle 0.93 0.95 0.94 80.0 78.6
3 SMT 0.95 0.97 0.96 72.0 68.0

Table 3: Precision (P), recall (R), F1-score (F1), overall accu-

racy (A) and disambiguation accuracy (DA) for random base-

line, oracle topline, and 1-best output from initial SMT system.

System P R F1 A DA
+ self-training

1 Random 0.95 0.97 0.96 60.4 52.4
2 Oracle 0.96 0.97 0.96 80.9 80.7
3 SMT 0.95 0.97 0.96 72.2 69.4

+ DCLM
4 DCLM 0.95 0.97 0.96 74.3 71.6

Table 4: Precision (P), recall (R), F1-score (F), overall expan-

sion accuracy (A) and disambiguation accuracy (DA) after self-

training and second-pass rescoring with DCLMs.

100% accuracy is due to missing expansions in our
term mapping list. Row 3 in Table 3 is the result
obtained by the first-pass SMT system. The LM
for this system was optimized on the development
set and consists of a 4-gram back-off model trained
using modified Kneser-Ney smoothing on the com-
bined Cases and i2b2 data and the target side of
our term mapping list. Accuracy scores obtained by
the SMT model are markedly higher than random
scores, though there is still much room for improve-
ment.

Table 4 shows the results obtained by an improved
system that utilizes self-training and DCLMs. For
self-training, the amount of automatically expanded
MIMIC-II data and the combination with Cases and
i2b2 data was optimized on the development set.
Combining the latter two sets with 1,500 expanded
documents from MIMIC to train a 4-gram back-off
LM was found to be best. Since new n-best lists
are generated using the self-trained models, the Ran-
dom and Oracle results are different (and improved).
The accuracy of our SMT system’s output is also im-
proved by 1.4% absolute.

For rescoring hypotheses with document-level
language models we investigated the DCLM archi-
tectures described in Section 6, minus the attention-
based model, well as standard RNNLMs and
RNNLMs whose context can extend in the past be-
yond the sentence boundary. The number of parame-
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ters for each model (K andH) was optimized on the
development set. Different models trained on dif-
ferent automatically expanded data sources (Cases,
i2b2, and MIMIC-II) and their combinations were
investigated. It was found that the combined data
as well as the Cases and i2b2 data sets in isola-
tion actually resulted in a worse performance of the
rescored system compared to the first-pass SMT sys-
tem. While our mismatched data sources did help in
training the SMT system, DCLMs, which attempt to
model the entire document structure, seem to be very
sensitive to mismatched data. By contrast, DCLMs
trained on the automatically expanded MIMIC-II
data only did achieve an improvement over the first-
pass system. The best model (obtained by devel-
opment set optimization) was a “context-to-hidden”
DCLM with a hidden layer size of 48 and a word
embedding layer size of 128. The best final overall
accuracy on the evaluation set is 74.3%; the disam-
biguation accuracy is 71.6%. This is fairly close to
the topline disambiguation accuracy of 80.2% that
can be achieved given our term inventory; how-
ever, there is further room for improvement. Of
the different document context models tested, all
performed in a similar range – e.g., the best mod-
els with other architectures (“context-to-output” and
RNNLMs without sentence boundary) achieved be-
tween 70.2% and 71.1% disambiguation accuracy
on the eval set. Furthermore, an RNNLM model
with only the current sentence as context achieves
70.5%. Thus, while DCLMs seem to provide slight
improvements, our text sample is currently too small
to assess statistically significant differences between
different architectures or context lengths. Rather, the
benefit seems to derive from the neural probability
estimation technique used in RNNLM-style models.

Figure 2 shows the automatically expanded ver-
sion of the sample in Figure 1. While most expan-
sions were acceptable, our term mapping list did not
contain a domain-appropriate entry for a&a, which
was therefore expanded incorrectly to arthroscopy
and arthrotomy rather than albuterol and atroven.

8 Discussion

In this paper we have explored unsupervised and
self-supervised resolution of AAs in nursing notes.
Contrary to most previous work, which has utilized

respiratory care note: patient on non-
rebreather mask and 6l nasal cannula required
nasotracheal suction due inability to clear se-
cretions.
suction copious thick yellow sputum .
patient oxygen/blood saturation level didn’t
recover after suction and arthroscopy and
arthrotomy therapy.

Figure 2: Expanded version of nursing note.

supervised classifiers, AA resolution was achieved
using web mining to extract term mappings, statisti-
cal machine translation, and document-level neural
language modeling. With the exception of a small
set of hand-annotated documents used to evaluate
different models, no ground truth labels were re-
quired. Results demonstrated positive effects from
self-training and neural language models. Future
work will include leveraging additional sources for
term mappings, the development of statistical mod-
els to improve syntactic readability, and readability
experiments with lay human readers.
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Abstract

In this paper we present a simple yet effec-
tive approach to automatic OCR error detec-
tion and correction on a corpus of French clin-
ical reports of variable OCR quality within
the domain of foetopathology. While tradi-
tional OCR error detection and correction sys-
tems rely heavily on external information such
as domain-specific lexicons, OCR process in-
formation or manually corrected training ma-
terial, these are not always available given
the constraints placed on using medical cor-
pora. We therefore propose a novel method
that only needs a representative corpus of ac-
ceptable OCR quality in order to train mod-
els. Our method uses recurrent neural net-
works (RNNs) to model sequential informa-
tion on character level for a given medical text
corpus. By inserting noise during the training
process we can simultaneously learn the un-
derlying (character-level) language model and
as well as learning to detect and eliminate ran-
dom noise from the textual input. The result-
ing models are robust to the variability of OCR
quality but do not require additional, exter-
nal information such as lexicons. We compare
two different ways of injecting noise into the
training process and evaluate our models on a
manually corrected data set. We find that the
best performing system achieves a 73% accu-
racy.

1 Introduction

While most of the contemporary medical documents
are created in electronic form, many of the older pa-
tient files are kept in paper version only. These files

represent an invaluable source of information and
experience for medical investigations, especially in
domains with low-frequency diseases such as foe-
topathology, the medical domain which specializes
in the treatment and diagnosis of illnesses in unborn
children. Over the last two decades, Optical Char-
acter Recognition (OCR) technology has improved
substantially which has allowed for a massive in-
stitutional digitization of textual resources such as
books, newspaper articles, ancient handwritten doc-
uments, etc. (Romero et al., 2011).

In recent years, hospitals and medical cen-
ters have taken to processing older, paper-based re-
sources into digital form in order to construct knowl-
edge bases and resources that can be consulted by
medical staff and students. When it comes to doc-
uments containing patient information, however, the
process of digitization or the use of the resulting text
corpus are not as straightforward as they may seem
on first sight. Firstly, medical corpora are much less
accessible than other general-purpose text corpora
since the confidentiality of patients is a first prior-
ity. This results in limited access of researchers
to original files which in turns directly limits the
quantity of files that can be digitized. Secondly,
text corpora that contain medical information can
only be distributed (even internally in hospitals or
research centers) when they are de-identified, that
is, when all patient-specific information is identi-
fied and removed from the OCRed text (Richards,
2009). This additional processing step can have a
significant impact on the quality of the resulting text
corpus when information is incorrectly identified as
patient-specific information and consequently trans-
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formed or removed, e.g. ‘Parkinson’ in the phrase
‘Parkinson’s disease’. A side-effect of the obligation
of de-identification is that OCR process information
is often not available to the researcher using the text
corpus afterwards, since it could potentially be used
to reconstruct the original information in the paper
version. Thirdly, medical files in hospitals are gener-
ated over many years. Consequently, the variations
in paper, printing techniques or differences in struc-
turing the text (e.g., one-column versus two-column
paper formats) can impact the OCR process, and the
quality of OCRed files can vary substantially from
one year to another (Evershed and Fitch, 2014).

With the increased use of OCR to digitize pa-
per corpora, the problem of OCR error detection and
correction has received considerable attention from
the research community, especially as regards to its
impact on information retrieval and information ex-
traction tasks (Ruch et al., 2002; Magdy and Dar-
wish, 2010). The majority of the current OCR er-
ror correction systems use the same three-step ap-
proach: (1) OCR error detection; (2) candidate gen-
eration; (3) candidate ranking. In the first step, a po-
tential OCR error is detected using either a lookup in
a domain-specific lexicon (Kissos and Dershowitz,
2016) or unigram language model (Bassil and Al-
wani, 2012), and/or by consulting information from
the OCR process, i.e., the confidence scores of the
recognized characters. The second step, candidate
generation, also heavily depends on external re-
sources, either by generating potential candidate re-
placements for the erroneous words from a lexi-
con (Piasecki and Godlewski, 2006) or by learning
and using a mapping of characters that were often in-
terchanged during the OCR process to generate po-
tential candidates with string distance metrics (Ku-
kich, 1992). Such mappings are known as ‘charac-
ter confusions’ but need to be learned over a train-
ing corpus of a considerable size before they can
become effective (Evershed and Fitch, 2014). The
lack of external information such as OCR process in-
formation or domain (and hospital)-specific lexicons
and the high variability of OCR quality render these
systems useless for OCR error detection in medical
text corpora.

Unlike the current state-of-the-art systems, the
method proposed in this article requires only a sam-
ple of (relatively) clean domain-specific text, and no

other external information. It uses recurrent neural
networks (RNNs) to train character-level language
models. By artificially inserting noise into the train-
ing data, the system learns to filter out random noise,
while learning the domain-specific language model
that underlies the documents in the corpus. Since
the models do not depend on external resources the
method can also be applied to domain-specific text
corpora outside the medical domain, on the condi-
tion that the documents in the training corpus are
not too heterogeneous.

2 Background

OCR and orthography error detection and correc-
tion have received interest from the NLP commu-
nity since the seventies. A good survey of the
early work on this problem can be found in Ku-
kich (1992). While most of the traditional OCR er-
ror detection systems focused on the construction of
so-called ‘confusion matrices’ of character (pairs) to
detect corruptions of existing words into non-words,
more recent systems find that using information on
the language context in which the error appears im-
proves accuracy (Evershed and Fitch, 2014). A
good example of the latter is the system proposed
by Bassil et al. (2012) who use extensive n-gram
word and 2-character models from the Google Web
1T 5-Gram data set to identify OCR errors and gen-
erate and identify the most plausible replacements.
Kissos et al. (2016) studied the relative impact of
different information sources by combining features
from language models constructed over the train-
ing corpus, OCR process information and document
context information. They found that bigrams, i.e.,
localized context information was the most useful
feature in OCR correction.

To the best of our knowledge, the only exist-
ing OCR error detection and correction systems for
medical texts focus on either OCR correction for his-
torical text with adapted language models (Thomp-
son et al., 2015) or OCR recognition of handwrit-
ten notes by doctors, which is not surprising given
the absence of large OCRed text corpora in this do-
main. Notable work in this area was carried out by
Piasecki et al. (2006) who examined the construction
of word-level language models to improve OCR cor-
rection of Polish handwritten medical notes. They
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found that the repetitive character sequences and re-
current structure of medical notes greatly aided the
construction of language models but that this pos-
itive effect is domain-specific and does not carry
over the similar corpora in a different medical sub-
domain. Like the more generic OCR error detection
and correction systems, they also depend on external
resources, in this case, an extensive domain-specific
lexicon for the detection of errors and generation of
candidates.

‘Automatic misspelling detection and correc-
tion’, a subtask related to OCR error detection and
correction, has received a lot of attention over the
last few years with the increased use of Electronic
Health Records (EHRs) in the medical domain.
While these tasks have a similar goal, the underly-
ing assumptions are quite different: Character con-
fusions in misspellings are often regular, either due
to phonetic misspelling, or due to the proximity of
certain letters on a keyboard. OCR errors, how-
ever, are often more random and can occur more
frequently (Kumar, 2016). Notable work in this do-
main include Lai et al. (2015) who combine a noisy
channel spelling correction approach with an exten-
sive domain-specific dictionary to generate proba-
ble misspelling-correction pairs, and Mykowiecka
et al. (2006) who use bigram language models to
estimate the probability of a misspelling in a given
word.

3 Corpus

3.1 Corpus construction
We train and evaluate our system on a data set
of French patient notes from the domain of foe-
topathology. This corpus was assembled and dig-
itized within the context of the Accordys project,
and spans a total of 22 years.1 In total, the cor-
pus contains the files from 2476 individual patients
which amounts to 16,573 paper documents. The
files were processed with a custom-trained commer-
cial OCR engine, and later de-identified with an in-
house de-identification tool (Grouin and Zweigen-
baum, 2013). All identifying data were replaced by
generic tags with a numerical identifier for all occur-
rences of the same information in order to maintain
the original distribution of tokens along the corpus

1The files range from 1983 to 2005.

(e.g., the tag “DATE-8734” was used for all occur-
rences of “May 21st, 2016”). There is a substan-
tial amount of redundancy in the corpus: For some
documents, several (nearly-identical2) copies were
added to the patient’s folder. It should be noted
that the patient notes in the corpus are very similar
with regards to their contents: the vast majority of
the patient files are either reports of the pathologic
examination of fetus and placenta or results of ge-
netic tests. While the style and structure of these re-
ports change over time in the corpus, their content—
and consequently much of the terminology used—
remain stable.

3.2 OCR quality in corpus

Since the model of the OCR engine which was used
to convert the entire corpus was trained on a sub-
set of documents of more recent years (implying
good paper quality, clear font, no ink problem, etc.),
the OCR quality of the OCRed documents decreases
substantially for the older documents. In a test set of
100 randomly selected documents from the corpus,
we found that 16.4% of the words3 did not appear in
the Unified Medical Lexicon for French (Zweigen-
baum et al., 2005), a word list with specific technical
terms. Of these 16.4%, 3.8% pertained to words that
were domain-specific terms that has been correctly
identified in the OCR process but which did not fea-
ture in the UMLF, and 10.8% were words which
contained at least one OCR error. The remaining
out-of-vocabulary4 (OOV) words were not classifi-
able. Table 1 shows a representative example of an
OCRed document of mediocre quality in the corpus.

3.3 Training set

For the purposes of training the neural network de-
scribed in section 4, we needed to provide the model
with relatively clean data to learn a reliable language
model. We used the proportion of OOV words with
regards to the number of words in the document as

2While the original paper documents might be identical, the
process of OCR and de-identification has introduced enough
noise that very few identical files remain.

3We performed simple whitespace tokenization with re-
moval of punctuation to obtain the set of words.

4The vocabulary was made up of Unified Medical Lexicon
for French and a list of domain-specific terms extracted from a
comprehensive French handbook of foetopathology (Bouvier et
al., 2008)
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I. EXAMEN MACROSCOPIQUE
- fætus de sexe mascu1in
- état frais
- macération absente
- poids 440 gr
- menurations VT 2/ cm
VC 19 cm PC 19 cm Pied 3,5
- ces paramètres sont compatibles avec un
âge gestationnel de 21’22S,A
...
La dissection des viscères met en évidence :
- hvpoplasie du cœur gauche
...
Les clichés ne montrent pas danomalie
osseuse autre que faOsence Oe la 12ème
paire de côtes.

Table 1: Feto-placental report sample with fake data and real-

istic digitization errors. Incorrectly digitized tokens are in bold.

a simple heuristic to determine the OCR quality of
the document. Using this metric we divided the cor-
pus into four categories, as shown in Table 2. The
right column shows the cut-off rates that were used
to distinguish between the different categories. The
lower the document score, the fewer OOV words
were found which indicates a good OCR quality. We
would like to stress that although we use external
resources to classify the training corpus into cate-
gories, this information is not used during the train-
ing of the neural networks.

OCR quality # of documents score cut-off
Excellent 1,088 (6.6%) x <= 0.1
Good 7,694 (46.4%) 0.1 > x <= 0.25
Mediocre 3,595 (21.7%) 0.25 > x <= 0.50
Unusable 4,196 (25.3%) x > 0.50

Table 2: Distribution of OCR quality categories in the training

corpus

3.4 Evaluation set

All evaluations in this paper were carried out on a
set of 53 files, randomly selected from the Excellent
and Good quality subsets, which had been annotated
manually by one annotator in two passes. These an-
notations were later verified by a second annotator.5

5The role of the second annotator was to check that the ex-
isting annotations were correct and consistent. Ergo the annota-

In total, the evaluation contains 473 errors. Table 3
shows the distribution of the four main types of OCR
errors in the evaluation set. For each error the anno-
tator provided a corrected string. Consequently, for
each document in the evaluation set we had an origi-
nal version with OCR errors, and a corrected version
as the Gold Standard.

error type # OCR error
ex.

Gold Standard

insertion 38 nuquer nuque
deletion 69 maroscopique macro-

scopique
substitu-
tion

349 extrei/iities extremities

other 17 e};,.ez ,J2 e};,.ez ,J27

Table 3: Distribution of OCR error types in the evaluation set

4 Model

4.1 Character-based LSTM model
Our model consists of a many-to-many character
sequence learning network using Long Short Term
Memory nodes (LSTMs). The main idea is that the
input sequence, in this case a string of characters,
is mapped to a vector which is fed into a recurrent
neural network (RNN) to generate the output se-
quence conditioned on the encoding vector. We use
LSTMs8 (Graves, 2013) as the basic RNN unit since
this has shown improved performance on various
NLP tasks such as text generation. In our model, we
stack two LSTM layers on top of each other: the first
level is an encoder that reads the source character se-
quence and the other is a decoder that functions as
a language model and generates the output. We also
added a drop-out layer since this has been shown to
improve performance (Srivastava et al., 2014). The
model was implemented in Keras (Chollet, 2015), a
python library for deep learning. Figure 1 shows the
network hierarchy.

tions were not done independently.
6Since the annotators did not have access to the original PDF

files to check the original text, it was not possible to generate
corrected text for some badly corrupted strings.

7Since the annotators did not have access to the original PDF
files to check the original text, it was not possible to generate
corrected text for some badly corrupted strings.

8An excellent low-level introduction to RNNs and LSTMs
can be found at http://karpathy.github.io/2015/
05/21/rnn-effectiveness/.
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Figure 1: Hierarchy of 2-layer many-to-many sequence learn-

ing network; ’hvpop’ taken as input, ’hypop’ as expected output

In order to learn a robust language model, we
fed the neural network with randomly corrupted in-
put strings and provided the original (non-corrupted)
strings as output labels. This way the NN learns both
a character level language model that is domain-
specific but it also learns to detect and eliminate ran-
dom noise. We created corrupted strings by deleting,
inserting and substituting one or two characters for
a given string. Since a string could be submitted to
multiple corrupting edits this resulted in both mono-
error as well as multi-error words in the corrupted
string. We heuristically determined the rate of noise
so as to resemble the level of corruption, i.e., number
of OCR errors of the actual test data. Table 4 shows
an example of the generated training input with label
output. We used windows of 20 characters from the
initial text but since the length of the corrupted text
strings varied due insertions and deletions, the net-
work was fed (padded) sequences of 23 characters.
The network was trained on data from the ‘Excel-
lent’ OCR quality subset.

original text (reference) ‘après l’expulsion de’
corrupted text (input) ‘arpèS1’exVlsion e’
model output ‘après 1’exulsion de’

Table 4: Example of input, output and reference in the training

process

We experimented with two different string cor-
ruption settings:

1. Random generation (randomNoise) in which

we used a random number generator to deter-
mine if and which edit options were selected.
Character substitutions were performed at ran-
dom with characters from the character set;

2. Insertion of character confusions (confusion-
Pair): In this setting we want to examine if in-
jecting information on possible character con-
fusions in the corpus, i.e. teaching the model
that character x is likely to be replaced with
character y, leads to a faster convergence of the
trained models. While we do not have anno-
tated training material to learn character con-
fusions, we can exploit the natural redundancy
in the corpus: Using a string alignment algo-
rithm we identified near-duplicates in the sub-
set of documents with ‘Good’ OCR quality. We
then extracted confusion pairs, i.e. 1:1, 2:2,
1:2 and 2:1 character pairs that occurred in the
same contexts, and had a relatively high fre-
quency in the corpus. Table 5 shows the top 5
of the most frequent confusion pairs extracted
from the corpus. This information was added
to the randomization module so that instead of
a substitution of a character by a random char-
acter, the only substitutions allowed were cho-
sen from this list. We should stress that, since
we do not use annotated training material, the
extracted list might not be complete.

string to be
replaced

replacement
string

character pair
type

l I 1:1
I l 1:1
! l 1:1

W VT 1:2
rr m 2:1

Table 5: Most frequent character confusions from the subset of

the corpus with ‘Good’ OCR quality

4.2 Baseline model

In order to evaluate the relative improvement of our
character-based model, we also implemented a tradi-
tional word-based OCR error detection and correc-
tion system. Our implementation follows the basic
structure of such systems which were presented in
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section 1. The algorithm consists of the following
steps:

1. Tokenization of the text into token sequences;

2. OCR error detection by vocabulary9 look-up.
We allowed up to a minimal edit distance of
three10 transformations of a given token, and
the combination of the given token glued to
the subsequent token in the token sequence11

to find a suitable entry in the lexicon.

3. The candidates were then ranked and the
highest-ranking candidate was used the replace
the original token in the text. We experimented
with different weighting schemes and finally
opted for a ranking by the number of edits, in
which substitution edits that used the confu-
sion pairs (presented in section 4.1) had a lower
weight than edits which were not significantly
present in the training corpus.

5 Experiments

The character-based models were trained for 4 it-
erations with 20 epochs12 per iteration. The ran-
domNoise and confusionPair models achieved 73%
and 71% accuracy respectively while the baseline
model achieved an accuracy of 51%. Inspection of
the intermediate scores shows that the randomNoise
model achieves convergence fairly quickly, while
the confusionPair model has a slower learning rate.
This indicates that corrupting the strings in a more
‘consistent’ manner, i.e. using information on likely
confusion pairs extracted from the corpus, leads to
more erroneous assumptions during training. While
the randomNoise model is trained to robustly deal
with random noise, the confusionPair model’s focus
on a subset of the possible errors does not train the
model well enough to detect other kinds of errors.

A close analysis of the corrections and errors
of the randomNoise model on the test set shows that

9Checks were performed using the same lexicon as for the
calculation of the proportion of OOV words in section 3.3. We
extended the lexicon by creating new entries which consisted
of two original words of the lexicon glued together, in order to
catch whitespace deletion errors.

10In our implementation insertion, deletion and substitution
steps all had the same cost, i.e. 1.

11In order to find whitespace insertion errors
12The number of epochs was empirically determined.

the model is good at detecting ‘close’ substitutions
of characters when they appear in a relatively clean
environment, e.g. a substitution between ‘e’ and ‘é’
in the string ‘theorique’, or a switch between low-
ercase and uppercase, such as in ’develoPpement’ .
We find that when the original input string contains
multiple OCR errors close together (and as such is
no longer a ‘clean’ environment for a character sub-
stitution), the model cannot adequately decide which
characters to replace. This suggests that either grad-
ually increasing the ratio of noise or slowly extend-
ing the context window during training might have
a positive impact on performance accuracy. Table 6
shows the proportions of OCR errors in the manu-
ally annotated evaluation set that were corrected by
the two character-based approaches and the word-
based baseline model.

OCR error type randomNoise confusionPair
insertion 0.0 0.1
deletion 24.5 23.6
substitution 75.5 76.3

Table 6: Proportions of corrections for different OCR error

types in the evaluation set

We see that most substitution errors are most
easily spotted by the models but that the detection of
insertion errors proves very difficult. This is because
most of the insertion errors are random insertions
of whitespace in words. Since whitespace is used
abundantly in structuring the documents, the model
generally predicts this character with a high prob-
ability, and thus fails to detect it as an error. The
addition of character confusion information in the
creation of corrupted input data (column 2 in Table
6) has a slight positive impact on substitution errors
but not as much as was expected.

When examining the cases in which the model
failed to spot an error or generated corrections where
none were needed, we find that text written in upper-
case presents a great difficulty for the models. Only
a small part of the documents are written in upper-
case, i.e. the headers with de-identified personal in-
formation and the titles of the individual sections.
The models clearly do not have enough training data
to learn an adequate language model. In a follow-
up study, we should either provide the model with
more data, or add a lowercasing step to the prepro-
cessing pipeline. Another interesting but infrequent
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error are the cases where the language model has
clearly learned the character-based language models
but uses it incorrectly given the wider context, for
example, by changing ‘facile’ (easy) into ‘faciale’
(facial) in ‘Ponction de trophoblaste facile’ (easy
puncture of the trophoblasts). These types of error
could be avoided by fitting a larger language model
on top of the character-based LSTM model.

6 Conclusion

In this paper we presented a method for the detection
and correction of OCR errors in French patient files.
Our method consists of a many-to-many sequence
learner using LSTMs which is robustly trained on ar-
tificially corrupted good-quality training data in or-
der to learn both the underlying character level lan-
guage model, as well as to detect and eliminate noise
in the input string. The relatively fast convergence
of the models is likely due to the natural redundancy
in the medical corpus. We experimented with two
different methods of adding noise to the input and
found that injecting information on likely character
confusion pairs extracted from the training corpus
had no positive impact on accuracy. Interestingly,
the models are not good at detecting insertion er-
rors, i.e. the detection of word boundaries. In future
work, we would like to extend the model by combin-
ing the output of the character level with information
on word level through an embedding layer in order
to improve the overall accuracy.
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Abstract

Automated citation analysis (ACA) can be im-
portant for many applications including au-
thor ranking and literature based information
retrieval, extraction, summarization and ques-
tion answering. In this study, we developed a
new compositional attention network (CAN)
model to integrate local and global attention
representations with a hierarchical attention
mechanism. Training on a new benchmark
corpus we built, our evaluation shows that
the CAN model performs consistently well on
both citation classification and sentiment anal-
ysis tasks.

1 Introduction

Citations are relations between the cited and citing
articles and are important content in literature. There
are different reasons that authors choose to cite an
article. Identifying the purpose of the citations has
important applications including faceted navigation,
citation based information retrieval, impact factor
assessment and summarization of scientific papers
(Hearst and Stoica, 2009).

ACA refers to the tasks of citation function clas-
sification and citation sentiment analysis. Pioneered
by Garfield and others (1965), a large body of
citation-related studies have been carried out to de-
velop categorization schemes for citation function
analysis. However, most of the studies are limited
to to specific domain. The classification schemes
are typically complex, containing multiple overlap-
ping categories ranging from three to 35 (Bornmann
and Daniel, 2008). In contrast, the success of ACA

depends on a small but well-defined set of cita-
tion categories. Nanba and Okumura (1999) de-
veloped a semi-ACA based on a 3-category scheme
derived from Garfield and others (1965)’s 15 cate-
gories. Similarly, Pham and Hoffmann (2003) devel-
oped rule-based approaches (cue phrases) to classify
citations into one of the four classes (basis, support,
limitation and comparison). Teufel et al. (2009)
addressed citation function classification and senti-
ment analysis jointly by a hierarchical scheme with
the top nodes for sentiment and the leaf nodes for
function classes. Agarwal et al. (2010) developed a
scheme of eight non-overlapping categories for cita-
tion function classification in biomedical literatures.
This scheme simplifies Yu et al. (2009)’s hierarchi-
cal overlapping categories. Recently, a decision-tree
based scheme was introduced to facilitate citation
context based intelligent systems (Mandya, 2012).
The citation function classes, organic and perfunc-
tory proposed by Moravcsik and Murugesan (1975)
was adapted for a facet-based classification scheme
(Jochim and Schütze, 2012).

Machine learning (ML) approaches to ACA
mainly adapted statistical classifiers including sup-
port vector machines (SVM), logistic regression
and Nave-Bayes classifier (Athar, 2011; Athar and
Teufel, 2012; Sula and Miller, 2014). The feature
set extracted includes n-grams, part-of-speech tags,
word stems, cue phrases, sentence dependency com-
ponents, named entity mentions and word and sen-
tence location based features. Despite the rich lin-
guistically motivated feature sets, ACA remains a
challenge, performing significantly worse than hu-
man. One of the reasons for this could be the lack of
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Category Description
Function Classification

Background
Citations that describe background of the main topic on the whole, or provide recent studies and
state-of-the-art approaches in a general way

Method Citations of tools, methods, data and other resources used or adapted in the citing work

Results/findings
Citations that authors used to reference others study to relate their research results
and/or findings to the cited work

Don’t know This category should be chosen if you dont know which one to select
Sentiment Classification

Negational Citations that discuss or dispute the correctness and/or weakness of the cited work
Confirmative Citations that imply to confirm, support or make use of outcomes of the cited work
Neutral Citations that are not negational nor confirmative
Don’t know This category should be chosen if you dont know which one to select

Table 1: Citation categories in our analysis scheme.

a large training corpus.
In this study, we report the development of a sim-

plified citation classification schema, a subsequent
large annotated corpus, and a deep learning frame-
work for end-to-end ACA.

2 Methods

2.1 Citation Scheme
We developed a simple citation scheme as shown in
Table 1. Following Jochim and Schütze (2012), we
defined both function classification and sentiment
classification schemes as separate facets. For func-
tion classification, we followed the widely adopted
rhetorical IMARD categories in the scientific do-
main (Day and Gastel, 2012; Sollaci and Pereira,
2004), and introduced background, method and Re-
sults/findings types. We defined the standard nega-
tional, confirmative and neutral categories for senti-
ment classification. We added a don’t know category
to both function classification and sentiment classi-
fication since a previous work shows that such a cat-
egory improved annotation quality (van Rooyen et
al., 2015).

2.2 Machine Learning Approaches
We develop deep neural models and compare them
with a baseline model for automated citation analy-
sis.

2.2.1 Long Short Term Memory
Long short-term memories (LSTMs) based mod-

els are variations of recurrent neural nets and have
been introduced to solve the gradient vanishing

problem (Hochreiter, 1998). It has an ability
to model long-term dependencies of a word se-
quence (or context) and has achieved notable suc-
cess in a varity of NLP tasks like machine trans-
lation (Sutskever et al., 2014), speech recognition
(Graves et al., 2013) and textual entailment recogni-
tion (Bowman et al., 2015). In the context of citation
analysis, LSTMs read citation context to construct a
dense vector representation of the citation for classi-
fication.

Let xt and ht be the input and output at time step
t. Given sequence of input tokens x1, . . . , xl (l is the
number of tokens in input text) an LSTM with hid-
den size k computes a sequence of the output states
h1, . . . , hl as

it = σ(W1xt +W2ht−1 + b1) (1)

i′t = tanh(W3xt +W4ht−1 + b2) (2)

ft = σ(W5xt +W6ht−1 + b3) (3)

ot = σ(W7xt +W8ht−1 + b4) (4)

ct = ft � ct−1 + it · i′t (5)

ht = ot � tanh(ct) (6)

where W1, . . . ,W8 ∈ Rk×k and b1, . . . , b4 ∈ Rk

are the training parameters. σ and � denote the
element-wise sigmoid function and the element-
wise vector multiplication. The memory cell ct and
hidden state ht are updated by reading a word to-
ken xt at a time. The memory cell ct then learns to
remember the contextual information that are rele-
vant to the task. This information is then provided
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to the hidden state ht by using a gating mechanism
and the last hidden state hl summarizes the all rele-
vant information. it, ft and ot are called gates. Their
values are defined by non-linear combination of the
previous hidden state ht−1 and the current input to-
ken xt and range from zero to one. The input gate
it controls how much information needs to flow into
the memory cell while the forget get ft decides what
information needs to be erased in the memory cell.
The output ot finally produces the hidden state for
the current input token. The final representation vec-
tor hl is subsequently given to a multi-layer percep-
tron (MLP) with softmax output layer for classifi-
cation.

Bi-directional LSTMs read the input sequence
in both forward and backward directions and have
shown to improve further NLP tasks (Jagannatha
and Yu, 2016). We implemented Bi-directional
LSTM models for citation classification; here we
concatenate the last vector representations of the two
LSTMs for the subsequent layers.

Studies have shown that LSTMs based models do
not work well on memorizing long sequences (Bah-
danau et al., 2015). To overcome this limitation, we
introduce the attention models.

2.2.2 Global Attention
Attention mechanisms allow NN models to selec-

tively focus on the most task-relevant part of input
sequence. As a result, rather than treating every in-
put vector equally, attention models assign weights
to the vectors. Since attention models are able to
bring out a past and possibly distant input vector to
current time step with the blending operation, it also
mitigates the information flow bottleneck in RNNs.

We extend the LSTMs based models with a global
attention mechanism. This type of attention mecha-
nism is implemented by a neural network that takes
a sequence of vectors (usually output vectors of
LSTMs) and selectively blends those vectors into a
single attention vector. We adopt the attention archi-
tecture proposed by Hermann et al. (2015).

Concretely, the global attention considers all the
output vectors h1, . . . , hl to construct an attention
weighted representation of the input sequence. Let
S ∈ Rk×l be a matrix of the LSTMs output vectors
h1, . . . , hl and ol ∈ Rl be a vector of ones. An at-
tention weight vector α, an attention representation

r and the final representation h′ are defined as

M = tanh(W aS +W hhl ⊗ ol) (7)

α = softmax(w>M) (8)

r = Sα> (9)

h′l = tanh(W sr +W xhl) (10)

where W a,W h,W s,W x ∈ Rk×k are learnable ma-
trices and w> is transpose of learnable vector w ∈
Rk. With the outer product W hhl ⊗ ol we repeat
the transformed vector of hl l times and then com-
bine the resulting matrix with the projected output
vectors.

2.2.3 Compositional Attention Network
The global attention introduced in the previous

section does not incorporate subsequence informa-
tion as it considers the whole input as a single com-
ponent. However, natural language and its text form
are composed of a set of semantic units. For ex-
ample, a document can be broken down into para-
graphs, the paragraphs into sentences, and the sen-
tences into words. Inspired by this, we propose our
CAN model. The proposed attention is also hierar-
chical in a sense that it consists of different attention
layers. CAN attends locally over the input subse-
quences and globally over the whole input and selec-
tively composes these two types of attention repre-
sentations with a second layer attention to construct
a higher level representation. We use the standard
neural attention network (Equation (8 - 10)) from
the previous section as a main building block in our
CAN.

Let R ∈ Rk×z be a matrix of the representations
r1, . . . , rz (z is the number of input subsequences,
i.e. the number of sentences in the input) learned by
local attentions and r the output of the global atten-
tion. We then obtain the final attention representa-
tion r′ and the final output h′′ as follows.

M ′ = tanh(W ′aS +W ′hr ⊗ oz) (11)

α′ = softmax(w′>M ′) (12)

r′ = Rα′> (13)

h′′ = tanh(W ′sr′ +W ′xr) (14)
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Figure 1: Compositional attention network. r1, r2 and r3 are the locally attended vectors of the output subsets and r is the globally

attended vector of the whole output. In the second layer attention, we selectively blend these vectors and obtain the higher level

representation r′.

The W matrices and the w vectors of this model can
be tied together. When tied, the number of param-
eters is equal to that of the global attention mod-
els. Therefore, this attention network introduces no
parametric complexity to compare with the classic
global attention model. Figure 1 depicts the over-
all structure of this model (Equation (1–6), (8–9)
and (12–14)). The input consists of the three sub-
sequences [x1, x2, x3], [x4, x5, x6] and [x7, x8, x9].
The local attention vectors r1, r2 and r3 are con-
structed by attending over the LSTM outputs for
the each subsequence. Similarly, the global atten-
tion vector r is obtained by attending over the whole
output sequence h1, . . . , h9. In the second layer at-
tention, these representation are composed for the
higher level representation r′. The final representa-
tion h′′ can be obtained according to Equation (9).

The intuition behind our CAN is to attentively
compose words within a sentence to construct a lo-
cal attention vector for each sentence and then these
attention vectors are further composed in a second
layer attention to learn a whole document represen-
tation. We tie the parameters of local, global and the
second layer attentions so CAN is forced to learn to
compose both the word and sentence presentations
attentively.

We also build the bi-directional variation of these
models by feeding the concatenated outputs of the
forward and backward LSTMs. Due to the concate-
nated outputs, the size of theW matrices and w vec-
tor become 2k × 2k and 2k respectively, increasing
the number of parameters to be trained.

2.2.4 Baseline Classifier
We implemented a baseline model, which in-

cludes extraction of TF-IDF statistics of n-grams (1,
2 and 3-grams) from each citation for feature sets
and a support vector machine (SVM) classifier with
a linear kernel. For the SVM model, we performed a
grid search over its hyper-parameters (including the
regularization parameter, C) by using the develop-
ment set for evaluation. Once the best parameters
were found, the final SVM model was learned on
both the training and development sets and tested on
the test set.

2.3 Data Collection, AMT Annotation and
Gold Standard Datasets

In order to increase the generalization of data, we
maximizes the total number of selected articles.
Specifically, we selected a total of 5,000 citation
sentences from 2,500 randomly selected PubMed
Central articles (we randomly selected two citation
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Corpus #docs Avg. #sents Max. #sents #classes Class Distribution
Yelp 2013 335,018 8.9 151 5 .09/.09/.14/.33/.36
IMDB 348,415 14.02 143 10 .07/.04/.05/.05/.08/.11/.15/.17/.12/.18

Table 2: Statistics for the document-level sentiment datasets.

sentences from each article). We then developed
guidelines and deployed an annotation task in a
crowdsourcing platform, Amazon Mechanical Turk
(AMT).

Each citation was labeled by five annotators. We
provide the AMT annotators the previous and the
next sentences of the citation sentence to enrich the
context. We designed a quality control (attention
check questions) and ended the AMT session if the
AMT workers failed to answer correctly the atten-
tion check questions. To evaluate the quality of an-
notation, we asked a domain expert (a MD) to inde-
pendently annotate 100 citation sentences randomly
selected from our corpus and used it as the gold stan-
dard to evaluate inter-annotator agreement with the
AMT workers.

We built two gold standard datasets to use for
training and for evaluation. The first dataset is com-
posed of labels agreed by at least three of the five
annotators (three label matching). This resulted in
3,422 citations for the function analysis and 3,624
citations for the sentiment analysis. The second
dataset is more relaxed in which we selected a la-
bel given by the majority of the five annotators. In
this setting, we included a label that may fail inclu-
sion by the first approach. For example, even if only
two annotators agreed on a label, we will include it
in our gold standard dataset because it represents a
clear majority vote (the rest of three labels all differ).
As a result, this dataset included 4,426 citations for

the function classification and 4,423 citations for the
sentiment classification.

2.4 CAN for Document-level Sentiment
Analysis

In order to test the robustness of the CAN model,
we also evaluate it for sentiment analysis on two
publically available large-scale datasets: the IMDB
movie review and Yelp restaurant review datasets.
Particularly, we used the pre-split datasets by Tang
et al. (2015). Each document in the datasets is asso-
ciated with human ratings and we use these ratings
as gold labels for sentiment classification. Table 2
reports the statistics for the datasets.

2.5 Experimental Settings
During the experiment, citations labeled with don’t
know were removed from the training data. Each
dataset was split into 200/200/rest for dev/test/train
sets with a stratified sampling. A stratified sampling
is performed to preserve percentage of the citations
for each class in each set. We experimented with us-
ing only the citation sentence as input example and
the expansion with both the previous and the next
sentences.

We used ADAM (Kingma and Ba, 2014) for op-
timization of the neural models. The size of the
LSTM hidden units was set to 200. All neural mod-
els were regularized by using 20% input and 30%
output dropouts and an l2 regularizer with strength
value 1e-3. A word2vec (Mikolov et al., 2013)

Citation Analysis Task Class Citation Distribution
Majority Voting Three Label Matching

Function classification

Background 30.5% 20.5%
Method 23.9% 18.2%

Results/findings 45.3% 38.3%
Don’t know 0.1% 0.06%

Sentiment classification

Negational 4.8% 2.6%
Confirmative 75% 59.8%

Neutral 19.8% 19%
Don’t know 0.2% 0.1%

Table 3: Statistics for our automated citation analysis corpus.
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Model Majority Voting Three Label Matching
Train Test Train Test

SVM 99.19 54.27 87.5 53.89
LSTMs 59.71 59.55 63.05 66.42
LSTMs + Global Attention 69.02 65.73 69.05 68.61
Bi-LSTMs 62.14 64.04 67.31 67.88
Bi-LSTMs + Global Attention 72.58 64.6 67.4 68.61

Table 4: Citation function classification results. Single citation sentence is presented as input.

model trained on a collection of PubMed Central
documents transformed citation context to word vec-
tors with size of 200 (Munkhdalai et al., 2015). The
parameters of CAN are tied and equal to that of the
global attention. The neural models were trained
only on the training set while SVM model was built
on both training and development sets. We use the
development set to evaluate the neural models for
each epoch to choose the best model. Each model
was given 30 epochs, which was empirically found
to be enough time for the models to converge to an
optima. The final performances of the methods were
reported on the test set. The average training time
for the neural network models was approximately
three hours on a single GPU (GeForce GTX 980).

3 Results

Table 3 lists the detailed statistics of our AMT an-
notated corpus. The overall agreement between the
expert’s annotation and the AMT annotation was
63.1% and 64.7% for function and sentiment anal-
ysis tasks. For the function classification, a majority
of citations were annotated as results and findings.
As shown in Table 3, for the sentiment classifica-
tion, 4.8% was labeled as Negational while 75% and
19.8% were Confirmative and Neutral. This shows
that the citations bias towards a positive statement,
resulting a highly unbalanced class distribution.

3.1 Citation Function Analysis

Table 4 lists the results of the function classification
by using only citation sentences as input to the mod-
els. The SVM baseline obtains the lowest training
error. As the models become complex the perfor-
mance increases. However, some cases like the Bi-
LSTMs based global attention model tend to overfit
the training data. The unidirectional LSTMs with
global attention achieves the best F1-score in both
settings when only the citation sentence is input.

Table 5 shows the performance where the inputs
are represented by a larger context of the previous,
citation and next sentences. We treated the each sen-
tence related to a citation as a subsequence and ap-
plied our CAN. Here the bi-directional LSTMs with
CAN is the clear winner in terms of the test perfor-
mance. This model achieves 75.86% F1-score im-
proving the results of the previous model by nearly
7% in the three label matching setup. Unlike the
compositional models, the performance of the global
attention models decreased in response to additional
context given in the input. Furthermore, the mod-
els tend to get a higher F1-score in the three label
matching setup because this setting has an extra an-
notation noise filter in selecting the gold labels.

Model Majority Voting Three Label Matching
Train Test Train Test

SVM 81.19 45.72 99.97 58.44
LSTMs 53.08 56.74 61.4 59.85
LSTMs + Global Attention 58.97 57.48 77.38 64.96
LSTMs + CAN 60.55 60.11 66.64 73.28
Bi-LSTMs 55.56 56.17 74.49 67.88
Bi-LSTMs + Global Attention 60.28 56.88 66.7 66.42
Bi-LSTMs + CAN 71.34 60.67 79.76 75.57

Table 5: Citation function classification results. Citation sentence + its left and right sentences are used as input.
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Model Majority Voting Three Label Matching
Train Test Train Test

SVM 82.89 74.5 96.39 70.73
LSTMs 75.25 75.14 73.45 74.48
LSTMs + Global Attention 76.24 76.27 77.38 75.86
Bi-LSTMs 75.84 75.7 73.78 75.17
Bi-LSTMs + Global Attention 75.65 77.4 80.77 74.48

Table 6: Citation sentiment classification results. Single citation sentence is presented as input.

Model Majority Voting Three Label Matching
Train Test Train Test

SVM 82.87 75 85.72 71.95
LSTMs 75.25 75.7 73.54 73.79
LSTMs + Global Attention 76.14 75.14 74.68 74.48
LSTMs + CAN 79.18 76.04 73.78 78.1
Bi-LSTMs 76.24 75.7 73.57 73.79
Bi-LSTMs + Global Attention 75.52 75.7 74.8 74.48
Bi-LSTMs + CAN 75.5 75.44 74.51 75.18

Table 7: Citation sentiment classification results. Citation sentence + its left and right sentences are used as input.

3.2 Citation Sentiment Classification

Table 6 shows the evaluation results when the ci-
tation sentences are the input. The LSTMs based
global attention models obtain the best F1-scores on
the test sets. In Table 7, we report the results of the
wider context input (citation sentence + its left and
right sentences). Here the CAN models perform the
best. Similar to the function classification results,
the extra context information provides an increasing
performance if the model is able to properly exploit.

Despite the same number of training parameters,
our compositional attention mechanism significantly
improved the performance.

3.3 CAN for Document-level Sentiment
Analysis

Table 8 lists our document-level sentiment analysis
result on the restaurant and movie review datasets.
The CAN model achieves a state-of-the-art by lo-
cally and globally composing sentences with its hi-
erarchical attention. The Conv-GRNN and LSTM-
GRNN are the best-performing models from Tang et
al. (2015)’s and are stacked models of convolutional
network and RNNs. Our attention models achieve
lower MSEs than the stacked models.

We also analyzed whether lengths influence the
performance. We split the Yelp dataset into
train/dev/test so the models see only documents with

Figure 2: Result on varying length-documents.

length up to 15 sentences during training and clas-
sifies much longer documents with length up to 30
sentences during test. Figure 2 plots the test per-
formance over different lengths. The two atten-
tion models perform identically on seen lengths ex-
cept that the global attention model obtains a perfor-
mance gain on the shorter documents with up to five
sentences. However, for unseen lengths (the right
side of the green line) the performance of the com-
positional attention network remains almost consis-
tent and in contrast the global attention starts to de-
crease in general. This shows the compositional
ability of our neural net.
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Model Yelp 2013 IMDB
Accuracy MSE Accuracy MSE

SVM (Tang et al., 2015) 59.8 0.68 40.5 3.56
Conv-GRNN (Tang et al., 2015) 63.7 0.56 42.5 2.71
LSTM-GRNN (Tang et al., 2015) 65.1 0.5 45.3 3.0
LSTMs + Global Attention (Ours) 63.82 0.57 38.82 2.25
LSTMs + CAN (Ours) 64.49 0.55 44.16 2.5

Table 8: Results of document-level sentiment classification. MSE: mean squared error (lower is better).

4 Conclusion

We have developed a generic and simple categoriza-
tion scheme and a new benchmark corpus for auto-
matic citation analysis. We presented several neural
attention networks for the task and evaluated them
by using the benchmark corpus. Among these at-
tention mechanisms our original model, we called
compositional attention network, performed consis-
tently well on both citation function and citation sen-
timent classification tasks by attentively composing
additional contextual information provided. In an
extended experiment, we have also shown that the
compositional attention network generalizes better
to examples with unseen longer lengths thanks to its
compositional operation.
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INSERM-CépiDC, Paris, France
aude.robert@inserm.fr

Abstract

The scientific community is facing raising
concerns about the reproducibility of research
in many fields. To address this issue in Nat-
ural Language Processing, the CLEF eHealth
2016 lab offered a replication track together
with the Clinical Information Extraction task.
Herein, we report detailed results of the repli-
cation experiments carried out with the three
systems submitted to the track. While all re-
sults were ultimately replicated, we found that
the systems were poorly rated by analysts on
documentation aspects such as ”ease of un-
derstanding system requirements” (33%) and
”provision of information while system is run-
ning” (33%). As a result, simple steps could
be taken by system authors to increase the ease
of replicability of their work, thereby increas-
ing the ease of re-using the systems. Our ex-
periments aim to raise the awareness of the
community towards the challenges of replica-
tion and community sharing of NLP systems.

1 Introduction

Reproducibility, or replicability, is the quality of a
scientific experiment that can be performed indepen-
dently several times and yield the exact same results
on each iteration.

1.1 Why should research strive for
reproducibility and methods to achieve it

The advantages of reproducibility notably include
increased work productivity and recognition in the
community (Piwowar et al., 2007; Schultheiss et
al., 2011; Markowetz, 2015). However, in prac-
tice, reproducibility is not always achieved or

maintained over time (Davis and Walters, 2011).
The scientific community is facing raising con-
cerns about the reproducibility of research in many
fields (Baker, 2016), including Natural Language
Processing (Fokkens et al., 2013).

Is there really a reproducibility problem in natu-
ral language processing that needs to be dealt with?
Different observations support different conclusions
regarding this question. On the one hand, the rela-
tive paucity of attention to the question until recently
suggests that the community does not seem to think
that there is one. On the other hand, recent activity
in the area suggests that the community might not
be quite so sanguine about the situation: an editorial
in a major journal in our field (Pedersen, 2008) and
the healthy level of participation in a workshop on
the topic associated with a major conference1 sug-
gest that in fact, reproducibility is an issue—not just
reproducibility of work outside of one’s own lab, but
even reproducibility of work within one’s own lab.

Can we investigate empirically the extent of re-
producibility issues in natural language processing?
Previous work has pointed out that in computer sci-
ence in general, it is difficult to assess reproducibil-
ity even at very superficial levels and even with very
unambitious definitions of “reproducibility” (Good-
man et al., 2016). If the null hypothesis is that it
is not any more difficult to assess reproducibility in
natural language processing than it is in other areas
of computer science, then there is reason to suspect
that the null hypothesis does not hold, and that in

1Workshop on Research Results Reproducibility and Re-
sources Citation in Science and Technology of Language;
http://4real.di.fc.ul.pt/
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fact it is more difficult to assess reproducibility in
natural language processing due to the nature of the
data our discipline studies: large corpora of natu-
ral language texts that are updated on a regular ba-
sis (e.g. PubMed, hospital information systems) and
subject to being processed in a myriad of different
yet similar ways by every researcher (e.g. for the
purpose of word segmentation, part of speach tag-
ging).

1.2 The shared task model in evaluation of
natural language processing

Early in the history of natural language processing,
it was quite difficult for researchers to learn from
comparisons of systems because they generally dif-
fered on the most basic issues of goals and metrics.
Answering questions that are commonplace today,
such as what are the advantages and disadvantages
of purely rule-based methods and purely learning-
based methods for information extraction?, was not
possible when the differences between projects in-
cluded not only different methods, but also differ-
ent extraction targets, data, and figures of merit. In
that context, the idea developed that one could learn
more from research by standardizing some of those
basic aspects of the work. The resulting shared
task model of evaluation consists of multiple groups
agreeing on a shared task definition, a shared data
set, and a shared evaluation metric.

Thus, shared tasks provide an opportunity to over-
come some of the challenges to replication in natural
language processing—in particular, the definitional,
data, and scoring issues. The work reported here
explores the question of whether the evaluation of
replicability in natural language processing can be
pushed forward to the highest level of the replica-
bility hierarchy by taking advantage of these aspects
of the shared task model. The rationale behind this
approach is that one can capitalize on the fact that
the systems that are used to address a challenge task
all accommodate the same input and output formats,
as specified in the challenge. And, the scoring code
is open and freely available. Therefore, system re-
sults on a challenge dataset should be very easy to
replicate without incurring significant training and
effort—or, at least, they should be possible to repli-
cate, if given access to the original system.

1.3 Leveraging the shared task model to
achieve reproducibility

The project reported here is an attempt to pursue the
issue of reproducibility in the light of the language-
processing-specific problems in research methodol-
ogy. Discussing reproducibility in computer science
in general, Collberg et al. (Collberg et al., 2014)
suggest that in the context of computer science re-
search, the notion of reproducibility—defined by
them as the independent confirmation of a scien-
tific hypothesis through reproduction by an indepen-
dent researcher/lab—can usefully be replaced by
the concept of repeatability. In particular, they de-
fine three types of what they call weak repeatability.
The highest level is the ability of a system to be ac-
quired, and then built in 30 minutes or fewer. The
next level is the ability of a system to be acquired,
and then built, regardless of the time required to do
so. The lowest level is the ability of a system to be
acquired, and then either built, regardless of the time
required to do so, or the original author’s insistence
that the code would build, if only enough of an effort
were made.

Previous work has reached only as far as the 3rd
level (Anda et al., 2009). However, the shared task
environment (defined below) gives us the opportu-
nity to come quite close to the fourth and highest
level: the ability of a system to be acquired, built,
and used to produce results consistent with pub-
lished reports. In particular, the facts that the shared
task model gives one access to the same data on the
one hand, and the same scoring script on the other,
provide a rather unique opportunity to evaluate re-
producibility at the fourth level. In fact, this paper
reports the only work that we are aware of that trav-
els this high up the computer science reproducibility
hierarchy.

Reproducibility is a real challenge because of
the complexity of scientific experiments and exper-
imental set-up. When describing experiments, re-
searchers are often encouraged to focus on the nov-
elty and interest of their research while devoting
less time (and report space) to describe steps that
might appear as easy routine. This situation leaves
researchers (the authors themselves, or colleagues)
trying to reproduce experiments described in a paper
with a series of minute technical questions. Without

79



answers to these questions, the experimental set-up
may or may not be reproduced exactly, and it be-
comes difficult to interpret differences in results.

Beyond the observation that reproducibility can
be hard to achieve, the scientific community is also
trying to understand the specific challenges associ-
ated with reproducibility in order to devise strate-
gies to overcome them (Nosek et al., 2015; Cohen
et al., 2016). The work we present here follows
this direction and aims to study the ease of repro-
ducing experiments in the highly constrained setting
of a community shared task, and to yield first-hand
actionable knowledge of what makes an experiment
easy or difficult to reproduce.

2 Replication track at CLEF eHealth 2016

The CLEF eHealth 2016 lab (Kelly et al., 2016)
offered three tasks to promote information extrac-
tion and information retrieval in the clinical domain.
Task 2 (Neveol et al., 2016) focused on clinical in-
formation extraction in languages other than En-
glish. It challenged participants with the task of
extracting UMLS (Unified Medical Language Sys-
tem) concepts from biomedical text French in the
form of anchored normalized entities or ICD10 (In-
ternational Classification of Diseases, 10th revision)
codes.

2.1 Description of the replication task and
system requirements

Participation in the replication track was open to all
teams who submitted results to the task. After sub-
mitting their result files, participating teams had one
extra week to submit the system used to produce
them, or a remote access to the system, along with
instructions on how to install and operate the system.

The “replication track” consisted in attempting to
replicate a team’s results by running the system sup-
plied on the test data sets, using the team’s instruc-
tions.

2.2 System analysts and evaluation
environment

Four system analysts committed to spend a maxi-
mum of one working day (8 hours) with each sys-
tem. The analysts attempted to install and configure
the systems according to the instructions supplied.
Participants were also allowed to supply a contact

address to make themselves available to address any
additional questions.

Two analysts had a Computer Science back-
ground with experience developping research sys-
tems in the field of bioNLP, and represented the use-
case of a colleague trying to reproduce experiments
in their field (research-oriented role). Another an-
alyst had a computer science background, and the
fourth analyst had a mixed linguistics/computational
linguistics background. Both had experience using
bioNLP applications and represented the use-case of
a user trying to leverage an existing tool for a task of
interest (user-oriented role).

In contrast with (Zheng et al., 2015), we did not
foster a controlled environment (e.g. using a vir-
tual machine with standard configuration for all an-
alysts) for installing the systems evaluated because
we wanted the analysts to work in an experimental
setting that would be similar to the one they would
use for reproducing experiments. For the same rea-
son, we did not rely on the use of containers.

2.3 Evaluation of the replication experience

The analysts independently ran the systems on the
appropriate CLEF eHealth task 2 test sets. The re-
sults obtained were be compared to those submit-
ted by the teams using the same system. During
this process, the analysts took notes on the various
aspects of working with the systems (ease of in-
stalling and using, ease of understanding supplied
instructions, success of the replication attempt), us-
ing a specific score sheet developed by the analysts,
following some of the criteria evaluated by (Zheng
et al., 2015). The score sheet comprised 10 ques-
tions addressing the experience of analysts at each
stage of the experiment: system configuration, sys-
tem installation, running the system, obtaining re-
sults, and overall impressions. Table 1 shows the
specific questions and answer scales. The analysts
were also encouraged to complete their answer to
questions with free text comments.

3 Results

A total of seven teams participated in CLEF eHealth
2016 task 2. Three teams submitted systems to the
replication track. One team submitted a system that
addressed the subtask of named entity extraction and
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Question Scoring Scale
Part 1. System configuration

Q.1 Is it easy to understand which are the system prerequisites, to check whether they are already
installed?

Yes/No

Q.2 Is it easy to follow the installation instructions to install the prerequisites that may be miss-
ing?

5-point scale

Part 2. Installing the System
Q.3 Is it easy to follow the installation instructions to install the system itself? 5-point scale
Q.4 Did you need to contact the system authors to install any part of the system? Yes/No

Part 3. Running the System on the CLEF eHealth 2016 datasets
Q.5 Is it easy to follow the instructions in the user manual to use the system to process the
challenge dataset(s)?

5-point scale

Q.6 Are there sufficient information to assess whether the system is running as expected, e.g.
progress visualization, running time, information messages

Yes/No

Part 4. Obtaining Results
Q.7 Are the results produced directly in the challenge format? Yes/No
Q.8 Did applying the challenge evaluation tool yield the exact same results as the participant
submitted run?

4-point scale

Part 5. Overall Impression
Q.9 Do you have any suggestions on what the authors of the system can do to make it more
usable? For example: Additional information on where to find prerequisites; Examples of instal-
lation or run commands; Screenshots, videos, or tutorials of the installation process or using the
system.

free text

Q10. Would you feel comfortable using the system outside the challenge? Yes/No
Table 1: Score sheet presented to analysts when working with the systems. The 5-point scale comprised the following options:

5-Effortless or nearly effortless, 4-Somewhat easy but there are challenges, 3-Somewhat difficult, 2-Extremely difficult, nearly

impossible, 1-I was not able to perform the task. The 4-point scale used for question Q.8 comprised the following options: 4-Yes,

exactly the same results, 3- Results are slightly different (less than .01 difference in F-measure), 2- Results are quite different (more

than .01 difference in F-measure), 1- Evaluation tool error.

the subtask of ICD10 coding. However, for named
entity extraction, the system submitted relied on pre-
processed intermediate results obtained by applying
an indexing tool on the test corpus. From the per-
spective of replication, we considered that we had
adequate material for reproducing only the ICD10
coding task with this system. The other two systems
submitted also addressed the ICD10 coding subtask.

3.1 Characteristics of systems submitted and
experimental set-up

Table 2 presents the characteristics of the systems
submitted by participants to the replication track.
To our knowledge, none of these systems are made
available by the authors outside of the CLEF eHealth
replication track.

All systems were research prototypes used with
terminal-based command-line.

Four analysts (the authors of this paper) partic-
ipated in the replication experiments. One analyst

Participant Operating System Language
System 1 Windows java
System 2 Linux python
System 3 Linux python

Table 2: Characteristics of the systems submitted to the repli-

cation track.

had access to both Windows and Linux OS and
worked will all three systems. One analyst had ac-
cess to a Windows OS and worked with System 1.
Two analysts had access to a Mac OS and worked
with System 2 and 3.

Table 3 presents the configuration of the machines
used by the analysts to reproduce experiments.

3.2 Assessment of the replication process

Table 4 presents the time spent by each analyst
working with the three systems to attempt reproduc-
ing results.

Table 5 presents the aggregated scoring of sys-
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Analyst Configuration
1 Windows 7

16Go ram, 9470Mb cache
Intel Core i5-3437U CPU 1.90 GHz (2.40GHz)

2 Windows and Ubuntu
4Go ram, 3MB cache

Intel Core i5-3210M with dual-core (2.50GHz)
3 Ubuntu 14.04.3 LTS

62Go ram, 42G cache
Intel Xeon, CPU L5520 (2.27GHz)

4 Mac OS X
8Go ram, 3Mb cache

Core i5-3427U CPU (1.8GHz)
Table 3: Configuration of the machines used by the analysts to

reproduce experiments.

Participant Analyst Human Run
Time Time

System 1 User 47 150
System 1 Developer 180 510
System 2 User 204 720
System 2 Developer 45 96
System 3 User 55 240
System 3 Developer 10 93

Table 4: Time (in minutes) spent by each analyst reproducing

results with the participant systems. For analysts with the User

profile, human time is averaged between the two analysts, while

run time only reflect the run time of the analyst who succeeded

in obtaining results from the systems.

tems performed by analysts while reproducing re-
sults.

Phase Question Score
Configuration Q1(*) Easy to understand? 33%

Q2 Easy to configure? 55%
Installation Q3(+) Easy to install? 93%

Q4(*) Contact Author? 0%
Running Q5(+) Easy to run? 55%

Q6(*) Info while running? 33%
Results Q7(*) Challenge format? 100%

Q8(*) Reproduced? 71%
Overall Q10(*) Use outside challenge? 33%

Table 5: Aggregated scoring of systems. A star symbol * in-

dicates binary scales (yes/no) and a plus symbol + indicates a

4 or 5 level scale as detailed in table 1. For questions Q7 and

Q8, data is averaged over analysts who did succeed in obtaining

results.

3.3 Reproducibility of the results

Between them, the analysts were able to replicate
results exactly for System 1 and System 3: the pre-
cision, recall and F-measure obtained from running
the systems were identical to that of the runs sub-
mitted by participants for two analysts, while one
analyst did not suceed in obtaining results. For Sys-
tem 2, only one analyst was able obtain results (one
analyst obtained a memory error before obtaining re-
sults and one analyst was not able to run the system),
and the results obtained showed a 0.02 difference in
F-measure, which was statistically significant. For
System 3, one analyst obtained results that showed
less than 0.01 difference in F-measure with the re-
sults submitted by the participants. For System 3, it
can also be noted that the system came with two con-
figuration options and the analysts were only able
to implement one of the configuration options each
(not the same one). These difficulties are reflected
in the score of 71% for the overall reproducibility
(Table 5, Q8).

4 Discussion

Almost half of the participants to the CLEF eHealth
2016 task 2 submitted a system to the replication
track, and an additional two teams expressed interest
in submitting but did not do so due to lack of time
and resources to prepare a system suitable for shar-
ing. It can also be noted that the three systems sub-
mitted addressed the task of ICD10 coding viewed
as a classification task - a relatively simpler task
compared to named entity recognition and normal-
ization also offered in task 2, which did not receive
any system submission. This confirms that there is
a strong interest from the community in the pro-
duction of reproducible research. It also confirms
that the time and resources required to ensure repro-
ducibility are not readily available.

Table 5 shows that the weakest aspects of the sys-
tems were the ease of understanding the system re-
quirements (Q1, overall score of 33%) and the qual-
ity of information supplied when the systems are ac-
tually running (Q6, overall score of 33%). The ana-
lysts experienced varying degrees of difficulty to in-
stall and run the systems. Differences were mainly
due to the technical set-up of the computers used to
replicate the experiments. For example, for System
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1, one of the analysts had a version of java com-
patible with the system installed by default, so that
running the system was effortless and the question
of the java version required never came up. In con-
trast, the other analyst had an older version of java
installed. Running the system produced errors that
had to be interpreted to understand that the prob-
lem came from the incompatibility between java ver-
sions. The analyst then had to look into the system
code files to find the java version requirement for the
system and then update their work environment ac-
cordingly. In our opinion, this highlights the fact that
reproducibility needs to be thought through prefer-
ably at the time of system development and in any
case before a system can be shared or re-used.

Analysts also report that additional information
on system requirements, installation procedure and
practical use would be useful for all the systems
submitted. For system 3, one analyst reported they
stopped the experiment because they feared that in-
stalling the python configuration required would in-
terfere with the current setting they had and would
prevent them from using tools they had set-up. Ad-
ditional explainations of the system requirement
would have helped provide a better understanding of
whether the system was compatible with an existing
configuration. Free-text comments elicited specific
recommandations for each of the systems.

Interestingly, one analyst in the user-oriented role
reported that they would feel confident using all of
the systems outside the challenge, while the other
analysts did not.

5 Concluding remarks

In Section 1, we pointed out that prior to the devel-
opment of the shared task model, there was no way
to explore questions such as what are the advantages
and disadvantages of purely rule-based methods and
purely learning-based methods for information ex-
traction?, due to gross differences in task definition,
data, and figures of merit. Despite having developed
and matured the shared task model in natural lan-
guage processing, we still cannot answer questions
like that. The shared task model controls three very
important variables: task definition, data and evalu-
ation metrics. However, it leaves an enormous num-
ber of variables unexplored, and those variables can

have a large number of values. Suppose that every-
one always used the default settings on every out-
of-the-box machine learning package: even in that
case, one only knows what the default settings are if
one knows which version of the package was used,
and that is often not recorded in published papers—
we looked at 11 of our own machine learning papers,
and found that we had given version numbers only
9% of the time.

Nonetheless, the approach that is described in this
paper moves the study of replicability in natural lan-
guage processing forward quite a bit. Replicating
the CLEF eHealth challenge results was feasible,
and this is the first paper that we know of that has
demonstrated that in computer science in general,
and in natural language processing in particular. For
each of the three systems studied, we were able to
replicate the results exactly or closely.

Not only does this work show that the approach is
feasible, but it also shows that the approach is able to
find problems—a very different kind of value from
validating the lack of problems, and in some ways
a more valuable one. The ease of replicating results
varied. In particular, it generally was based on the
analysts’ work environment set-up. Moreover, the
work reveals something about replicability in natural
language processing that is “actionable,” something
that can be done to improve the situation: most of
the difficulties encountered could be alleviated by
additional documentation from system authors.

There is some reason to think that the repro-
ducibility situation in natural language processing
may be changing, and for the better. The Associ-
ation for Computational Linguistics is now allow-
ing extra pages in conference papers for document-
ing the fine details of system configurations. Meet-
ings like the recent workshop at a major confer-
ence in the field—and the CLEF eHealth meeting—
are exploring the issues and the opportunities for
their empirical investigation. In the context of that
change, work such as that reported here moves the
conversation further along, to higher levels of re-
producibility, and it does uncover issues in that
respect. The problem of the difficulty of asking
the interesting big questions—what are the advan-
tages and disadvantages of purely rule-based meth-
ods and purely learning-based methods for informa-
tion extraction?—due to inability to answer the lit-
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tle questions—which tokenizer did we use, did they
use a linear kernel or a radial kernel, do our run
times reflect performance before or after we fixed
that bug—may be closer to being resolved.
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Social media sites such as microblogs and discussion board forums have the potential to be rich source
of information about human health. Going beyond simple keyword search and harnessing the data for
insights that can benefit public health presents both opportunities and challenges to natural language pro-
cessing (NLP). In this talk I survey the progress made using NLP methods, e.g. for adverse drug reaction
profiling, flu surveillance and the study of depressive disorders. I will then look at the technical challenges
in understanding such messages, in particular how NLP can automatically encode/normalise laymen’s lan-
guage to the formal terminologies of healthcare professionals. To this end I present state of the art results
from our recent work on using deep neural networks to de-conflate word senses as well as ‘translating’
from social media messages to SNOMED-CT. I will finish by briefly reflecting on the practical and ethical
challenges that lie ahead.
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Abstract

Performing systematic reviews is a critical
yet manual, labor-intensive step in evidence-
based medicine. Automating systematic re-
views is an active area of research, requiring
innovations in machine learning and compu-
tational linguistics. We examine how corefer-
ence resolution can aid in identifying the arms
of a study, an often overlooked piece of in-
formation needed to synthesize the results in
a systematic review. A classification model1

that performs better with the coreference fea-
tures supports the intuition that coreference is
able to capture the discourse salience of arms.
We note that control arms do not benefit as
much from these features.

1 Introduction

Evidence-based medicine (EBM) is a paradigm that
seeks to inform medical practitioners of the opti-
mal treatment, based on the totality of the avail-
able evidence (i.e., the results of all relevant clin-
ical trials). To this end, teams of medical experts
often conduct systematic reviews, which synthesize
all published medical literature pertaining to a spe-
cific clinical question. The first step in a systematic
review is to formulate the research question to be
investigated, and then find all of the relevant cita-
tions. Abstracts and then full texts are screened to
exclude irrelevant trials. Once a set of trials perti-
nent to the research question are identified (typically
10-20 trials), key pieces of information are extracted
from each trial. This information generally consists

1https://github.com/elisaF/extractGroups

of the patient Population under study, the Interven-
tion(s) being tested, the Comparison and the Out-
comes (abbreviated as PICO). Results from all iden-
tified trials are typically statistically combined via
meta-analysis to produce an aggregated result.

Producing systematic reviews is a time-
consuming, largely manual process. This is
exacerbated by the rapidly growing evidence base:
PubMed2 contains 800,000+ publications on clini-
cal trials in humans (Wallace et al., 2013), and on
average reports of 75 new trials are published daily.
A single systematic review can take over a year to
produce – at which point it risks becoming outdated.
Therefore, automating evidence synthesis poses an
enormous yet enticing challenge for automation.

A crucial step towards automating synthesis is
identifying the arms, or groups, in trials. A clinical
trial consists of one control arm, and one or more
intervention arms. For example, a study comparing
the efficacy of aspirin versus a placebo would con-
sist of two arms: those taking aspirin (the interven-
tion group), and those taking the placebo (the con-
trol group). Previous work has mostly focused on
identifying the PICO elements. However, the PICO
elements alone are insufficient to convey the design
of the study, a key piece of evidence necessary in
the downstream task of data synthesis and analy-
sis. Thus, the present study focuses on improving
the automated identification of arms. We observed
that arms are often salient in the discourse of the ab-
stract, in that they corefer more often than other to-

2publicly available resource for
accessing medical references and abstracts
https://www.ncbi.nlm.nih.gov/pubmed/
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Randomised controlled trial with 12 month intervention. Change in body mass index (BMI) standard deviation
score (SDS) over 12 months with assessment 18 months after the start of the intervention. Using the last available
data on all participants (n=106), those in the Mandometer group︸ ︷︷ ︸

arm1

had significantly lower mean BMI SDS at 12

months compared with standard care︸ ︷︷ ︸
arm2

. The mean meal size in the Mandometer group︸ ︷︷ ︸
arm1

fell by 45 g. Those in the

Mandometer group also had greater improvement in concentration of high density lipoprotein cholesterol.

Table 1: Excerpt from medical abstract illustrating the discourse salience of the intervention arm, arm1, where the
control arm is arm2 (note that not all mentions of the arms are annotated in the gold data, as discussed in section 5.3).

Randomised controlled trial with

chain1︷ ︸︸ ︷
12 month intervention . Change in body mass index (BMI) standard devia-

tion score (SDS) over 12 months with assessment 18 months after the start of

chain1︷ ︸︸ ︷
the intervention . Using the last

available data on all participants (n=106),

chain2︷ ︸︸ ︷
those in

chain3︷ ︸︸ ︷
the Mandometer group︸ ︷︷ ︸

arm1

had significantly lower mean BMI

SDS at 12 months compared with standard care︸ ︷︷ ︸
arm2

. The mean meal size in

chain3︷ ︸︸ ︷
the Mandometer group︸ ︷︷ ︸

arm1

fell by 45 g.

chain2︷ ︸︸ ︷
Those in

chain3︷ ︸︸ ︷
the Mandometer group also had greater improvement in concentration of high density lipoprotein choles-

terol.

Table 2: Medical abstract with annotated arms and coreference chains. The chains were automatically determined as
described in section 4.3. All phrases with the same chain label are judged to co-refer.

kens. This study is exploratory work that focuses on
investigating the effectiveness of using coreference
features for identifying arms.

The remainder of this paper is organized as fol-
lows. We motivate the choice of coreference fea-
tures for arm identification. We then examine prior
work in identifying the arms in medical texts, and
how coreference resolution has been applied to the
medical field. Next, we present an experiment to
classify whether tokens in annotated medical ab-
stracts are part of an arm. We propose features that
take advantage of the discourse salience of arms, and
we discuss the results with and without the corefer-
ence features.

2 Motivation

Identifying the arms is not a simple information ex-
traction task. The arms in a study consist of one con-
trol group, and one or more intervention groups. Of-
ten, the control group is never explicitly mentioned

in the abstract. In the following excerpt, only the
intervention arm is mentioned:

To determine whether modifying eating behaviour
with use of a feedback device facilitates weight
loss in obese adolescents.

An arm in a study is typically a noun phrase
(NP), where this NP is repeated, either verbatim or
anaphorically, throughout the abstract. An exam-
ple of the discourse salience of arms in a medical
abstract is in Table 1. The intervention arm, Man-
dometer group, is repeated several times verbatim
throughout the abstract.

Given this recurring linguistic pattern in medical
abstracts, we investigated the use of coreference res-
olution to help identify arms. The goal of corefer-
ence resolution is to determine which mentions in a
text refer to the same entity. A referring expression,
or mention, is the natural language expression used
by discourse participants to refer to entities. Two
or more mentions that refer to the same entity are
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coreferent, and together form a coreference chain.
An anaphor and its antecedent (or cataphor and its
postcedent) will form a coreference chain. Men-
tions can be indefinite noun phrases, definite noun
phrases, proper names and pronouns, where clinical
trial abstracts contain mostly NP’s. Using an off-the-
shelf coreference tool (to be discussed in more detail
in section 4.3) yields the mentions and coreference
chains illustrated in Table 2.

Note that the token intervention, which is not part
of an arm, appears at most 2 times within a single
coreference chain, whereas Mandometer, part of the
experimental arm, appears 3 times. Further, inter-
vention is found only in 1 chain, whereas Mandome-
ter appears in 2 chains. More generally, we hypoth-
esize a token forming part of an arm is more salient
in two ways: (i) an arm token appears more often
within a single coreference chain, and (ii) an arm to-
ken appears more frequently across different chains
(within the same abstract). These observations mo-
tivate the coreference features presented in section
4.3. In Table 2, standard care is not a member of
any chains. More generally, we can expect salience
to help more with intervention arms than control.3

3 Related work

3.1 Automated Identification of Arms

Previous work has identified PICO elements either
at the word or sentence level. Most research has ex-
tracted information from medical abstracts, although
some studies have used the full text of the articles
(De Bruijn et al., 2008; Zhao et al., 2012; Wal-
lace et al., 2016). One of the seminal studies in
PICO extraction (Demner-Fushman and Lin, 2007)
collapsed intervention and comparator, where inter-
ventions were short noun phrases based largely on
recognition of semantic types (mapped to UMLS
concepts) and a few manually constructed rules. The
intervention/comparator extractor returned a list of
all the interventions under study, and the extractor
was evaluated at the sentence level. However, it is
important to distinguish between experimental and
control treatments as the bias for the experimental

3Cases of joint coreference such as all participants referring
to both arms in the example abstract are not addressed in this
paper, but pose an interesting problem for identifying PICO el-
ements such as population and outcome.

group must be accounted for in the data synthesis
step (Lumley, 2002).

Beyond PICO, De Bruijn et al. (2008) extracted
data from full-text articles based on the CONSORT
Plus Guideline,4 a list of required, recommended
and optional items to include in a systematic review
compiled by medical experts. The study found that
one of the most difficult items to identify was the ex-
perimental treatment, which varied widely beyond
just drug names. Elsewhere, Chung (2009) identi-
fied interventions as a coordinating structure in a sin-
gle sentence, and found the major weakness in this
approach was parsing errors when identifying the
boundaries of the conjuncts. And Summerscales et
al. (2011) focused on the downstream task of calcu-
lating the absolute risk reduction (ARR), identifying
the number of bad outcomes for the control and ex-
perimental treatment groups, along with the sizes of
both treatment groups. This study found outcomes
hardest to detect because of their variability, but also
had an overall poor recall partly because coreference
was not taken into account.

Most recently, Trenta et al. (2015) proposed a
novel approach for identifying the arms and PICO
elements that does not rely on a first stage of sen-
tence classification, but instead classifies each token
directly, followed by an inference process to con-
strain the labels to more accurate results. As with
previous studies, outcome results were the hardest
because they are more variable. A significant limi-
tation of this study is that the abstracts were limited
to two-arm trials, and in a specific domain.

3.2 Automated Coreference Resolution
Coreference resolution is a long-studied task that re-
mains a challenging problem. Most recent work on
coreference resolution builds mainly on one of four
models.

• The first and most widely-used approach is the
mention-pair model (Soon et al., 2001; Ng
and Cardie, 2002b). A classifier first identi-
fies all the pairs of mentions which are coref-
erent. These pairs are then grouped into coref-
erent chains by clustering techniques such as
closest-first (Soon et al., 2001) or best-first (Ng
and Cardie, 2002b; Ng and Cardie, 2002a).

4http://rctbank.ucsf.edu/home/cplus
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In closest-first, you link to the closest preced-
ing mention, whereas in best-first, you choose
the likeliest one. Common features in these
models include distance between the two men-
tions, syntactic features (e.g., POS tags), se-
mantic features (e.g., named entity type), lex-
ical features (e.g., head word of the mention),
and string matching.

• The mention-ranking model (Denis and
Baldridge, 2008), reframes the task as a
ranking function rather than a classification
function, ranking all the candidate antecedents
of a mention to determine which candidate
antecedent is the most probable.

• The entity-centric model makes use of entity-
level information, focusing on features of
mention clusters, and not just pairs (Raghu-
nathan et al., 2010). The coreference clusters
are built up incrementally, using information
from partially-completed coreference chains to
guide later decisions. Features include whether
a mention head word matches any of the head
words in the antecedent cluster.

• The antecedent tree model (Yu and Joachims,
2009) builds a graph from a document, where
the nodes are the mentions and arcs are the
links between mention pairs that are corefer-
ent candidates. The coreference chains are then
modeled as latent trees in the graph.

Constraints are imposed on these models for im-
proved results, such as enforcing a transitive clo-
sure to guarantee you end up with legal assignments
(Finkel and Manning, 2008). For example, if John
Smith is coreferent with Smith, and Smith with Jane
Smith, then it should not follow that John Smith and
Jane Smith are coreferent. Other work has shown
that joint models improve performance. Denis et
al. (2007) recognized that anaphoricity (whether an
entity is the first mention) and coreference should
be treated as a joint task since one informs the
other. Durrett and Klein (2014) models coreference
together with named entity recognition and link-
ing named entities to Wikipedia entities. Combi-
nations of these models have also yielded improved
results, such as Clark and Manning (2015) stacking

mention-pair and entity-centric systems (which the
current paper uses as its off-the-shelf coreference re-
solver).

Many coreference resolvers exploit deeper lin-
guistic knowledge, beyond the features mentioned
above. Chowdhury and Zweigenbaum (2013) elim-
inated less-informative training instances prior to
model training by creating a list of criteria based
on semantic and syntactic intuitions such as a mis-
match in semantic types. Peng et al. (2015) created
predicate schemas to constrain inference, such as
two predicates with a semantically shared argument.
Yang et al. (2015) used semantic role labeling to link
the time and locations for event mentions, and for
verbal mentions they linked their participants. More
recently, Kilicoglu et al. (2016) focused on sortal
anaphoras which they found to commonly occur in
biomedical literature, resolving anaphors that carry a
specific semantic type, or sort, such as these drugs.
Many of these studies take advantage of linguistic
resources such as WordNet5 and FrameNet6.

In the medical area, coreference resolution has
been most closely studied for analyzing clinical nar-
rative text such as that found in Electronic Health
Records (EHRs), and biomolecular studies. In fact,
there have been corpora (i2b2/VA Corpus(Uzuner
et al., 2012), GENIA Event Corpus(Kim et al.,
2008)) and shared tasks (SemEval-2015 shared task
on Analysis of Clinical Text (Task 14)(Elhadad
et al., 2015), BioNLP09 shared task(Kim et al.,
2009), ShARe/CLEF eHealth 2013 Evaluation Lab
Task 1(Pradhan et al., 2013)) created specifically
to advance this area. Given that resources such
as FrameNet and WordNet are based mostly on
news (e.g. British National Corpus, U.S. newswire),
a large number of resources have been created
to aid in natural language processing of medical
texts. By far the largest and most complex is the
Unified Medical Language System (UMLS)7, con-
sisting of three main components: Metathesaurus
with terms and codes from many vocabularies (in-
cluding CPT, ICD-10-CM, MeSH, RxNorm, and
SNOMED CT), Semantic Network with semantic
types and semantic relations, and the SPECIAL-
IST Lexicon, which contains syntactic, morpholog-

5http://wordnet.princeton.edu
6https://framenet.icsi.berkeley.edu
7https://www.nlm.nih.gov/research/umls/
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ical and orthographic information on terms, along
with NLP tools such as POS tagger and word sense
disambiguator. Other tools include MetaMap8, a
tool for recognizing UMLS concepts, DrugBank9,
a database of drug names, BANNER10, a named
entity recognizer for biomedical texts, BioText for
identifying entities and relations in bioscience texts,
and BioFrameNet11, an extension of FrameNet for
molecular biology (and BioWordNet(Poprat et al.,
2008) was a failed attempt at extending WordNet
also to the biomolecular field). However, when ap-
plied to clinical trial texts, these tools prove use-
ful mainly for identifying only medical terms and
drug names, and thus more linguistically-motivated
resources are still lacking for clinical trial texts.

In the area of clinical narratives, Raghavan et
al. (2012) took advantage of the temporal features
present in these texts to help determine whether two
medical concepts corefer with each other. Their
2014 paper (Raghavan et al., 2014) expanded on this
idea to identify medical events spanning across nar-
ratives, such as admission notes, medical reports,
and discharge notes. Yoshikawa et al. (2011) ex-
ploited coreference information for extracting event-
argument relations from biomedical texts in the Ge-
nia Event Corpus. Jindal and Roth (2013) used
very specific domain knowledge to resolve corefer-
ence in clinical narratives, such as creating a spe-
cific discourse model (i.e. a single patient, several
doctors and a few family members) to resolve en-
tities of type ”person”. Despite the active interest
in coreference resolution, there has been much less
research investigating its application to clinical trial
texts. Most of the literature that does exist is applied
to the bio-medical field, focusing more on full-text
articles (Gasperin and Briscoe, 2008; Huang et al.,
2010; Kilicoglu et al., 2016) than on abstracts (Cas-
tano et al., 2002; Yang et al., 2004). To the best of
the authors’ knowledge, there have been no papers
using coreference features to identify arms in clini-
cal trial abstracts.

8https://metamap.nlm.nih.gov
9http://www.drugbank.ca

10http://banner.sourceforge.net
11http://biotext.berkeley.edu

4 Experiment

The goal of this experiment is to explore empiri-
cally whether incorporating coreference features im-
proves the performance of a classifier for arm iden-
tification, as compared to a baseline model without
coref features (note that we do not aim to necessar-
ily achieve state-of-the-art results on this task). The
task of the classifier is to label a token as either part
of an arm or not.

4.1 The corpus

The corpus12 consists of 263 abstracts from the
British Medical Journal (BMJ) annotated with the
experimental and control groups (and other PICO
elements) by Summerscales (2013). The BMJ re-
quires structured input, and the number of sec-
tions varies with some abstracts only containing a
few sections such as BACKGROUND, METHODS,
FINDINGS and INTERPRETATION. These struc-
tured abstracts usually consist of short phrases and
incomplete sentences.

Number of documents 263
Number of tokens 63,488
Number of [abstract, token] pairs 35,650
Average no. tokens per document 241
Positive labels 5,757 (9%)

Table 3: Corpus statistics

4.2 Experimental setup

Sentences were tokenized, lower-cased and stop
words were removed . Each token was paired with
its abstract to form an [abstract, token] pair to
uniquely correlate the token with the medical ab-
stract where it appeared (e.g. [abstract 3, ”interven-
tion”], [abstract 129, ”intervention”]). A binary
classifier was implemented to label each token as
belonging to an arm or not (scikit-learn implemen-
tation of Support Vector Machine, Pedregosa et al.
(2011)). Due to the imbalance of classes (9% posi-
tive), the class weights in the model were adjusted to
be inversely proportional to the class frequencies in
the corpus. We performed five-fold cross validation.

12https://github.com/rlsummerscales/
bibm2011corpus
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Model Precision (var) Recall (var) F1 (var)
baseline 12.9 (2.7e-04) 88.6 (5.6e-04) 22.5 (6.2e-04)
coref 19.7 (7.5e-04) 82.7 (8.4e-04) 31.8 (14.4e-04)

Table 4: Results averaged across 5-folds on the two models with their variances in parentheses.

Feature Mean Range Variance
b-o-w 1.78 1-24 2.71
drugbank 0.09 0-1 0.08
tf-idf 6.06 1-141.1 42.67
coref max counts 0.14 0-15 0.31
coref num chains 0.10 0-6 0.11

Table 5: Feature statistics

4.3 Features
The following features, summarized in Table 5, were
used in the machine learning algorithm.
bag-of-words The number of times the token oc-
curs within its medical abstract (i.e., the count of
[abstract, token] pairs for the given token and ab-
stract). As evident in Table 5, abstracts can be quite
repetitive in their vocabulary, but on average a to-
ken appears only a couple of times within the same
abstract.
drugbank Whether the token exists in the Drug-
Bank database version 4.313. The clinical trials often
compare the efficacy of different drugs, such that in-
tervention arms would contain drug names. How-
ever, note from Table 5 that most words are not
drugs, keeping in mind that interventions also con-
sist of therapies, behavior changes and other non-
drug-related treatments.
tf-idf: Term frequency-inverse document frequency
for term t in document d for corpus D:

tf -idft,d = tft,d ∗ (idft,D + 1), (1)

where: tft,d = ft,d

idft,D = log
|D|

|{d ∈ D : t ∈ d}|
One is added in the equation (1) so that terms with

zero idf (those that occur in all documents of a train-
ing set) are not entirely ignored. The goal of this
metric is to capture how informative a word is. For

13http://www.drugbank.ca/system/downloads/
4.3/drugbank.xml.zip

example, the token mandometer (an arm) from the
abstract in Table 2 has a tf-idf measure of 26.29,
whereas intervention (not an arm) has a value of 3.7.
On average, the tokens are slightly more informative
than common words such as intervention.

coreference:

The Coreference Resolution annotator packaged in
Stanford Core NLP 3.014 (a model that stacks
mention-pair and entity-centric systems) is used to
calculate the maximum number of times the token
occurs in a single coreference chain within the same
medical abstract (max counts) and the number of
chains the token appears in the same medical ab-
stract (num chains). This tool was chosen because
it is publicly available and yields state-of-the-art re-
sults on the 2012 CoNLL data set. The corefer-
ence features aim to capture the discourse salience
of arms in medical abstracts. As mentioned before,
the (max counts, num chains) values for mandome-
ter are (3,2), but for intervention are (2,1). Note
from Table 5 that although a token can occur very
frequently in a single chain (max counts) and across
many chains (max chains), a token on average is not
part of a chain at all. This observed statistic lends
weight to the use of coreference features as a mea-
sure of salience. Previous work has employed other
features such as dependency trees and other pred-
icate argument structures to capture this discourse
salience. Summerscales (2013) implemented a form
of post-hoc coreference resolution as a way to clus-
ter labeled words into groups, for example into a
control group versus an intervention group. How-
ever, the present study uses the coreference fea-
tures at the front end to detect the mentions, and is
presently not concerned with differentiating among
the different arms.

14http://nlp.stanford.edu/software/
stanford-corenlp-full-2015-12-09.zip
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5 Evaluation

Table 4 summarizes the evaluation scores. The re-
sults of the classifier are evaluated against the spans
of text that were annotated as arms, following Sum-
merscales (2013). Because an arm consists of sev-
eral contiguous words (e.g. mandometer group), we
want to ensure the classifier is able to correctly label
the more informative words in that span (mandome-
ter vs. group). A labeled group of words is consid-
ered a match for an annotated group if they consist of
the same set of words, ignoring had, group(s), and
arm. For example, a labeled span of mandometer
for the annotated span mandometer group is a true
positive. On the other hand, a labeled span of only
group is a false positive. Although the scores are rel-
atively low for both models, we emphasize the goal
of this experiment is not to achieve state-of-the-art
results but to investigate the viability of salience for
arm identification. Further, we are being strict in our
evaluation, compared to prior work (e.g., Summer-
scales (2013) ).

5.1 Baseline

The baseline model includes the features for how
many times a token appears in a single abstract
(b-o-w), whether the token exists in the Drug-
Bank (drugbank), and the term-frequency inverse-
document-frequency measure for the token (tf-idf).

5.2 With Coreference

The coref model additionally includes the maximum
number of times the token appears in a single coref-
erence chain for a given abstract (max counts), and
the number of coreference chains the tokens appears
in for a given abstract (num chains).

5.3 Error Analysis

The coref model performed better than the base-
line model in almost all the metrics: precision (im-
proved 6.8 points) and F1 (+9.3). Additionally, these
improvements are consistent across all the cross-
validation runs, as illustrated in Figure 1. Adding
the coreference features lowers recall by 5.9 points.
To understand the results in more detail, we compare
the confusion matrices of the two models. The raw
counts in Figure 2 illustrate the class imbalance of
the data, giving the impression that a false positive

Figure 1: F1 score across the 5 runs in gray, with mean
in the thick black line. The lines connect results in the
baseline model to results of the the same folds in the coref
model.

is more likely than a false negative. The normalized
confusion matrices in Figure 3 show that false nega-
tives are a higher percentage of the errors than false
positives, so that the positive class is the harder one
to label.

Given that false negatives are the most common
errors across both models, we analyze their occur-
rences first. The control arm is the most susceptible
to this type of error, as it is not as salient in the dis-
course as the experimental arms. The control words
are typically drawn from a finite and small vocabu-
lary (e.g. control, placebo, sham, standard), so their
tf-idf scores are usually low. The false negative rate
worsens in the coref model partly because it places
more weight on discourse salience, and control arms
are often not part of a coreference chain, compared
with experimental arms. We refer back to the ab-
stract presented in Table 1. A small ablation study
was conducted to determine that the b-o-w feature is
able to correctly label standard (count=4) as part of
an arm. With the coreference features, the word is
no longer labeled as an arm, as it does not appear in
any coreference chain.

Next, we analyze the false positives across both
models. Given that all the features (except drug-
bank) in both models are aimed at extracting salient
words, they also pick out other relevant PICO infor-
mation. For example, both models incorrectly la-
bel knee as part of an arm in the following abstract,
where each of these mentions is, in fact, annotated
as part of an outcome:
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Figure 2: The raw counts of the confusion matrices for
the baseline and coref models.

...reduce the incidence of knee and ankle injuries
in young people participating in sports. The rate
of acute injuries to the knee or ankle. A struc-
tured programme of warm-up exercises can pre-
vent knee and ankle injuries...
Another issue with false positives is that the gold

data is not comprehensively annotated. Note that in
Table 2, the annotator failed to label the third occur-
rence of mandometer as an arm, although both mod-
els attempt to classify it as such. However, striving
for a thoroughly annotated data set is not realistic,
and so the models should be more robust to these
gaps and inconsistencies. The false positive rate im-
proves in the coref model partly because the coref-
erence features prove to be a better measure of dis-
course salience for the intervention arms. As noted
earlier, repetition in medical abstracts is not limited
to the words describing the arm. For example, in the
abstract from Table 1, the baseline model incorrectly
labels the high-frequency tokens eating, months and
mean as parts of an arm. The coref model instead
correctly labels these as negative, given that they do
not occur in a coreference chain.

Finally, we note that the coreference features help
in grouping together words with conflicting tf-idf
measures. In the abstract from Table 1, the baseline
model correctly labels mandometer (tf-idf=26.3),
but misses group (tf-idf=4.2). However, the coref
model correctly labels the entire span mandometer
group as an arm, because both of these tokens appear
together in a mention and have the same coreference
features.

6 Conclusion

We introduced a new approach to identify the arms
in a clinical trial abstract by creating coreference

Figure 3: The normalized confusion matrices for the
baseline and coref models.

features aimed at capturing the discourse salience of
arms. The coreference features were shown to help
in classifying a word as part of an arm, confirming
the intuition that mentions of arms throughout the
abstract often corefer. However, we note this pattern
holds more for the experimental than control arms.
The error analysis also revealed that arms are not
the only concepts that are coreferent: other PICO
elements such as the outcome often have the same
features. This observation could motivate a model
that jointly labels these PICO elements along with
the arms, since one would inform the other. There
are several other recurring linguistic patterns yet to
be explored that could further aid in arm identifica-
tion, such as apposition:

A computerised device, Mandometer, providing
real time feedback...

and paraphrasing:

..half were produced automatically with a larger
volume of material...The larger booklets produced
automatically were...

Another avenue of research is to investigate how
these linguistic features pattern across abstracts in
the same review. For example, finding the para-
phrases across all abstracts that study the same treat-
ment (as defined in a systematic review) could yield
finer-grained information on the language used to
describe that intervention. To compensate for the
inconsistent and small number of annotations, label
propagation might be used to retrieve clusters of re-
lations and find the structure in the data.

As noted earlier, the present study focused on the
effect of salience on arm identification. In a future
study, we plan to implement Summerscales (2013)
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as a strong baseline (which achieved an F-score of
0.69) to understand whether coreference can still
yield improved results when compared to a model
that nears state-of-the-art performance.
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Abstract

ICD-10 coding of death certificates has re-
ceived renewed attention recently with the or-
ganization of the CLEF eHealth 2016 clini-
cal information extraction task (CLEF eHealth
2016 Task 2). This task has been addressed
either with dictionary projection methods or
with supervised machine learning methods,
but none of the participants have tried to de-
sign hybrid methods to process these data.
The goal of the present paper is to explore
such hybrid methods. It proposes several hy-
brid methods which outperform both plain
dictionary projection and supervised machine
learning on the training set. On the official test
set, it obtains an F-measure of 0.8586 which is
1pt above the best published results so far on
this corpus (p < 10−4). Moreover, it does so
with no manual dictionary tuning, and thus has
potential for generalization to other languages
with little effort.

1 Introduction

Biomedical information processing crucially relies
on a normalized representation of medical infor-
mation in the form or standardized terminologies
and ontologies, be it for clinical care (SNOMED,
LOINC), for public health statistics and health man-
agement (International Classification of Diseases) or
for literature search (MeSH). Automatically gener-
ating such a normalized representation from natu-
rally occurring sources such as text is therefore a
long-studied goal (Wingert et al., 1989). Basically,
it consists in deciding which concepts in the target
representation (e.g., signs and symptom concepts
in SNOMED CT, or disease classes in the ICD-10
classification) best represent the contents of a given
text (e.g., a patient discharge summary). It can

be decomposed into the detection of text mentions
of biomedical concepts of the suitable types (en-
tity recognition) and the determination of the target
concepts (concept normalization) which best repre-
sent the text mentions in the context of the source
text and the given use case. The state of the art of
biomedical entity recognition and biomedical con-
cept normalization has been established and pub-
lished in a number of shared tasks which addressed
clinical texts (Pestian et al., 2007; Uzuner et al.,
2007; Uzuner et al., 2011; Suominen et al., 2013),
biomedical literature (Kim et al., 2011; Nédellec et
al., 2015), sometimes in multiple languages (Suomi-
nen et al., 2013; Névéol et al., 2016).

This paper focuses on ICD-10 coding. ICD cod-
ing has been studied in the past (e.g., as early as
(Wingert et al., 1989)), but only recently has a large
dataset been released for ICD-10 coding of death
certificates (Névéol et al., 2016). In that context,
Névéol et al. (2016) mention that participants in
the CLEF eHealth 2016 ICD-10 coding task either
used dictionary-based methods or supervised ma-
chine learning methods, and that none tried hybrid
methods. The goal of this paper is to explore this
direction. Our contributions are the following:

• We explore hybrid methods for ICD-10 coding
which combine dictionary projection and su-
pervised machine learning.

• We show that simple hybrid combinations with
union and intersection yield improved results.

• We propose methods which improve the preci-
sion of dictionary projection, including hybrid
‘calibration’ methods.

• The methods which fare best on the training
corpus, when applied to the test corpus, are
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on par with the best published results on this
corpus, with no manual dictionary tuning, and
have thus potential for generalization to other
languages with little effort.

In the remainder of the paper, we report the meth-
ods used by the best-performing participants in the
CLEF eHealth 2016 shared task (Section 2), present
the methods we explored and the data on which we
applied them (Section 3), the results we obtained on
the development and test data (Section 4), discuss
them (Section 5) and conclude (Section 6).

2 Related Work

When producing normalized concepts from medi-
cal texts, most methods use dictionary-based lexi-
cal matching or supervised machine-learning. Most
dictionary-based methods use the UMLS (Bodenrei-
der, 2004) or one of its included vocabularies, such
as the ICD-10 classification. MetaMap (Aronson
and Lang, 2010) is the most used system for English:
it takes advantage of the term variants present in
the UMLS MetaThesaurus and of the morphological
knowledge provided by the UMLS Specialist Lex-
icon. Knowledge-lean methods based on approx-
imate dictionary look-up have also been proposed
(Zhou et al., 2006).

Some studies have addressed the ICD-10 coding
of death certificates. Koopman et al. (2015a) clas-
sified Australian death certificates into 3-digit ICD-
10 codes such as E10 with SVM classifiers based
on n-grams and SNOMED CT concepts, and with
rules. They also trained SVM classifiers (Koop-
man et al., 2015b) to find ICD-10 diagnostic codes
for death certificates. In contrast to the above-
mentioned CLEF eHealth shared task, they only
addressed cancer-related certificates: they set-up a
first-level classifier to detect cases of cancer then a
second-level classifier to refine it into a specific type.
Another difference from CLEF eHealth is that they
remained at the level of 3-digit ICD-10 codes (e.g.,
C00, C97) instead of the full 4-digit level usually re-
quired for ICD-10 coding (e.g., C90.9). Another im-
portant difference is that they targeted the underly-
ing cause of death, i.e., one diagnosis per death cer-
tificate, whereas the CLEF eHealth task requires to
determine all the diagnoses mentioned in each state-
ment of a given death certificate.

Two ICD coding shared task were organized so
far. The Computational Medicine Center (CMC)
challenge (Pestian et al., 2007) targeted ICD-9-CM
disease coding from outpatient chest x-ray and re-
nal procedures, whose clinical history and impres-
sion sections provide most support for coding. The
dataset contained 978 documents for training and
976 documents for testing. It targeted a small subset
of 45 ICD-9-CM codes, designed in such a way that
every one of the 94 distinct combination of codes
present in the test set were seen in the training set.
The best system was based on a supervised classifier
(a Decision Tree) and obtained an F-measure of 0.89
on the test set.

The CLEF eHealth 2016 ICD-10 coding task
(Névéol et al., 2016) provided a dataset which con-
sisted of death certificates in French. These death
certificates were provided by CépiDc, the WHO col-
laborating center which manages ICD-10 coding of
death certificates in France. We reproduce the cor-
pus statistics from the task organizers’ paper in Ta-
ble 1. The task was defined at the level of each
statement (line) in a death certificate: one statement
could be associated with 0, 1 or more ICD-10 codes
which represent causes of death at various levels in
the causal chain which led to the death. Statements
have a length which varies from 1 to 30 words, with
outliers at 120 words and the most frequent length at
2 tokens. They are thus much shorter than the CMC
challenge texts.

Training Test
(2006–2012) (2013)

Documents 65,844 27,850
Lines 195,204 80,899
Tokens 1,176,994 496,649
Total ICD codes 266,808 110,869
Unique ICD codes 3,233 2,363

Table 1: The CépiDC French Death Certificates Corpus (from

Névéol et al.).

The full dataset contained death certificates from
2006 to 2013. In a natural use case, death certifi-
cates of former years have already been coded and
are available as examples to code new death certifi-
cates. Therefore the test corpus contained certifi-
cates of year 2013, whereas the training corpus con-
tained certificates of years 2006–2012. There was
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therefore no guarantee that a code needed in 2013
had been used in 2006-2012: a posteriori analysis
reveals that 224 of the 2,363 unique codes used in
2013 were not used in 2006–2012. Besides, as can
be seen in Table 1, the size of the corpus is much
larger than that of the CCMC challenge, as well as
the number of target codes.

Table 2 shows examples statements from the
dataset; we provided English translations for the
reader’s convenience.

Statement + English gloss Codes
surinfection B99
superinfection
insuffisance respiratoire aiguë J960
acute respiratory failure
arrêt cardio-respiratoire hypoxémique R092,

R090
hypoxaemic cardio-respiratory arrest
Hypertrophie ventriculaire gauche concen-
trique d’étiologie indéterminée

I517

Concentric left ventricular hypertrophy of un-
known origin
Epilepsie séquellaire à AVC sylvien droit,
AC/FA chronique, insuffisance cardiaque con-
gestive, insuffisance rénale, atélectasie pul-
monaire

J981,
I500,
G409,
I48,
I64,
N19

Sequelar epilepsy with right sylvian stroke,
chronic atrial fibrillation/cardiac arrhythmia,
congestive heart failure, renal failure, pul-
monary atelectasis

Table 2: Statement examples with their associated ICD-10

codes, with English glosses. Code order does not necessarily

align with text order.

CLEF participants were also provided with dic-
tionaries created by CépiDc for their own use. Each
dictionary included (term, ICD-10 code, related
code 1, related code 2) quadruplets. We did not
use the two ‘related codes’, hence only consider
(term, ICD-10 code) pairs in the remainder of this
paper. Four dictionaries were provided: one used
over the years 2006–2010 (157,001 lines), one for
2011 (156,937 lines), one for 2012 (158,163 lines),
and one for 2013 (144,905 lines). These dictionar-
ies reflect changes in coding practice over the years,
either caused by changes in international ICD con-
tents or coding rules, or by newly encountered ex-

pressions which were not covered in previous years,
or by improvements in CépiDc’s dictionary manage-
ment.

The top two systems at the CLEF eHealth ICD-10
coding task used two different methods.

Van Mulligen et al. (2016) relied on ICD dictio-
naries built from the shared task data. Their baseline
dictionary used the term-code associations seen in
the shared task training set, and their expanded dic-
tionary also used the above-mentioned CépiDc dic-
tionaries. Various filters were applied to these dic-
tionaries, based on the ambiguity of the term-code
associations. Their dictionary projection method
used the Solr information-retrieval system to cope
with the large number of entries in the lexicon ef-
ficiently. After measuring its performance on the
training corpus, they post-processed their system
output to block term-code associations with a pre-
cision on the training set lower than a given thresh-
old selected by optimizing F-measure on the training
set. They obtained the top precision, recall, and F-
measure published so far on this dataset: P=0.886,
R=0.813, F=0.848 in their top run using the ex-
panded dictionary, or P=0.890, R=0.803, F=0.844 in
their second run using the baseline dictionary.

Instead of trying to spot occurrences of known
terms or variants in the input statements and then
normalize them to ICD codes, Dermouche et al.
(2016) addressed the task as a text classification
problem: given a short text, compute a class, here
an ICD-10 code. They used a supervised machine
learning method (SVM) with bags of words after
text preprocessing. They also tested transforma-
tions of the obtained vector space representation
with topic models. The precision of their best sub-
mitted run (P=0.882) was very close to the that of
the top system but their recall and F-measure were
lower (P=0.882, R=0.655, F=0.752). The proba-
ble reason for their lower recall was that they pro-
duced one code per statement (mono-label classifi-
cation), whereas given the data in Table 1, we can
compute that there was an average of 1.37 codes per
source statement both in the training corpus and in
the test corpus. If a similar method could address
multi-label classification and scale its recall linearly,
it would reach a recall of 0.655×1.37 = 0.897, even
higher than the dictionary projection method, which
naturally performs multi-label classification.
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As mentioned in the introduction, Névéol et al.
(2016) observed that no participant in the CLEF
eHealth 2016 ICD-10 coding task tried hybrid meth-
ods which would combine dictionary projection and
supervised machine learning. Exploring this direc-
tion is the goal of this paper.

3 Methods

We set up a simple dictionary projection method
and a supervised machine learning method, then de-
signed hybrid methods based on one or both of them.

We first processed each statement as follows: con-
version to lower case, tokenization (with an NLTK
regular expression), stop word removal (French
NLTK); diacritic removal (Unicode ‘NFD’ normal-
ization), correction of some spelling errors based on
the words present in the training corpus and in the
CépiDc dictionaries, stemming (Snowball French
stemmer).

3.1 Dictionary projection

Dictionary projection relies on the expressions
present in a dictionary to spot mentions of concepts
in a text. We pre-processed the CépiDc dictionaries
in the same way as the death certificate statements:
as a result, each dictionary entry links a sequence
of normalized tokens to one or more ICD codes. For
term matching efficiency, each dictionary was stored
as a Trie. Given a dictionary, an input sequence of
tokens is processed as follows. The input sequence
of tokens is scanned for the first match. In case of
multiple matches, the longest match is retained. Af-
ter a match, scanning resumes right after the end of
the match. The output of the process is a (possibly
empty) list of matched dictionary entries together
with their positions in the input sequence.

No processing of negations was performed be-
cause statements are very short and negations are in-
frequent. For instance, only 82 occurrences of the
negation pas (no/not) were found in the training cor-
pus (i.e., in 0.04% of the statements), and 240 oc-
currences of the negation sans (without) (0.12%).

A dictionary entry may lead to 0:n codes. De-
pending on how the dictionary was built, the same
code may have been recorded multiple times: this
number of times is recorded in the dictionary. We
have tested the following selection strategies in case

of multiple outputs for a given entry:

all All codes are returned.

best The most frequently recorded code is returned.
In case of a tie, a random choice is performed.

boiu (Best Only If Unambiguous): The most fre-
quently recorded code is returned only if there
is no tie, else no result is returned.

Dictionary projection can use any available dictio-
nary which links terms to ICD codes. Here we
tested only those provided by CépiDc to the CLEF
eHealth participants: the use of other dictionaries
which could be built for instance from the training
corpus, from the ICD-10 terms themselves, or from
the UMLS, is left for future work.

3.2 Supervised classification
Supervised classification is not the focus of this pa-
per, therefore we only present here our best current
model. It uses a linear SVM classifier and the fol-
lowing method and features:

• Linear SVM (scikit-learn’s LinearSVC with
default parameters, which relies on liblinear)

• Tokens (t), obtained after the above-mentioned
pre-processing step. We also tested token n-
grams up to 5, but this did not improve the re-
sults.

• Character trigrams (c3): spelling errors are fre-
quent in the certificates; representing a state-
ment by its overlapping character trigrams pro-
vides a degree of robustness to spelling errors.

• Coding Year (y): coding rules change over the
years, and the same statement seen at two dif-
ferent dates may be coded differently because
of such changes. Therefore we found it use-
ful to include 2 × 9 features instantiated for
y ∈ [2006 . . . 2014]: ‘> y’ or ‘≤ y’ depending
on the value of the Coding Year (e.g., a state-
ment of 2011 will have ‘>2006’, . . . ‘>2010’,
‘≤2011’, . . . ‘≤2014’.

This supervised classifier uses no information on
ICD terms or codes other than that present in its
training corpus.
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3.3 Union and intersection of classifiers

The union of the outputs of two classifiers is a very
simple method to combine them. It is useful when
the individual classifiers lack recall, and preferably
have a high enough precision. The ideal situation oc-
curs when individual classifiers output different cor-
rect predictions (in which case the resulting recall
will be higher than the best recall of the individual
classifiers) and when the individual classifiers make
errors on the same inputs (in which case the result-
ing number of false positives will be lower than the
sum of the individual false positives).

Conversely, the intersection of two classifiers is a
possible method to increase their precision. A high-
precision classifier is useful for pre-annotation. In
the actual coding process at CépiDc, human coders
spend a sizable part of their time assigning codes
which are easy to determine. Pre-annotating these
codes with a reliable, high-precision system before
presenting death certificates to human coders would
enable them to browse through these pre-assigned
codes quickly. This would save human coding time
which could be reassigned to solving more difficult
cases.

3.4 Calibration

A prediction method, for instance dictionary projec-
tion, can be ‘calibrated’ by training a classifier to
detect its errors. Calibration takes into account the
distribution of codes and of prediction success in the
training split, thereby adding data-driven knowledge
to the application of the expert-produced dictionary.
It automatically spots the main deficiencies of the
dictionary projection and blocks them. In this re-
spect, it is closely related to the error analysis pro-
cess which a human expert performs when applying
their dictionary to a new dataset: error spotting, then
correction. In the human process, correction can
take the form of simple post-processing rules which
filter out output codes known to be often erroneous.
It can also come from data-driven tuning of the dic-
tionary by measuring the performance of its entries
on the training corpus and selecting an appropriate
threshold to prune low-performance entries, as in
(Van Mulligen et al., 2016). This is exactly what is
performed automatically by the classifier we train.

We trained a classifier with the following condi-

tions:

• Classifier: Linear SVM (scikit-learn’s Lin-
earSVC with default parameters).

• Features: individual code predicted by the
CépiDc dictionary (see below Section 3.5), pre-
fixed by code: (e.g., code:R068); we also tested
the addition of the statement tokens (obtained
by the same process as described above).

• Classes: True (meaning the predicted code is
correct) / False (meaning it is incorrect).

• Training: our training split (see below: 185k
statements) for development, the full training
corpus for testing.

When testing, the trained classifier was applied to
each individual code predicted by the dictionary pro-
jection. If the classifier’s output was the False class,
the predicted code was removed from the dictionary
projection output.

3.5 Data

We used the CépiDc data provided by the CLEF
eHealth 2016 clinical information extraction task
(CLEF eHealth 2016 Task 2) to the challenge par-
ticipants (Névéol et al., 2016). The statistics of the
training and test corpora are described in Section 2.
To emulate the test conditions in our development
phase, we also split the training corpus based on the
dates of the certificates: the last 10,000 statements
(1141 unique codes) made up our test split, while
the first 185,204 statements (13,300 codes, 3,200
unique) constituted our training split. Only 11 codes
were present in the test split but absent from the
training split.

Python 3.5.2 was used for the programs, with
scikit-learn 0.17.1, within Anaconda 4.0.0.

3.6 Experimental protocol and evaluation

Teams were allowed to submit up to three runs to
the task. In the present work, we emulated the same
situation and selected three methods to run on the
test corpus based on their F-measures in our experi-
ments on the training corpus. This prevented us from
biasing the final results by tuning them on the test
corpus. To apply these methods to the test corpus,
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we retrained them on the full training corpus with a
more recent dictionary:

• The supervised classifier (Linear SVM, tc3y)
was trained on the full training corpus.

• Dictionary projection methods used the 2012
dictionary instead of the 2011 dictionary.

• Dictionary projection was calibrated on the full
training corpus.

• Supervised classifier and calibrated dictionary
projection were applied to the test corpus.

• The union of their results was computed and
used as final predictions.

Precision, recall and F-measure were computed for
each experiment, by our own programs for conve-
nience during development; when applied to the test
corpus, they were computed with the official scoring
program provided to the CLEF eHealth participants.

4 Results

4.1 Development: results on the test split of the
training corpus

The SVM classifier with tokens, character trigrams,
and year coded (henceforth tc3y), was trained on our
training split and applied to our test split, on which
it obtained P=0.9010, R=0.6774, and F=0.7734.

We tested the four dictionaries and our three dic-
tionary output selection methods on our test split.
Table 3 shows that the 2011 dictionary obtains the
best precision, recall and F-measure, closely fol-
lowed by the 2012 dictionary. As could be ex-
pected, the all method always produced the high-
est recall, whereas the boiu method always produced
the highest precision. boiu also obtained the highest
F-measure. The top F-measure was thus obtained
with the 2011 dictionary and boiu, at P=0.8048,
R=0.6475 and F=0.7176. We therefore retained the
2011 dictionary for further experiments on our test
split (2012 data). We also assumed that follow-
ing the same pattern for the official test data, dated
in 2013, the 2012 dictionary should be most suit-
able. As a safety check, we tested the 2012 dictio-
nary on our test split in the same conditions as the

2011 dictionary, and observed that it obtained sim-
ilar results—slightly inferior, by a maximum of 0.1
pt P, R or F.

Dict Sel # Sys TP P R F
2006 boiu 10720 8470 0.7901 0.6368 0.7052
2006 best 12977 9117 0.7026 0.6855 0.6939
2006 all 18458 10133 0.5490 0.7619 0.6381
2011 boiu 10701 8612 0.8048 0.6475 0.7176
2011 best 12978 9335 0.7193 0.7019 0.7105
2011 all 18722 10491 0.5604 0.7888 0.6552
2012 boiu 10580 8485 0.8020 0.6380 0.7106
2012 best 12970 9276 0.7152 0.6974 0.7062
2012 all 18520 10469 0.5653 0.7871 0.6580
2013 boiu 10550 8106 0.7683 0.6095 0.6797
2013 best 13095 8951 0.6835 0.6730 0.6782
2013 all 19285 9956 0.5163 0.7486 0.6111

Table 3: Dictionary experiments on our test split: CépiDc dic-

tionaries (Dict), 10,000 statements, 13,300 codes: all statements

date from year 2012. Sel = Selection method: boiu = best only

if unambiguous, best = most frequent code (random choice in

case of tie), all = all codes. # Sys = number of system-predicted

codes. TP = true positives. P = precision, R = recall, F = F-

measure.

Table 4 shows the 2011 dictionary results with-
out (–) and with (c, c-t) calibration. Calibration
based only on the dictionary-proposed code (Cal=c)
boosts precision by 12pt (boiu) to 33pt (all) and F-
measure by 2.6pt (boiu) to 14pt (all), while only
reducing recall by 2.5pt (boiu) to 6pt (all). Addi-
tionally taking into account the tokens of the coded
statement in calibration (Cal=c-t) adds another 1.7pt
(boiu or all) to 1.9pt (best) to precision and 0.25pt
(boiu) to 0.6pt (all) to F-measure, with a decrease
of recall by 0.15pt (all) to 0.4pt (boiu or best). Alto-
gether, calibration is therefore highly efficient on our
test split to increase precision and F-measure. The
highest precision is obtained with boiu, c-t while the
highest F-measure is obtained with all, c-t.

We performed the union and the intersection of
the outputs of the SVM supervised classifier and of
the dictionary projection. The results are reported in
Table 5.

Union with the non-calibrated dictionary projec-
tion decreased its precision only by 1pt (boiu) or
even increased it by 1 or 2pt (best, all) because the
supervised classifier had a much higher precision, at
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Sel Cal # Sys TP P R F
boiu – 10701 8612 0.8048 0.6475 0.7176
boiu c 8971 8276 0.9225 0.6223 0.7432
boiu c-t 8749 8221 0.9397 0.6181 0.7457
best – 12978 9335 0.7193 0.7019 0.7105
best c 9769 8823 0.9032 0.6634 0.7649
best c-t 9514 8773 0.9221 0.6596 0.7691
all – 18722 10491 0.5604 0.7888 0.6552
all c 10809 9631 0.8910 0.7241 0.7990
all c-t 10585 9610 0.9079 0.7226 0.8047

Table 4: 2011 dictionary calibration experiments on our test

split. Cal = calibration: – (none), c (dictionary code), t (source

tokens).

the same time boosting recall by 12 to 20pt, reach-
ing a maximum of 0.9048. Union with the cali-
brated dictionary projection decreased its precision
by at most 5pt (boiu, c-t), maintaining a very rea-
sonable P=0.86–0.89. Recall was boosted by 14 to
19pt, leading to a record F-measure of 0.8666.

Again, all obtained the highest recall and also the
highest F-measure, achieving records of R=0.8661
(–) and F=0.8666 (c-t, both with quite balanced P,
R, F. The all c-t combination was thus a natural can-
didate to run on the official test corpus.

With intersection, the obtained precision gained
3.5pt over the best so far, reaching 0.96–0.97, while
losing 16–19pt of recall at 0.46–0.54 compared to
the calibrated dictionary projection. Here again,
boiu obtained the highest precisions with the top at
0.9749 (c-t). Intersection yields a 58% reduction of
the best error rate so far from 6% to 2.5%. With such
a low error rate, pre-annotation becomes viable and
would cater for not far from one half of the number
of codes to produce (R=0.4620). For information,
we added this precision-oriented configuration (boiu
c-t) to the three F-measure-oriented configurations
to be run on the official test corpus.

4.2 Results on the test corpus
The best F-measure on the training corpus was ob-
tained by the union of the SVM classifier and the
all dictionary projection calibrated with token fea-
tures (all-c-t), therefore we selected this method as
our Run 1. We wanted to diversify our tests, there-
fore also selected two more precise runs: (ii) the
union of the SVM classifier and the boiu dictionary

Sel Cal # Sys TP P R F
svm (linear) tc3y 9010 0.9010 0.6774 0.7734
Union
boiu – 14188 11303 0.7967 0.8498 0.8224
boiu c 12670 11153 0.8803 0.8386 0.8589
boiu c-t 12447 11087 0.8907 0.8336 0.8612
best – 15894 11566 0.7277 0.8696 0.7924
best c 13017 11313 0.8691 0.8506 0.8597
best c-t 12719 11224 0.8825 0.8439 0.8628
all – 20836 12034 0.5776 0.9048 0.7051
all c 13414 11519 0.8587 0.8661 0.8624
all c-t 13142 11457 0.8718 0.8614 0.8666

Intersection
boiu – 6293 6128 0.9738 0.4608 0.6255
boiu c 6291 6127 0.9739 0.4607 0.6255
boiu c-t 6302 6144 0.9749 0.4620 0.6269
best – 7084 6779 0.9569 0.5097 0.6651
best c 6752 6520 0.9656 0.4902 0.6503
best c-t 6795 6559 0.9653 0.4932 0.6528
all – 7886 7467 0.9469 0.5614 0.7049
all c 7395 7122 0.9631 0.5355 0.6883
all c-t 7443 7163 0.9624 0.5386 0.6906

Table 5: 2011 dictionary experiments on our test split: Union

and intersection of Linear SVM and dictionary results.

projection calibrated with token features (boiu-c-t),
and (iii) the union of the SVM classifier and the
boiu dictionary projection calibrated with no extra
features (boiu-c). We applied these methods to the
test corpus in the manner presented above.

The results obtained on the official test corpus
are very close to those on our test split of the
training corpus: there is a constant difference of
only –0.8pt in F-measure, and a similarly small de-
crease of less than 1pt in precision and recall for
the three runs. This shows that the tested meth-
ods do not overfit the training corpus. As a conse-
quence, the order of results on the test corpus repro-
duces that of the test split: highest F-measure and
recall for u(lsvcd(tc3y),d2012-all-c-t), highest pre-
cision for u(lsvcd(tc3y),d2012-boiu-c-t).

The F-measures of the three selected runs exceed
that of the best CLEF eHealth participant (P=0.886,
R=0.813, F=0.848) by 0.3 to 1pt and their recalls
do so by 1 to 4pt, whereas the precisions of these
runs are below the best CLEF precision (P=0.890)
by 0.6 to 2.5pt. Because of the large size of the test
corpus, all of the differences from the best CLEF
run (see Table 6) are significant (tested with ap-
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Method P R F
svm (tc3y) 0.8938 0.6645 0.7623
u(svm,d-all-c-t) 0.8656−40.8517−40.8586−4

u(svm,d-boiu-c-t) 0.8840 0.8242−40.8531−4

u(svm,d-boiu-c) 0.8751−40.8282−40.8510−3

i(svm,d-boiu-c-t) 0.9703 0.4500 0.6148

Table 6: Tests on the official test corpus. Evaluation with the

official program. u(a,b) = union(a,b). i(a,b) = intersection(a,b).

svm is a linear SVM with features tc3y. d- = dictionary (2012).

In Union results, superscripts represent the power of the p-value

of significance testing for the difference with the best published

result so far (Van Mulligen et al., 2016): −3 = p < 10−3,

−4 = p < 10−4. Note that the values of P are higher in

(Van Mulligen et al., 2016) (the difference is significant in two

cases out of three) whereas the values of R and F are better in

the present Union results (differences are always significant).

proximate randomization with 10,000 permutations,
p = 10−4 for all except p = 0.6 × 10−3 for the
difference of 0.3pt in F-measure), except the differ-
ence of 0.2pt in precision (p = 0.104). Note how-
ever that the methods and experiments presented in
the present paper benefited from extra time invested
after the official CLEF eHealth run submissions, so
that a comparison with results obtained during the
shared task time frame does not reflect differences
in quality of the involved teams.

5 Discussion

5.1 Calibration

Calibration proved highly efficient in the present set-
ting.

For instance, calibration of boiu output with only
code-based classification (boiu c in Table 4) filters
out 258 instances of ICD-10 code C809, Malignant
neoplasms of ill-defined, secondary and unspecified
sites which dictionary projection assigned to our test
split, among which only 15 were true positives and
243 were false positives. The dictionary happens to
have 509 entries for this code, among which the sin-
gle word cancer. Because of the longest match strat-
egy, this entry generally does not fire because longer
entries including this word exist and will match in-
stead. However, it acts as a default entry which may
be used in inappropriate contexts.

Because we applied calibration to filter out some

target codes, it blocks full sets of dictionary entries
(for instance, the 509 entries for C809). A finer-
grained method might try to filter out specific entries
instead, and maybe still obtain a good increase in
precision while limiting the associated loss in recall.

5.2 Union and intersection

Union and intersection are very simple combination
methods. They played their expected roles in our
experiments. Because we started from predicted re-
sults with precisions above 0.90, union was able to
keep a high enough precision (up to 0.89 on the
training set and 0.88 on the test set). The fact that
it also led to a strongly increased recall shows that
dictionary projection and our mono-label supervised
classifier produced complementary results.

Given that we started from high-precision re-
sults, intersection was interesting to obtain very-
high-precision classifiers. On the training set, the
obtained precision ranged from 0.94 to 0.97, with
associated recalls decreasing from 0.56 to 0.46. A
study of the 3% resisting codes is left for future
work. The highest-precision configuration, when
applied to the test set, also reached a 0.97 preci-
sion with a 0.45 recall. This means that nearly one
half of the test statements can be annotated automat-
ically with an error rate of only 3%. This makes pre-
annotation of death certificates with these methods a
viable proposal to save human coding time.

5.3 Dictionary projection as a classifier feature

A very simple way to combine two classifiers is to
use the output of one of them as a feature for the
other. As suggested by an anonymous reviewer,
we tested this scheme by using the ICD codes de-
tected by dictionary projection (with the boiu, best,
or all selection method) as an additional feature
for the supervised classifier. We trained and tested
the SVM supervised classifier with this additional
feature based on the 2011 dictionary. This im-
proved P, R and F by about 1pt on our test split
(P=0.9154, R=0.6883, F=0.7858 with the best se-
lection method). We then computed the intersection
of the obtained classifier with the dictionary results
(with and without calibration), as performed before
to obtain the results in Table 5. This increased the
best union F-measure (all, all-c-t) by up to 0.3pt
at 0.8697 (with all selection method) as well as all
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other union F-measures, but obtained a lower best
intersection precision (–0.4pt at 0.9711, boiu, boiu-
c-t). The influence of the selection method used in
dictionary projection for feature creation was minor.
This additional combination might increase again
the F-measure on the test corpus, but was not tested
in this paper.

5.4 Generalizability

The ICD-10 coding of death certificates is a process
which is performed world-wide in a variety of lan-
guages. Efforts have been spent in various countries
to develop dictionaries such as that of the CépiDc
in France. An important feature of the methods we
have presented here is that they are readily portable
to other languages. The only language-dependent
parts of our methods are diacritic removal (which
generalizes to all Unicode languages to which the
‘NFD’ normalization applies), stemming (which is
readily available for dozens of languages), some of-
fline spelling correction (which generalizes to many
alphabetic languages), and the use of character tri-
grams (which generalizes to alphabetic languages).
No manual dictionary entry development or tuning
was performed at all. Moreover, the supervised
method already yields a high precision even without
any dictionary at all, provided a sufficient number of
training examples are available.

Therefore our methods and system should be ap-
plicable with no or little effort to a number of other
languages.

6 Conclusion

We explored hybrid methods which combine sim-
ple dictionary projection and mono-label supervised
classification. Our starting point was a dictionary
projection method which obtained a higher recall
and a supervised classification method which ob-
tained a higher precision. Calibration strongly im-
proved the precision of dictionary projection, mak-
ing it higher than that of the supervised classifier.
Union of calibrated dictionary projection results and
supervised classification results improved the recall
of both of them while keeping a high enough preci-
sion, leading to the highest F-measure on the train-
ing corpus. Intersection of calibrated dictionary pro-
jection results and supervised classification results

obtained a record precision of 0.97 while produc-
ing codes for a little less than one half of the state-
ments. This is a suitable configuration for automatic
pre-annotation of death certificates which could save
time to human coders. These experiments were
performed on the training corpus: when applying
the best development configurations to the test cor-
pus, they led to three runs (F=0.8510–0.8586) which
are all above the best published F-measure so far
(F=0.848, significant at p < 10−4) on this dataset.
An important advantage of these methods is that
they only relied on the data provided by the French
coding center, CépiDc: if similar organizations in
other countries have similar data, these methods
should be readily applicable with little change to
these new data.

In future work we plan to improve the individ-
ual methods and test more hybrid methods. Using
more complete dictionaries is a way to improve the
recall and maybe precision too of dictionary projec-
tion. Changing the supervised classification to per-
form multi-label classification is a direction to im-
prove the recall of the supervised classifier. Calibrat-
ing the dictionary at the level of individual entries
instead of target codes might also limit the loss of
dictionary projection recall when increasing its pre-
cision.
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Özlem Uzuner, Brett R. South, Shuying Shen, and Scott L
DuVall. 2011. 2010 i2b2/VA challenge on concepts,
assertions, and relations in clinical text. J Am Med In-
form Assoc, 18(5):552–556, Sep-Oct. Epub 2011 Jun
16.

E Van Mulligen, Z Afzal, S A Akhondi, D Vo, and J A
Kors. 2016. Erasmus MC at CLEF eHealth 2016:
Concept recognition and coding in French texts. In
CLEF 2016 Online Working Notes. CEUR-WS.

F. Wingert, David Rothwell, and Roger A Côté. 1989.
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Abstract 

Identifying relevant studies from the entire 
scientific literature is an important task in bi-
omedical research. Past efforts have incorpo-
rated semantically recognized biological enti-
ties and medical ontologies into biomedical 
literature search. However, semantic relations 
are largely overlooked by biomedical search 
engines. In this work, we aim to discover 
synonymous biomedical semantic relations 
between entities and explore their uses in 
query (semantics) understanding for im-
proved retrieval performance. Specifically, 
we discover synonymous semantic relations 
from PubMed queries and apply them to que-
ry expansion and specification. In these two 
real-world scenarios, better PubMed retrieval 
effectiveness, in terms of recall and precision, 
can be achieved, demonstrating the utility of 
our proposed approach. 

1 Introduction 

PubMed is widely used by millions of users on a 
daily basis for seeking scholarly publications in 
biology and life sciences. Recent studies show 
that a significant portion of PubMed queries are 
entity specific (i.e. entity searches) (Neveol et 
al., 2011; Huang and Lu, 2016). 

Domain-specific search engines, such as 
PubMed, typically handle queries with domain 
knowledge in mind. For example, PubMed in-
corporates Medical Subject Headings (MeSH) to 
retrieve documents associated with query’s se-
mantic meaning than just keyword matches as in 
biomedicine it is common for concepts to appear 
in different forms in user queries and scholarly 
publications (Lu et al. 2009). However, PubMed 
can still suffer from mismatches between docu-
ment and query words when an information need 

involves entity semantic relations (Baumgartner 
et al., 2007). 

Consider the query chlorthalidone vs hydrochloro-

thiazide and chlorthalidone versus hydrochlorothiazide. 
Semantically similar as they are, PubMed returns 
twice more relevant documents for the latter, 
clearly overlooking the semantics of the general 
terms of vs and versus during its search. Unfortu-
nately, such performance difference resulting 
from different query formulations can lead to 
different levels of user satisfaction and different 
user experience with PubMed. 

In light of this, we propose a framework where 
we first understand user query’s semantics by 
discovering synonymous patterns among user 
queries (e.g. patterns CHEMICAL vs CHEMICAL and 
CHEMICAL versus CHEMICAL) for entity relations of 
interest. We then apply these learned synony-
mous patterns in query expansion to improve 
retrieval effectiveness for entity searches in 
PubMed. 

In this work, we mine synonymous patterns in 
user queries instead of scholarly publications 
because queries are generally short (Islamaj 
Dogan et al., 2009; Wilkinson et al., 1995) and 
tend to bond entities in proximity. Here we spe-
cifically target chemical-chemical and chemical-
disease relations such as chemical-induced-
disease relation (Wei et al., 2016). The proposed 
framework, however, is easily generalizable to 
understand other bio-entity relations such as pro-
tein-protein interaction (Phizicky and Fields, 
1995). 

Our work is unique in several aspects. First, 
PubMed queries are semantically analyzed 
through context patterns, and synonymous rela-
tions or synonymous context patterns are discov-
ered automatically. Second, synonymous patterns 
are applied to expand entity searches at pattern 
level to improve recall of relevant documents. 
Third, synonymous patterns can also be applied 

106



to searches with entities only, where we add ad-
ditional constraints to improve precision. Overall 
evaluation is able to point key directions for fu-
ture development and improvement of PubMed, 
and can also shed light on how to effectively 
search biomedical literature beyond PubMed. 

2 Related Work 

Query Expansion (QE) has been an area of active 
research in Information Retrieval (IR). QE tech-
niques manage to alleviate vocabulary mismatch 
between query and document words by adding 
related words to the initial queries, with the goal 
of improving retrieval effectiveness. Below we 
discuss three types of QE techniques classified 
based on how they derive related words: ontolo-
gy-oriented, query-independent data-driven, and 
query-dependent data-driven technique. 

Ontology-oriented techniques leverage lan-
guage properties (e.g. synonyms, hypernyms and 
etc.) in dictionaries (Liddy and Myaeng, 1993), 
thesauri, or lexical databases (Voorhees, 1994) to 
find QE. General-purpose lexical database e.g. 
WordNet (Fellbaum, 1998) or a domain-specific 
one e.g. MeSH (Nelson et al., 2001) may be 
used. 

Query-independent data-driven QE methods 
identify queries’ similar words by analyzing 
global-wide documents not specific to queries. 
Hence, they are also known as global corpus-
specific QE methods (Carpineto and Romano, 
2012). They learn word association by concept 
terms (Qiu and Frei, 1993), term clustering 
(Crouch and Yang, 1992), distributional similari-
ty (Lin 1998; Turney 2001; Chen et al., 2006), 
semantic topics (Park and Pamamohanarao, 
2007), to name a few. 

Query-dependent data-driven techniques, on 
the other hand, analyze query-specific documents 
for QE. While relevance feedback uses relevant 
documents from the initial queries, pseudo-
relevance feedback uses top-ranked documents 
without human intervention (Xu and Croft, 
1996). Measures for finding related terms in ini-
tially returned documents include Rocchio’s 
weighting (Rocchio, 1971), Chi-square 
(Doszkocs, 1978), and Kullback-Leibler distance 
(Carpineto et al., 2001). Recently, Cui et al. 
(2003) and Riezler et al. (2007) consider user-
clicked documents relevant for QE. 

In biomedicine, QE studies primarily focus on 
ontologies and pseudo-relevance feedback. For 
example, Jalali and Borujerdi (2008) and Lu et 
al. (2009) expand queries via MeSH ontology, 

and Srinivasan (1996), Aronson (1996), and Zhu 
et al. (2006) expand queries via Unified Medical 
Language System (Lindberg et al., 1993). On the 
other hand, biomedical queries can be reformu-
lated (Lu et al., 2009) or systematically expanded 
based on initially retrieved documents focusing 
on abbreviations (Bacchin and Melucci, 2005), 
the controlled vocabulary of MeSH (Thesprasith 
and Jaruskulchai, 2014), or open vocabulary (Ri-
vas et al., 2014). 

In contrast to previous work, we semantically 
analyze frequently-sought general patterns (or 
relations) in biomedical queries, discover pattern 
synonyms, and use these automatically-learnt 
synonymous patterns to expand real-world entity 
searches in PubMed. Such general-phrase pat-
tern-level semantics understanding, complemen-
tary to domain-specific MeSH, later proves use-
ful in QE and beneficial to PubMed literature 
search in our case studies. 

3 Entity Searches in PubMed 

(a) PubMed titles for the search midazolam sevoflurane 
 

1. Network Meta-Analysis on the Efficacy of Dexme-
detomidine, Midazolam, Ketamine, Propofol, and Fentanyl 
for the Prevention of Sevoflurane-Related Emergence Agi-
tation in Children. 
2. Determination of optimum time for intravenous cannula-
tion after induction with sevoflurane and nitrous oxide in 
children premedicated with midazolam 
(b) PubMed titles for its semantics-constrained query 
midazolam vs sevoflurane OR midazolam versus sevoflurane OR … 
 

1. Long-term sedation in intensive care unit: a randomized 
comparison between inhaled sevoflurane and intravenous 
propofol or midazolam. 
2. Complications of sevoflurane-fentanyl versus midazo-
lam-fentanyl anesthesia in pediatric cleft lip and palate sur-
gery: a randomized comparison study. 
Table 1. An example of PubMed search results (sorted 

by relevance) without (a) and with (b) semantic ex-
pansion. 

 

We focus on understanding users’ information 
needs or search semantics when they submit enti-
ty searches to PubMed. We discover synony-
mous patterns or entity relations in user queries 
(Section 3.1) and exploit them in the following 
two use scenarios to improve PubMed retrieval 
effectiveness. 
Scenario 1. Consider an entity pair search with 
explicit relation mention (e.g. comparison rela-
tion between two drugs as in albuterol vs levalbut-

erol). We expand the query with its synonymous 
counterparts belonging to the same pattern-level 
relation (e.g. adding albuterol versus levalbuterol, 
comparison between albuterol and levalbuterol, and etc.). 
With such query expansion, we expect to retrieve 
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semantic 
relation 

pattern BiR 
semantic 
relation 

pattern BiR 

drug 
comparison 

#C versus #C 
#C vs #C 
comparison of #C and #C 
comparison #C and #C 
#C compare #C 
difference between #C and #C 
comparison between #C and #C 
#C compare to #C 
#C compare with #C 
difference #C and #C 

2.38 
10.05 
1.91 
1.91 
135.65 
144 
1.91 
135.65 
135.65 
144 

drug-
induced-
disease 

#C induced #D 
#D induced by #C 
#D associate with #C 
#C side effect #D 
#D caused by #C 
#C exposure and #D 
#C cause #D 
#D risk factor #C 
#D #C adverse effect 

1.14 
1.14 
969.6 
303 
21.07 
21.26 
48 
94.13 
484.8 

drug 
combination 

#C and #C combination 
combination of #C and #C 
combine #C and #C 
#C in combination with #C 
#C and #C combination therapy 
#C combined with #C 
add #C to #C 
combination therapy with #C and #C 
concomitant #C and #C 

1.35 
1.35 
904.2 
1.35 
6.14 
4.93 
37.99 
6.14 
38.64 

drug-treats-
disease 

#D treatment #C 
#D and #C therapy 
treatment of #D with #C 
treatment of #D #C 
#D treatment with #C 
#C treatment for #D 
#C in the treatment of #D 
#C in #D treatment 
#D treated with #C 
#C therapy in #D 

1.96 
2.41 
1.96 
1.96 
1.96 
1.96 
1.96 
1.96 
7.59 
2.41 

Table 2. Retrieval benefit in recall (BiR) when using synonymous relational patterns for query expansion. 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Patterns’ semantics similarity in terms of 
overlapping entities or LSA topics. While circles 

represent entities, the colors of the circles represent 
learned LSA topics. 

 

from PubMed additional documents originally 
unreachable and expect to balance PubMed re-
sults across different query formulations with 
identical semantics meaning. 
Scenario 2. Consider a pure entity pair search 
without any explicit mention of entity relation 
(e.g. midazolam sevoflurane). We constrain the query 
on its known search semantics learned based on 

past PubMed searches (e.g. comparison relation 
between these two drugs). The newly constructed 
search (e.g. midazolam vs sevoflurane OR midazolam 

versus sevoflurane OR … where OR combines Pub-
Med results) is expected to direct PubMed to-
wards documents users truly interested in but 
otherwise might be ranked low based on the orig-
inal search. Take Table 1 for example. Top-
ranked documents are more relevant with the 
new semantics-constrained query if users are to 
compare the two entities without explicitly men-
tioning so in the search query. 

Note that in Scenario 1 and Scenario 2 we per-
form PubMed searches under relevance sorting 
(as opposed to the default chronical sorting) and 
we search PubMed and use matches in article 
titles as a proxy for human relevance evaluation 
(Kim et al., 2016). In other words, to ensure 
quick turnaround and large-scale evaluation, we 
assume those matching titles all satisfy users’ 
information needs (i.e. perfect precision) and 
thus no human relevance judgments is required. 

3.1 Discovering Synonymous Patterns 

We have previously developed an unsupervised 
approach for identifying synonymous patterns of 
entity relations in PubMed queries (Huang and 
Lu, 2016). Due to space limitation, we only 
briefly outline major steps below. We refer inter-
ested readers to (Huang and Lu, 2016) for de-
tails. 

First, a six-month worth of PubMed queries 
(35M queries) are stemmed and tagged using 
entity recognition tools (Wei et al., 2015; 
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4 
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=  <#C: omeprazole, #D: acute pancreatitis> 

=  <#C: fluoroquinolone, #D: neuropathy> 

=  <#C: warfarin, #D: skin necrosis> 

=  <#C: tamsulosin, #D: intraoperative floppy iris syndrome> 

=  <#C: streptozotocin, #D: diabetes> 

=  <#C: clonidine, #D: diabetic diarrhea> 

=  <#C: androgen, #D: prostate cancer> 
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Leaman et al., 2013; Leaman et al., 2015) for 
genes/proteins, diseases, and chemicals/drugs. 

Next, we formulate queries to context patterns 
and focus on specifically discovering synony-
mous patterns for chemical-chemical (CC) and 
chemical-disease (CD) relations. For instance, 
the query skin necrosis associate with warfarin is for-
mulated into #D associate with #C where #C and #D 
stands for chemical and disease entity respective-
ly. 

Inspired by distributional similarity (Lin 
1998), we then exploit these patterns’ participat-
ing entity pairs to understand their semantics. In 
such a way, synonymous patterns can be found 
in an unsupervised fashion in contrast to seeds-
required pattern recognition work (e.g. Xu and 
Wang, 2014). Take Figure 1 for example. Our 
framework will consider the pattern #C induce #D 
semantically closer to #D due to #C than to #C in #D 

treatment since #C induce #D and #D due to #C share 
more participating entities in user queries: 2 
overlapping entities out of 7 entities vs 0 out of 
7. 

To avoid data sparseness issue on (distribu-
tional similarity in) entity mention, we further 
leverage latent semantic analysis, LSA, (Rehurek 
and Sojka, 2010) to find entities’ LSA topics 
which in turn reduces the space of semantics 
analysis from the dimension of entity pairs to a 
much smaller dimension of LSA topics. The 
benefit of using LSA topics is clear: after LSA 
transformation, #C induce #D in Figure 1, where 
circle’s colors depict LSA topics, shows stronger 
semantics connection with #D due to #C than pre-
viously without LSA: 2 overlapping LSA topics 
out of 3 topics. 

Our LSA-based approach is able to achieve 
satisfying performance in finding semantically 
similar patterns across entity relations of interest, 
such as drug-induced-disease relation, drug-drug 
interaction, to name a few. We refer interested 
readers to (Huang and Lu, 2016) for detailed 
evaluation results. 

3.2 Expanding Entity-Relation Searches 
 

Once our method identifies candidates of pattern 
synonyms, we collect the set of true synonymous 
patterns and apply them to semantic query ex-
pansion as below. 

We first order a semantic relation’s synony-
mous patterns according to their frequencies in 
PubMed queries, which represent user prefer-
ences or user intuitions (in searching the target 
bio-relation between two entities). See patterns 
in descending order of frequency in the second 

and fifth column of Table 2. For example, Pub-
Med users prefer using #C versus #C to #C vs #C or 
comparison of #C and #C in comparing two drugs. 
Currently, four common entity relations between 
drugs and between drugs and diseases are of our 
particular interest: drug comparison, drug com-
bination, drug-induced-disease and drug-treats-
disease. 

Second, for each relation, we assemble its 500 
most searched entity pairs from our search logs. 
For example, <albuterol, levalbuterol> is a popular 
chemical pair for the drug comparison relation. 

For each entity pair (e.g. <albuterol, levalbuterol>) 
of a semantic relation, we then submit a query 
with the pair using one of the relational patterns 
(e.g. albuterol vs levalbuterol) and compare the 
search result with that of semantically expanded 
query that leverages all synonymous patterns 
(e.g. albuterol versus levalbuterol OR albuterol vs leval-

buterol OR … Syntax OR combines PubMed re-
trieval results). Recall that the searches are lim-
ited to PubMed titles. Finally, we compute the 
ratio of the number of total search results via all 
patterns of the semantic relation over that of each 
individual pattern, averaged over 500 entity 
pairs. Such difference in recall is referred to as 
benefit in recall, BiR. 

As Table 2 shows, a BiR score above 1 means 
expanding queries using collective synonymous 
patterns of the same semantics improves PubMed 
recall or helps PubMed retrieve more relevant 
documents. Take the drug comparison relation 
for example. Regardless of the chemical pair of 
interest, expanded queries can always retrieve 
more relevant documents than using the individ-
ual pattern of #C versus #C (more than twice as 
many on average: 2.38). In some cases of Table 
2, the improvement in recall is substantial (e.g. 
135.65 associated with #C compare #C, 904.2 asso-
ciated with combine #C and #C, and so on). 

The benefit of using our synonymous patterns 
for query expansion in current PubMed settings 
can be observed across various types of CC or 
CD entity-relation searches, searches with ex-
plicit relation mention. And interestingly, the 
most frequently used patterns by users (or the 
most intuitive/straightforward search patterns 
from users’ points of view) may not always be 
the best choice at default: among the drug com-
parison patterns, comparison of #C and #C is more 
effective than the most popular #C versus #C in 
retrieving relevant documents. A semantic 
framework like ours can balance PubMed re-
trieval results across different entity-relation ex-
pressions in searches with similar meanings. 

109



3.3 Expanding Pure Entity Pair Searches 
 

Among PubMed searches, pure entity pair 
searches or searches containing only two bio-
entities without any explicit relation mentions 
(e.g. midazolam sevoflurane), account for approxi-
mately half of the searches involving dual bio-
entities. As a result, we investigate in this sub-
section how we can improve PubMed user expe-
rience by expanding these queries, with the help 
of our synonymous patterns and past user 
searches. The process is detailed below. 

First, we identify pure entity pair searches on-
ly sought by PubMed users in a specific rela-
tion/context, based on which we expand the 
searches and impose semantic search constraints. 
Take the pure entity pair search midazolam sevoflu-

rane for instance. Since it had only been searched 
with drug comparison relation by PubMed users, 
we later explicitly constrain that search query in 
the context of drug comparison relation. This 
step infers the implicit relation between the enti-
ty pair from the wisdom of the crowd (i.e. past 
search logs). Our hypothesis is that such implicit 
relation, if explicitly added to the search, may 
improve retrieval results and in turn user experi-
ence. 

In the current experiment, a total of 1,600 
unique pure entity-pair queries are collected with 
CC relation constraints (i.e. drug comparison, 
drug combination, and drug interaction) and CD 
relation constrains (i.e. drug-treats-disease, drug-
induced-disease, supplement-for-disease, drug-
resistance-in-disease). 

Similar to the settings in Section 3.2, we sub-
mit to PubMed (a) original queries, i.e. pure enti-
ty pairs and (b) expanded queries with explicit 
relation constraints learnt from past user queries. 
For example, original search midazolam sevoflurane 
and its semantics-constrained counterpart midazo-
lam versus sevoflurane OR midazolam vs sevoflurane OR 
… (expanded using our synonymous patterns of 
the drug comparison relation, in which midazolam 

sevoflurane had only been sought) will be submit-
ted to PubMed. 

Finally, based on the search results from (a) 
and (b), we compute the retrieval effectiveness of 
regular PubMed by using (b)’s results as the 
ground truth. In other words, we assume the ex-
panded queries truly represent users’ search in-
tention and their search results truly satisfy us-
ers’ information needs. Retrieval performance is 
measured by standard information retrieval (IR) 
measures: precision (P), mean reciprocal rank 

(MRR) and nDCG (Jarvelin and Kekalainen, 
2002) at rank 20. 

As we can see in Table 3, the difference be-
tween current performance scores in MRR or 
nDCG and perfect scores (i.e. perfect MRR or 
nDCG equals 1) suggests genuinely there is 
room for performance increase in retrieval for 
such searches, i.e. pure entity pair searches, in 
current PubMed settings. While pure CD search-
es yield better results than pure CC searches, po-
tential gain in performance is still substantial for 
CD queries, which can be achieved by simply 
adding semantics constraints and expanding que-
ries accordingly. In some cases (e.g. pure entity 
pair searches with implicit drug interaction rela-
tion), semantics constraints almost warrant a 
more satisfying search performance. 

entity pair 
type 

implicit relation IR measures 
@ 20 

results 

CC 

drug comparison 
P 
MRR 
nDCG 

0.25 
0.43 
0.57 

drug combination 
P 
MRR 
nDCG 

0.29 
0.47 
0.61 

drug interaction 
P 
MRR 
nDCG 

0.13 
0.32 
0.43 

CD 

drug-treats-
disease 

P 
MRR 
nDCG 

0.34 
0.58 
0.66 

drug-induced-
disease 

P 
MRR 
nDCG 

0.36 
0.63 
0.70 

supplement-for-
disease 

P 
MRR 
nDCG 

0.23 
0.47 
0.56 

drug-resistance-
in-disease 

P 
MRR 
nDCG 

0.21 
0.43 
0.55 

Table 3. Results on pure CC and CD queries with 
implicit relations. 

4 Summary 

We have applied query semantics understanding 
to PubMed literature search. The proposed 
framework involves discovering synonymous 
relational patterns in queries and, based on those, 
expanding PubMed user queries, specifically en-
tity search queries. Preliminary evaluation shows 
such semantic query expansion helps to improve 
PubMed retrieval effectiveness. And better 
PubMed performance implies better user experi-
ence and less curation effort (Lu and Hirschman, 
2012). Incorporating such general-phrase seman-
tics framework, complementary to domain-
specific MeSH, into PubMed serving millions of 
users is warranted. 
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