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Abstract

A common step in the processing of any
text is the part-of-speech tagging of the input
text. In this paper, we present an approach
to tackle code-mixed text from three differ-
ent languages Bengali, Hindi, and Tamil -
apart from English. Our system uses Con-
ditional Random Field, a sequence learning
method, which is useful to capture patterns of
sequences containing code switching to tag
each word with accurate part-of-speech infor-
mation. We have used various pre-processing
and post-processing modules to improve the
performance of our system. The results were
satisfactory, with a highest of 75.22% ac-
curacy in Bengali-English mixed data. The
methodology that we employed in the task
can be used for any resource poor language.
We adapted standard learning approaches that
work well with scarce data. We have also en-
sured that the system is portable to different
platforms and languages and can be deployed
for real-time analysis.

1 Introduction

Part-of-Speech (POS) tagging a syntactic analysis
usually done after language identification - is one
of the key tasks in any language processing applica-
tions. It is the process of assigning the appropriate
part of speech or lexical category to each word in
a sentence. Apart from assigning grammatical cate-
gories to words in a text, POS tagging also helps in
automatic analysis of any text.

To develop an accurate tagger, it is essential to
develop various rules based on the language or large

annotated corpus which could be used for discover-
ing the rules and training the model. Accurate anno-
tation of a corpus requires the expertise of linguists
which is expensive and time consuming. Also it is
not extendable from one language to another. Use of
automatic machine learning approaches is inexpen-
sive, fairly accurate and can be extended between
languages.

The increasing popularity of social media plat-
forms blogs, micro-posts (e.g. Twitter1) and chats
(Facebook 2) - has ensured availability of large
amount of code-mixed data. But, texts obtained
from various online platforms differ from traditional
writings. These texts are predominantly unstruc-
tured. Also, many variations can be observed in
terms of writing style and vocabulary. Such texts
are mostly informal and have multiple languages in
a single sentence, or even in a single word. This
code-mixed nature of text, coupled with the fact that
they are written using Roman script (instead of na-
tive script), makes it extremely challenging for lin-
guists and data analysts to process such data. This
has given a new dimension to the traditional prob-
lems of language identification and POS tagging.

In this paper, we address the problem of part-of-
speech tagging in mixed social media data. India is
a land of many languages with Hindi and English
recognized as the more popular ones. From the In-
dian perspective, it is generally observed that one
of the languages used in social media conversations
are either English or Hindi. In this work, all the
three mixed scripts contain English as one of the lan-

1twitter.com
2www.facebook.com
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guages. The Indian languages present are Bengali,
Hindi and Tamil.

To tag the words with their corresponding part-of-
speech tags, we have used Stanford part-of-speech
tagger as our baseline and developed the final system
using Conditional Random Field (CRF). We have
obtained results for three language pairs, namely
Hindi-English (Hi-En), Bengali-English (Bn-En)
and Tamil-English (Ta-En). In this paper, we con-
centrate on building our POS tagger system with
minimal external resources. Both our models do not
use any language resource in addition to the dataset.
While the Stanford POS Tagger uses no additional
resource, the CRF model uses only a list of smileys.

The rest of the paper is organized as follows. We
present an account of the previous works done in the
part-of-speech tagging in Section 2. In Section 3, we
discuss the dataset. The system has been described
in Section 4. The results and observations have been
presented in Section 5 and the conclusion in Section
6.

2 Related Work

Part-of-Speech tagging has been a centre of many
researches for the past few decades. Since it started
in the middle sixties and early seventies (Greene and
Rubin, 1971), a lot of new concepts have been intro-
duced to improve the efficiency of the tagger and to
construct the POS taggers for several languages.

Rule based POS tagger was introduced in the
nineties (Karlsson et al., 1995) and gave better ac-
curacy than its predecessors. One of the most suc-
cessful rule based English tagger (Samuelsson and
Voutilainen, 1997) had a recall of 99.5% with a
precision of around 97%. The rule based taggers
consists of complex but accurate constraints which
makes them very efficient for disambiguation. Sta-
tistical model based tagger (DeRose, 1988; Cut-
ting et al., 1992; Dermatas and Kokkinakis, 1995;
Meteer et al., 1991; Merialdo, 1994) are widely used
because of the simplicity and the independence of
the language models. Most commonly used sta-
tistical models are bi-gram, tri-gram and Hidden
Markov Model (HMM). The only problem with sta-
tistical models is that these kinds of taggers require
a large annotated corpus. Machine learning algo-
rithms are statistical in nature but the models are

more complicated than simple n-gram. Models for
acquiring disambiguation rules and transformation
rules from the dataset were constructed in late 80’s
and early 90’s (Hindle, 1989; Brill, 1992; Brill,
1995a; Brill, 1995b). Neural networks have also
been used for POS tagging (Nakamura et al., 1990;
Schütze, 1993; Ma and Isahara, 1998; Eineborg and
Gambäck, 1994). POS taggers were also developed
using Support Vector Machine (SVM) (Nakagawa
et al., 2001). These taggers were more simple and
efficient than the previous taggers. The successor of
this tagger was developed by Giménez and Marquez
(2004) and the approach they used for POS tagging
was considerably faster than its predecessor. A more
recent development was the use of Conditional Ran-
dom Field (CRF) for POS tagging (Sha and Pereira,
2003; Lafferty et al., 2001; Shrivastav et al., 2006).
These taggers are better for disambiguation as they
find global maximum likelihood estimation.

2.1 POS Taggers for Indian Languages

Recently, a large number of researchers are trying to
expand the scope of automatic POS taggers so that
they can work on complex non European languages.
India is a country with rich linguistics so POS tag-
gers for Indian languages are one of the most ex-
plored topics. The first effort was to develop a Hindi
POS tagger dated back in the nineties (Bharati et al.,
1995). This tagger was based on a morphological
analyzer. The analyzer would provide the root word
with its morphological features and generalized POS
category. Shrivastav et al. (2006) slightly modified
this approach by using a decision tree based classi-
fier and achieved an accuracy of 93.45%. Instead
of using a full morphological analyzer Shrivastava
and Bhattacharyya (2008) used a stemmer to gener-
ate suffixes which was in turn used to generate POS
tags. Conditional Random Field was also used along
with morphological analyzer in a couple of works
(Agarwal and Mani, 2006; PVS and Karthik, 2007).

One of the earliest works on Bengali POS tag-
ger was conducted by Seddiqui et al. (2003) and
Chowdhury et al. (2004). (Chowdhury et al., 2004)
implemented a rule based tagger which hand written
rules formulated by expert linguists. In more recent
work, Hasan et al. (2007) developed a supervised
POS tagger. This method was less effective due to
lack of tagged training corpus. In later years, we
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have seen many works on Bengali POS tagger. One
of the most successful taggers was developed by us-
ing HMM and Maximum Entropy models (Danda-
pat and Sarkar, 2006; Dandapat, 2007). They also
used a morphological analyzer to compensate for the
lack of annotated training corpus. These two mod-
els were used to implement a supervised tagger and a
semi-supervised tagger. The accuracy achieved was
around 88% for both models. Ekbal et al. (2007)
carried out further research on the tagger. They an-
notated a news corpus and created two taggers - one
SVM based tagger and another CRF based tagger -
which reported an accuracy of 86.84% and 90.3%
respectively.

In Tamil, Selvam and Natarajan (2009) proposed
a rule based morphological analyzer to annotate the
corpora and used it to train the POS tagger. They
used the Tamil version of Bible for the tagged cor-
pus and achieved an accuracy of 85.56%. Dhanalak-
shmi et al. (2009) developed a SVM based tagger us-
ing linear programming and a new tagset for Tamil
with 32 tags. They used this tagset for building a
training corpus and reported an accuracy of 95.63%.
Another SVM based POS tagger (Dhanalakshmi et
al., 2008) was proposed by them in a different work.
They extracted linguistic information using machine
learning techniques which was then used to train the
tagger. This tagger achieved an accuracy of 95.64%.

Even after decades of research on monolingual
POS taggers for Indian languages(mostly Hindi),
there are just a few taggers with accuracy over 90%.
A new challenge has developed over the past few
years in the form of code mixed social media text.
This field of research is at a nascent stage. The basic
challenges and complexities of social media text are
spelling variations and word sense disambiguation.
As traditional POS taggers were not efficient for so-
cial media text, new taggers targeting social media
text were constructed. However, these taggers are
mostly monolingual and not suitable for code-mixed
text. The first was developed by Gimpel et al. (2011)
for tagging English tweets. They developed a new
POS tagset and tagged 1827 tweets for training cor-
pus for a CRF tagger with arbitrary local features in
log-linear model adaptation. Owoputi et al. (2013)
improved the original Twitter POS tagger as they in-
troduced lexical and unsupervised word clustering
features. This increased the accuracy from 90% to

93%.
One of the first POS taggers for code-mixed text

was developed by Solorio and Liu (2008). They con-
structed a POS tagger of English-Spanish text by us-
ing existing monolingual POS taggers for both the
languages. They combined the POS tag information
using heuristic procedures and achieved the maxi-
mum accuracy of 93.4%. However, this work was
not on social media text and hence the difficulties
were considerably less. Gella et al. (2013) devel-
oped a system to identify word level language and
then chunk the individual languages and produce
POS tags or every individual chunk. They used a
CRF based Hindi POS tagger for Hindi and Twit-
ter POS tagger for English and achieved maximum
accuracy of 79%. Vyas et al. (2014) developed a
English-Hindi POS tagger for code mixed social me-
dia text.

3 Dataset

A recent shared task was conducted by Twelfth In-
ternational Conference on Natural Language Pro-
cessing (ICON-2015)3 , for part-of-speech tagging
of transliterated social media text. Organizers re-
leased the code mixed train and test set for English-
Hindi, English-Bengali and English-Tamil language
pairs.

In Table 1, we provide a summary of the dataset
in terms of the utterances. The number of utter-
ances have been recorded for both the training and
test data. In Table 2, we present a statistics of the
number of sentences for each pair of languages in
training as well as test data.

Language Sentences
(Training)

Sentences
(Test)

Bengali-English 2837 1459
Hindi-English 729 377
Tamil-English 639 279

Table 2: Summary of Dataset (Sentences).

4 System Description

We have followed a supervised approach in this
work. We have extracted various features that are
pertinent to this task. The various steps involved in
POS tagging are listed as follows:

3http://ltrc.iiit.ac.in/icon2015/
contests.php
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Figure 1: Overview of the System Architecture.

Language
Tags

Utterances
(Training)

Utterances
(Test)

Hindi-English
English (EN) 6178 8553
Hindi (HI) 5546 411
Others (O) 4231 2248
Total 15955 11212

Bengali-English
English (EN) 9973 5459
Bengali (BN) 8330 4671
Others (O) 6335 3431
Total 24638 13561

Tamil-English
English (EN) 1969 819
Tamil (TA) 1716 1155
Others (O) 630 281
Total 4315 2255

Table 1: Summary of Dataset (Utterances).

4.1 Chunking

Each of the three given corpora (Hindi-English,
Bengali-English and Tamil-English) contains En-
glish as one of the dominant languages. The other
dominant language is Bengali, Hindi and Tamil
in each of the three texts. The various language
tags used in the training data are en (English), hi
(Hindi), bn (Bengali), ta (Tamil), ne (Named enti-
ties), acro (Acronyms), univ (Universal) and undef
(Undefined). For each input file, we have performed
chunking on the raw text to segment the words be-
longing to different language tag. We haves used the
language ids to perform chunking. For each of the
language tags, we have created a wordlist belonging
to that particular language tag. We also maintain a

table containing the file id, word id and position of
every word. This table is useful for obtaining the
output files from the chunked words.

4.2 Lexicons for Dominant Languages

English, Bengali, Hindi and Tamil were identified
as the dominant languages. For each of these four
languages, we have created a list of words which
belong to any particular POS tag. These lists were
constructed from the respective training files. We
maintain lists for nouns, verbs and other parts-of-
speech for each language. These lists are essential
for extracting feature for training our CRF model.

4.3 POS Tagging

We have used two different approaches for POS Tag-
ging of the test data. Both the models use training
data for learning and model construction.

4.3.1 POS Tagging Using Stanford POS Tagger
For our baseline, we trained our system using

Stanford POS Tagger (Toutanova et al., 2003). Us-
ing the training data, we trained the Stanford POS
Tagger initially. The architecture (arch property of
the tagger) that we used for training was: words(-
1,1), unicodeshapes(-1,1), order(2), suffix(4). Four
individual models were generated for English, Ben-
gali, Hindi and Tamil. The test data was tagged us-
ing these generated models.

4.3.2 POS Tagging Using CRF++
In this work, Conditional Random Field (CRF)

has been used to build the framework for word-
level language identification classifier. We have used
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CRF++ toolkit 4 which is a simple, customizable,
and open source implementation of CRF.

The following features were used to train the CRF
model:

• Length Of The Current Word

The length of the current word has been used as
one of the features. It is often noted that words
belonging to a specific language and part-of-
speech are often longer than others (Singh et
al., 2008). We have used this feature to exploit
word length in determining the part-of-speech
of the word.

• Current Word

For example, if the sentence is I have been told
of the place, then each word is analyzed at a
time. If the word currently being examined for
part-of-speech tagging is been, then the word
been is considered as one of the features.

• Previous Two Words

For example, if the sentence is I have been told
of the place and current word is been, then the
previous two words are I and have.

• Next Two Words

Using the previous example, if the sentence is
I have been told of the place and the current
word is been, then the next two words are told
and of.

• Suffix

This feature considers of the suffix of every
word. If length of a word is more than 3 then
suffix of length 3 and 2 are taken. e.g.: een and
en are the suffixes for been.

• Prefix

This feature considers of the prefix of every
word. If length of a word more than 3 then pre-
fix of length 3 and 2 are taken. e.g.: bee and be
are the suffixes for been.

• If Word Contains Any Symbol

4https://taku910.github.io/crfpp/\#
download

This feature is boolean in nature and represents
if the current word contains any symbol. Pres-
ence of symbol in a word gives a possible hint
about the part-of-speech of the word.

• If Word Contains Any Digit

Similar to the previous feature, this boolean
feature represents if the current word contains
any digit. Presence of digit in a word gives
a possible hint about the part-of-speech of the
word. e.g.: kheye6ilam, ki6u, ka6e, 6ghanta

• Is Noun

This feature represents if the current word is a
noun. During the training phase, we build up
a list of nouns for every language. This list is
used during test phase to evaluate this feature.
e.g.: match, love, khushi, kaam, meye

• Is Adjective

This feature represents if the current word is an
adjective. During the training phase, we build
up a list of adjectives for every language. This
list is used during test phase to evaluate this fea-
ture. e.g.: ekta, beshi, good, nice

• Is Verb

This feature represents if the current word is a
verb. During the training phase, we build up
a list of verbs for every language. This list is
used during test phase to evaluate this feature.
e.g.: hoy, lage, be, will

• Is Pronoun

This feature represents if the current word is a
pronoun. During the training phase, we build
up a list of pronouns for every language. This
list is used during test phase to evaluate this fea-
ture. e.g.: tomar, tumi, you, I

• Is Conjunction

This feature represents if the current word is
a conjunction. During the training phase, we
build up a list of conjunctions for every lan-
guage. This list is used during test phase to
evaluate this feature. e.g.: kintu, and, to, but
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• Is Adverb

This feature represents if the current word is an
adverb. During the training phase, we build up
a list of adverbs for every language. This list is
used during test phase to evaluate this feature.
e.g.: ekhon, takhon, just, very

• Is Determiner

This feature represents if the current word is
a determiner. During the training phase, we
build up a list of determiners for every lan-
guage. This list is used during test phase to
evaluate this feature. e.g.: the, this, a

• Is Dollar

This feature represents if the word represent
any numerical measure. e.g.: 1st, 26th, one,
two

• Is Q

This feature represents if the word represent
any quantitative measure. e.g.: enuf, more,
many, khub

• Is U

This feature represents if the word is website
link e.g.: pdf2fb.net

• Is X

This feature represents if the word is a non-
classified token or if it has no meaning. e.g.:
geetamroadpi

During the training phase, we train the CRF
model using all the above features. Four language
models are built, corresponding to the four dominant
languages English, Bengali, Hindi and Tamil. In the
test phase, we use the generated models to tag the
words with their appropriate part-of-speech tags.

4.3.3 Post-processing
All the words belonging to the four dominant

languages were tagged by the CRF model. The
acronyms, named entities and the universal words
were tagged by consulting the lists built during train-
ing. All the words which could not be tagged by our
model were subjected to a post-processing module.
For every language tag (acro, univ, ne), we found out

the most frequent part-of-speech tag. Also, we used
some logical reasoning to tag the words which were
not tagged by our tagger models. For example, any
untagged word which contains www, http or .com in
it is allotted the U tag. Similarly, we use a smiley
list to tag the smileys as E. Punctuations and hash-
tags were tagged likewise. Finally, we combine all
the words (which were chunked in initially) to ob-
tain the output files.

5 Results and Observations

We evaluated the POS-tagging done by our baseline
model (Stanford Parser) and the CRF model. The
results are presented in Table 3.

Accuracy in %
Language Pair Baseline

(Stanford
Model)

CRF Model

Bengali-English 60.05 75.22
Hindi-English 50.87 73.2
Tamil-English 61.02 64.83

Table 3: Accuracy of the system.

The results of Tamil-English are less than that of
Bengali-English and Hindi-English. The primary
reason for lower accuracy is the variation in tag used
in gold standard files of Tamil-English.

6 Conclusion

In this paper, we have addressed the POS tagging
of mixed script social media text. The texts con-
tained two or three languages, with English being
one of the three languages. The other languages
were Hindi, Bengali and Tamil. We have trained
Stanford POS Tagger to build a baseline model.
Our final model used Conditional Random Field for
part-of-speech tagging. Our results are encouraging
and the performance deterioration of Tamil-English
mixed text can be attributed to the mismatch of POS-
tags.

Currently, there is a lack of quality training data.
In the absence of sufficient training data, perfor-
mance deteriorates using neural network based mod-
els or deep learning methods. In future, we would
love to explore the effectiveness of Deep learning
based features. Word2vec models can also be used
to find out words which are semantically similar. We
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would also like to use of ensemble learning by using
various models and combining their results to arrive
at the final result. A step in that direction would be to
collect more mixed script data from social media and
building gold standards using that data. Building an
efficient normalization system and disambiguating
between similar tags should also improve the accu-
racy of the system.
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