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Abstract

This article describes work on enabling the addition of temporal information to senses of words
in linguistic linked open data lexica based on the lemonDia model. Our contribution in this article
is twofold. On the one hand, we demonstrate how lemonDia enables the querying of diachronic
lexical datasets using OWL-oriented Semantic Web based technologies. On the other hand, we
present a preliminary version of an interactive interface intended to help users in creating lexical
datasets that model meaning change over time.

1 Introduction

The necessity for a flexible and accurate way of representing diachronic lexical information computa-
tionally is particularly evident when dealing with “classical” languages such as Ancient Greek, Latin or
Sanskrit where we have access to a corpus of texts covering a long period in the language’s evolution. It
is also the case for modern languages like French, Italian or English where we can count on an existing
legacy of texts that attest to various different periods in those languages’ development. An important
requirement for representation formats for diachronic lexico-semantic resources is that they should facil-
itate cross-linguistic, typological research of the kind that takes into account different language features
both across diverse languages as well as different time periods. One way of working towards meeting
such requisites is through the adoption of the linked open data (LOD) paradigm as a means of modelling
and publishing such lexical datasets. This not only ensures a minimum level of inter-operability between
different datasets through the shared use of the Resource Data Framework (RDF) and common vocabu-
laries/data categories, but it also allows us to exploit various RDF based technologies such as the Web
Ontology Language (OWL) when working with such data. We discuss this in more detail below.

In this article we will focus on a model/vocabulary for representing diachronic semantic informa-
tion as RDF triples called lemonDia, which we have introduced in previous work (see (Khan et al.,
2014) and (Khan et al., 2016)). In the present work we will look at the more practical aspects of using
lemonDia and show how lemonDia enables the querying of diachronic lexical datasets, using two OWL
oriented Semantic Web based technologies, the Semantic Web Rule Language (SWRL) and the Semantic
Query-Enhanced Web Rule Language (SQWRL). We will also introduce an interactive tool which we
are developing and which is intended to assist users in creating lexical linked open datasets that include
information about meaning change over time. One of the main difficulties with incorporating temporal
information within RDF datasets is that the rigid subject-predicate-object triple structure of RDF pre-
vents the addition of an extra time argument; this can be resolved in several ways, none of which are
entirely satisfactory. lemonDia uses the modelling ’trick’ of explicitly representing senses as processes
in time, or perdurants, but this can be difficult to grasp for non-expert users. Making the whole process
of working of assigning temporal periods to lexical entries easier and therefore making the lemonDia
model more accessible, was one of the main motivations behind the creation of our interactive tool.

This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/
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The article is organized as follows: Section 2 presents the diachronic dataset that we worked with and
that provided the main case study for our tool; Section 3 briefly describes lemonDia and Section 4 shows
how it is possible to make temporal queries over the dataset from Section 2; Section 5 describes the
preliminary version of our interactive tool. Finally, Section 6 draws the conclusions and outlines future
work.

2 The Old English Shame/Guilt Dataset

The examples which we will present in this article are taken from a lexical dataset of Old English (OE)
emotion terms produced by Dı́az-Vera (E Dı́az-Vera, 2014) as part of a wider study into the cognitive
implications of meaning change. The lexical entries in the dataset have been categorized into those
relating to shame/embarrassment and those relating to guilt. The dataset contains both emotion terms
which are classified as “literal” – that is emotion terms that aren’t the result of a semantic shift from
another domain – and non-literal terms, where there is a clear shift from another domain into the domain
of shame or guilt. These latter are classified further on the basis of the semantic shifts in question. The
time period in which Old English was spoken is divided into 3 consecutive intervals in the OE dataset.
These are:

• OE1 (before 950)

• OE2 (950-1050)

• OE3 (1050-1150) .

For simplicity the literal word senses in the dataset are assumed to be valid throughout the whole period
in which Old English was spoken. Other senses have an associated period which corresponds to one or
more of the three individual periods. These periods can be encoded in RDF-OWL as proper intervals
using ProperInterval from the time vocabulary1. We have encoded the second interval, OE2, as follows:
:OE2 rdf:type owl:NamedIndividual ,

<http://www.w3.org/2006/time#ProperInterval> ;
<http://www.w3.org/2006/time#hasBeginning> :year_950
<http://www.w3.org/2006/time#hasEnd> :year_1050 .

3 Using lemon and lemonDIA

lemon was originally intended as a model for enriching ontologies with linguistic information (McCrae
et al., 2010). However it quickly came to take on the status of a de facto standard for representing
lexicons as linked open data. Indeed lemon has so far been used to convert the Princeton WordNet
and Wiktionary (McCrae et al., 2012), as well as FrameNet and VerbNet (Eckle-Kohler et al., 2015),
among other well known resources. The design of lemon was heavily influenced by the Lexical Markup
Framework (LMF) (Francopoulo et al., 2006), but with numerous simplifications to the original LMF
specifications. In addition unlike LMF the lemon model focuses specifically on creating lexico-semantic
resources with an ontological component where the ontology represents the extensions of the word senses
in the lexicon. So that in the lemon model every lexical sense necessarily connects a lexical entry with
a specific ontology vocabulary item. lemonDia (Khan et al., 2014) was designed as an extension for
lemon with the specific purpose of enabling the addition of temporal information to senses. We felt this
was necessary even though the original lemon model did have a usedSince property (a subproperty of
lemon:context) which allowed users to specify the date from which a word was used with a given sense.
However this property by itself was clearly not flexible enough to represent the evolution of word senses
over time.

The main idea with lemonDia is to add a temporal parameter to the sense relation linking together a
Lexical Entry and a Lexical Sense. As mentioned above RDF has the restriction that all statements must
conform to a subject-predicate-object structure. We therefore chose to treat lexical senses as perdurants

1http://www.w3.org/2006/time
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Figure 1: The lemonDia model (LexicalSense and LexicalpSense refer to ontology elements).

with an inherent temporal extent and defined a special subclass of LexicalSense in lemonDia called Lex-
icalpSense. Every member of LexicalpSense has an associated time period, a time:ProperInterval
which it is linked to via the lemonDia temporalExtent property. A graphical representation of the
lemonDia extension is depicted in Figure 1, and more details are given in (Khan et al., 2016). So for
instance the lexical entry for the verb areodian from the OE dataset, meaning both ‘to turn red’ as well
as the more specific ‘to redden with shame’ can be linked to two different instances of LexicalpSense
corresponding to each of these two senses:

:AREODIAN_VB a lemon:LexicalEntry ;
lemon:language "ang" ;
lemon:sense :sense_Red_AREODIAN_VB,
:sense_Shame_AREODIAN_VB ;
lexinfo:partOfSpeech lexinfo:Verb .

Since these two senses are perdurants they have an associated temporal extent. In the next section
we will look at how to use lemonDia and other semantic web technologies to encode and then query,
information about these senses and their associated temporal intervals.

4 Entering and Querying Temporal Information

When it comes to working with temporal intervals representing the time periods in which a given lan-
guage (or language variety) was spoken, or in which a given word had a specific sense, we have to reckon
with the fact that in many cases we don’t have a specific start date – either in terms of a year or maybe
even a century – or, when appropriate, an end date. This is of course presents a major obstacle in querying
such datasets using a language such as SPARQL. Fortunately, we can overcome this lack of data through
the use of Allen’s basic relations to define time periods in terms of their relations to each other (Allen,
1983), that is qualitatively instead of quantitatively (see (Batsakis et al., 2009)). For instance we can
define the time period in which proto-European was spoken in terms of the fact that it came before the
period in which proto-Germanic was spoken, which in its own turn gave birth to the Germanic languages
for which we have written evidence.
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An extremely useful resource for working with such time periods in OWL was developed by Batsakis
and consists of a set of rules in the Semantic Web Rule Language (SWRL) encoding the Allen relations2.
SWRL is, as the name suggests, a rule language specifically designed for the semantic web; it is a subset
of Datalog3 and is strictly more expressive than OWL. Although SWRL as a whole is undecidable there
is a subset of the language, the set of DL-safe rules, in which all variables appearing in the consequent
of the rule must also appearin the antecedent, that is decidable. The rules and the examples that we
are working with belong to this subset. Another Semantic Web technology that is relevant here is the
Semantic Query-Enhanced Web Rule Language (SQWRL), a query language that allows the querying of
OWL datasets using a query syntax based on SWRL. SQWRL is specifically tailored to querying datasets
in OWL a task for which SPARQL is arguably less well adapted (O’Connor and Das, 2009).

SWRL rules, such as those developed by Batsakis, enable us to combine the basic intervals defined
above, i.e., OE1, OE2, OE3, to define new intervals. For instance the temporal extent associated with
the sense sense Shame AREODIAN VB, OE23, is the sum of the two periods OE2 and OE3.

:sense_Shame_AREODIAN_VB a lemond:LexicalpSense ;
lemon:reference dbpedia:Shame ;
lemond:temporalExtent anglo:OE23 .

This period OE23 can be defined as follows, using the intervalStarts and intervalFinishes Allen
relations and the two intervals OE2 and OE3 previously defined.

:OE23 rdf:type owl:NamedIndividual ,
<http://www.w3.org/2006/time#ProperInterval> ;
<http://www.w3.org/2006/time#intervalStarts> :OE2 ;
<http://www.w3.org/2006/time#intervalFinishes> :OE3.

Using SQWRL we can write queries that exploit the logical axioms and rules in our dataset and
that, using an OWL reasoner, are able to take into consideration knowledge, and in our case temporal
knowledge, that is only implicit in the dataset itself. We now give three examples of queries typifying
useful kinds of query that one can make on such a dataset. To start off with the following query will
produce a list of all the lexical entries in the dataset and the number of senses which they have:

lemon:sense(?x, ?y) -> sqwrl:select(?x) ˆ sqwrl:count(?y)

We can also produce a list of all the senses that have a temporal extent of OE1:

lemond:LexicalpSense(?x) ˆ lemond:temporalExtent(?x,anglo: OE1)
-> sqwrl:select(?x)

The following query finds all the senses that contain the sense OE1:

lemond:LexicalpSense(?x) ˆ lemond:temporalExtent(?x,?y)
ˆintervalContains(?y, anglo:OE2)-> sqwrl:select(?x)

The use of SWRL and SQWRL seems to be gathering traction. The latest version of Protégé (Protégé
5.0.0), probably the most popular free tool available for constructing and editing ontologies, comes pre-
packaged with a tab for carrying out SQWRL queries on OWL datasets.

5 Our Interactive System for Creating lemonDIA lexicons

In the previous section we looked at some of the queries that can be performed on a dataset like the Old
English one which we introduced earlier in the article. One of the motivations for this was to show the
potential benefits of creating datasets using the lemonDia model. In order to overcome the initial hurdles
to creating lemonDia datasets in the first place however, we have developed an interface which assists
the user in doing this. Before we go on to describe this interface we will look in the following section at
some related work.

2https://github.com/sbatsakis/TemporalRepresentations
3https://www.w3.org/Submission/SWRL/
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Figure 2: Main interface for creating and visualizing lemonDia lexica.

5.1 Related Work

A number of tools have been developed in order to work with standards and vocabularies such as LEX-
INFO (Cimiano et al., 2011), LMF, and lemon. For example, in (Johnson et al., 2005) the authors discuss
LexGrid, a tool enabling the integration of terminologies and ontologies through a common model. They
present an overview of the editor’s functional capabilities in relation to technologies offered by the Lex-
Grid platform.(Ringersma and Kemps-Snijders, 2007) describes the development of a flexible web based
lexicon tool, LEXUS which allows the creation of lexica within the structure of the ISO LMF standard
and uses the proposed concept naming conventions from the ISO data categories, thus enabling inter-
operability, search and merging. Another generic platform for working with computational lexica, is
presented in (Bel et al., 2008): the COLDIC system has been specially designed to allow the user to
concentrate on the lexicographical task at hand while being autonomous in the management of the tools.
Montiel et. al. (Montiel-Ponsoda et al., 2008) propose a tool, developed as a plug-in of NeOn4 to sup-
port a model called the Linguistic Information Repository (LIR). LIR is a holistic linguistic information
repository, that provides a complete set of linguistic elements in each language for localizing ontology
elements. It also allows access to linguistic information distributed in heterogeneous resources of varying
granularities, and makes it possible to establish relations between linguistic elements. Another plug-in
for the NeOn toolkit has been developed in (Buitelaar et al., 2009). (Touhami et al., 2011) proposes a
new model whose use is illustrated within a supervised annotation environment in which the user can
manually enrich an Ontological and Terminological Resource (OTR) by associating each new found term
to the appropriate domain concepts. They have developed their OTR editor called TextViz as a plug-in in
the Protégé-OWL framework. It also helps the user to visualize the textual manifestations of concepts in
the corpus used to construct the OTR. Finally, in (Kenter et al., 2012), an editor for constructing corpus-
based lexica and correcting word-level annotations and transcription errors in corpora, is presented. The
editor has been extensively tested in a project in which a historical corpus was manually annotated and
used to produce a lexicon, with the lexicon being further extended on the basis of a much larger corpus.

As regards lemon, in (McCrae and Unger, 2014) the authors use ontology design patterns (Gangemi,
2005) for defining how certain lexico-semantic phenomena should be modelled. Their goal in creating
such a catalogue of ontology-lexicon design patterns is to facilitate the process of developing ontology-

4NeOn toolkit is available at http://neon-toolkit.org
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Figure 3: Interface for creating time intervals.

lexica, by replacing complex combinations of frame semantics and first-order logic axioms with simple
patterns with only a few parameters. Finally, in (Montiel-Ponsoda et al., 2012), a platform called lemon
source is presented. It supports the creation of linked lexical data and it builds on the concept of a
semantic wiki to enable collaborative editing of the resources by many users concurrently.

5.2 The Interface

Our intent in this work has been to create a user-friendly interface that would facilitate users in the
building of diachronic lexica using the lemonDia model without that is involving them too deeply in
the details of the formal model underlying the representation. Our interface is web-based and supports
the creation both of linked data lexica and related temporal timelines. It accepts as input files in CSV
or Excel formats. The rows in these files should include information on (but without being necessarily
limited to) written forms, lemmas, roots, etymologies, collocations, meanings, semantic shifts, and the
time intervals in which each sense was used. Before importing this input file, it is necessary to enter
information about the different time periods listed in the CSV, e.g., OE1. The interface allows users to
specify how many time intervals to create, and each interval can be specified by means of the pop-up
panel shown in Figure 3.

A lexicon is then generated using the data contained in the input file. Afterwards it is possible to
export this lexicon in various formats, such as RDF/XML and TURTLE, or JSON, in order to use it,
for example, as input to one of the stages in a Natural Language Processing pipeline. Once the lexicon
has been created, the user can visualize all semantic shifts using a graphical mode that uses a timeline
graph. Figure 2 shows an example. The interface is composed of three panels. The “lexicon info” panel
shows the time intervals that make up the period covered by the evolution of the language; the “model”
area contains the lexicon; and the “semantic shift” area shows the temporal evolution of the senses in the
lexicon. Figure 2 gives the timelines of seven senses belonging to the lexical field of the word “shame”:
so that we can see, for example, the usage of the sense “to become red” is attested between 950 and 1050
in the old english corpus, and the semantic shift type is a metonomy.

From the technical point of view, the tool is based on a software design pattern known as “three-tier
architecture”, and exploits Apache Tomcat v7.0 as a web server. The system was implemented using
the Java 2 Standard Edition (J2SE) framework which allows the easy manipulation of unicode characters
and can be extended to other languages using different writing systems. The OWLAPI has been used
for the management of the lemonDia model. The presentation tier has been implemented by means of
Java Server Faces (JSF) and Primefaces v5.1. This technology allows concurrent access to the imported
lexicon and in subsequent versions, we are planning to add functionality that will allow more than one
user to carry out management and query tasks on the lexicon at the same time.
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6 Future Work

In this article we have shown how the lemonDia model can facilitate the creation and subsequent querying
of temporal information in diachronic lexical linked open datasets. Furthermore, we have described a
preliminary version of a user-friendly interface that assists non expert users in the creation of diachronic
lexica. Our tool allows users to import a CSV or Excel file containing lexical data and to subsequently
encode the lexicon in RDF using the lemonDia model, as well as browsing the temporal information
associated with word senses in the lexicon.

We are planning on developing a first release of this tool as an open source application in the near
future. In subsequent work we would like to concentrate on the following four aspects: i) extending our
tool in order to support the management and editing of the imported lexicon; ii) enhancing the tool with
query capabilities by means of a controlled natural language query interface; iii) enabling the importation
of ontologies and the association of ontological concepts with individual word senses; iv) extending the
lemonDia model with the attestations of the word in the corpus.
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