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Abstract

We present a new approach for modeling
diachronic linguistic change in grammat-
ical usage. We illustrate the approach on
English scientific writing in Late Modern
English, focusing on grammatical patterns
that are potentially indicative of shifts in
register, genre and/or style. Commonly,
diachronic change is characterized by the
relative frequency of typical linguistic
features over time. However, to fully
capture changing linguistic usage, feature
productivity needs to be taken into account
as well. We introduce a data-driven ap-
proach for systematically detecting typical
features and assessing their productivity
over time, using information-theoretic
measures of entropy and surprisal.

1 Introduction

The analysis of diachronic corpora is of great
interest to linguistics, history and cultural studies
alike. The challenges in dealing with diachronic
material are manifold, ranging from corpus
compilation and annotation to analysis. Here,
we address questions of analysis, notably the
data-driven detection and evaluation of linguistic
features marking shifts in register, genre and/or
style (Halliday, 1988; Halliday and Hasan, 1985).
Specifically, we focus on the productivity of fea-
tures over time, i.e. the property of a grammatical
pattern to attract new lexical items and to spread
to new contexts (cf. Barðdal (2008)).

In terms of methods, we propose a systematic
approach to feature detection and evaluation
based on information-theoretic measures such as
entropy and surprisal. These measures are based
on probability in context, where that context may

be the ambient context (as in n-gram models) or
the extra-linguistic context (here: time, register)
(cf. Section 3 for details). While we investigate
diachronic linguistic change in English scientific
writing, our methodology can easily be applied to
other scenarios analyzing differences/similarities
across registers/genres/languages/time and the
like in terms of typicality and productivity.

To detect features, we employ relative en-
tropy or Kullback-Leibler Divergence (KLD), a
well-known measure of similarity/dissimilarity
between probability distributions used in natural
language and speech processing and information
retrieval (see e.g. Dagan et al. (1999); Lafferty
and Zhai (2001)). Using KLD, we compare
different time periods and obtain typical features
of scientific texts for further analysis. As features,
here, we use part-of-speech (POS) 3-grams to
approximate grammatical patterns. To capture
productivity, we apply the notion of average
surprisal (AvS). Using surprisal, we compare
differences in probabilities for selected units
(here: parts-of-speech) and contexts across dif-
ferent time periods and registers (here: scientific
vs. “general” language), which allows us to
evaluate their contribution to change in terms
of productivity. For example, passive voice is
considered a typical feature of scientific writing
(compared to other registers) (cf. Biber et al.
(1999)). Diachronically, its productivity may
have been low in the beginning and increasing
later on or it may first have been high and then
decreasing over time. For example, in scientific
writing passive may have initially been used with
only a few verbs (e.g. BE + made/seen/found)
and in few contexts (e.g. as/it may be seen)
and then extended to more verbs (e.g. BE +
made/seen/found/observed/determined/produced)
and spread to more contexts (e.g. as/it/that
may/will/must + VERB), which would indicate a
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shift from a lower to a higher productivity.
In the following, we describe related work

(Section 2) as well as the data, methods and
analytic procedures (Section 3), followed by
selected analyses and results (Section 4). We
conclude with a summary and envoi (Section 5).

2 Related Work

Existing work on diachronic change in scientific
language typically focuses on short-term change
(e.g. work on the ACL anthology corpus; (Hall
et al., 2008)) and mostly investigates lexis-related
change (e.g. topical shifts). Here, we address long-
term change and grammatical patterns, focusing
on their productivity.

Productivity has a long history in the field of
derivational morphology, i.e. the word formation
processes employed by speakers to generate new
words. Different methods have been proposed to
measure productivity of affixes (e.g. Baayen and
Lieber (1991); Hay and Baayen (2002)). More
recently, there is also some interest in modeling
syntactic productivity, i.e. the combination of syn-
tactic patterns or constructions with lexical items,
with approaches ranging from simple measures
such as proportional preference (Biber, 2012) to
collostructions (Stefanowitsch and Gries, 2003)
and distributional semantics (Perek, 2014, 2016).

In corpus linguistics, existing approaches to di-
achronic change are essentially frequency-based
and work from predefined features known to be
involved in linguistic change (e.g. Biber and Gray
(2011); Gray and Biber (2012); Taavitsainen and
Pahta (2012); Moskowich and Crespo (2012)).
While frequency is clearly a major indicator of
change, it does not provide a full picture. To in-
vestigate syntactic productivity, we clearly need
an approach which accounts for context of use.
Perek (2014), for instance, considers the seman-
tic context of a specific lexical phrase (V the hell
out of NP) in diachrony (from 1930 to 2009 in the
COCA corpus (Davies, 2008)) by applying distri-
butional semantic models. He shows how the dif-
ferent verbs filling the lexical phrase are semanti-
cally related and how visualization techniques and
statistical modeling can be used to analyze the se-
mantic development of a construction in terms of
syntactic productivity.

We model the productivity of grammatical pat-
terns that become increasingly typical over time
by using the notion of surprisal. Surprisal is

rooted in information theory (Shannon, 1949) and
is widely applied in psycholinguistic studies (e.g.
Hale (2001); Levy (2008); Demberg and Keller
(2008)) to assess cognitive processing effort. We
apply surprisal to calculate a unit’s probability in
context to analyze diachronic shifts in productivity
considering a unit’s probability in a given context
as well as the probability of a context with a given
unit (see more details in Section 3).

3 Data and methods

Data The corpus of scientific writing we use con-
sists of the first two centuries of publication of the
Royal Society of London (1665-1869; RSC), al-
together 35 million tokens (Kermes et al., 2016).
It is encoded for text type (article, abstract), au-
thor and date of publication. For analysis, the
corpus can be flexibly chunked up in different
time periods (e.g. decades). Linguistic annota-
tion of the corpus has been obtained by using ex-
isting tools: VARD (Baron and Rayson, 2008)
for normalization and TreeTagger (Schmid, 1994,
1995) for tokenization, lemmatization and part-of-
speech (POS) tagging. For training and evalua-
tion, we created a manually annotated (normal-
ization, part-of-speech tags) subcorpus (∼56.000
tokens). The trained model for VARD exhibited
a 10% increase (61.8% to 72.8%) and double the
recall (31.3% to 57.7%). For TreeTagger we ob-
tained 95.1% on normalized word forms (Kermes
et al., 2016). This procedure ensured a relatively
reliable part-of-speech tagging of historical texts.

For comparative purposes, we employ a
register-mixed corpus, the Corpus of Late Modern
English Texts, version 3.0 (CLMET) (Diller et al.,
2011), which has a similar size and roughly spans
the same period (1710-1920) as the RSC.
Methods and analytic procedures For fea-
ture detection, we create KLD models for RSC
on the basis of part-of-speech (POS) 3-grams1.
Kullback-Leibler Divergence (or relative entropy)
measures the difference between two probability
distributions by calculating the difference in the
number of bits between the cross-entropy of two
data sets A and B and the entropy of A alone, i.e.
H(A; B) − H(A). The more additional bits are

1To further avoid possible POS tagging errors, in the ex-
traction procedure nouns were restricted to a size of >2 char-
acters. Furthermore, we exclude POS 3-grams consisting
of characters constituting sentence markers (e.g. fullstops,
colons), brackets, symbols (e.g. equal signs), and words
tagged as foreign words.
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needed for encoding a given unit (here: POS 3-
gram), the more distinctive (and thus typical) that
unit is for a given time period vs. another time pe-
riod. On this basis, we compare the probabilities
of 3-grams across the five time periods in RSC2,
aiming to obtain those 3-grams that become in-
creasingly typical of scientific language over time.
For this, we create four KLD models for each (fifty
years) time period, starting with 1700 vs. its pre-
ceding time period based on 1184 POS 3-grams.
We then inspect the ranking (based on KLD val-
ues) of 3-grams typical of one time period vs. a
previous time period. Thus, we obtain the 3-grams
typical of 1700 vs. 1650, 1750 vs. 1700, 1800 vs.
1750, 1850 vs. 1800.

We then further analyze selected typical 3-
grams in terms of relative frequency, comparing
their distributions across RSC. In addition, to con-
firm typicality within scientific language, we also
compare the use of these 3-grams within a general
language corpus (CLMET) (cf. Section 4.2).

For studying productivity we apply surprisal,
a measure of information calculating the number
of bits used to encode a message. The amount of
bits being transmitted by a given linguistic unit in
a running text depends on that unit’s probability
in context. Formally, surprisal is quantified as the
negative log probability of a unit (e.g. a word) in
context (e.g. its preceding words):

S(unit) = − log2 p(unit|context)

In corpus analysis, we are interested in the sur-
prisal of all occurrences of a given linguistic unit,
i.e. its average surprisal:

AvS(unit) =
1

|unit|
∑

i

− log2 p(uniti|contexti)

For instance, using words (uni-grams) as units,
we can inspect whether a given word is more “sur-
prising” in one context vs. in another context. We
create AvS models for RSC and CLMET on the
basis of uni-grams in the context of three preced-
ing tokens and compare the AvS of the selected
3-grams across RSC and CLMET. For assessing
their productivity, we inspect the AvS ranges of
their lexical heads in the preceding context of three
tokens as well as their type-token ratios (cf. Sec-
tion 4.3).

2(1650: 1665–1699, 1700: 1700–1749, 1750: 1750–1799,
1800: 1800–1849, 1850: 1850–1869)

3-gram example type
DT.JJ.JJ the same general nominalNN.TO.DT respect to the
TO.DT.JJ to the same prepositional
IN.VVG.DT for determining the gerund
DT.NN.VBZ the latter is verbal; BE
VV.DT.JJ produce the same verbal; base formVV.IN.DT account for the
MD.VB.VVN will be found

verbal; passiveVB.VVN.IN be considered as
VBD.VVN.IN were made with
VBZ.VVN.IN is composed of
VVN.TO.VV found to contain verbal; to-inf

DT: determiner, JJ: adjective, IN: preposition, MD: modal
verb, NN: common noun, TO: to-particle/preposition, VB:
verb be, VBD: verb be past, VBZ: verb be present, VV: verb
base form, VVG: ing-verb, VVN: past tense verb

Table 1: List of 3-grams increasingly typical in
RSC obtained from KLD ranking

4 Analysis and results

4.1 Typicality

From the KLD models (built as described in
Section 3), we obtain altogether twelve 3-grams
which become increasingly typical over time (see
Table 1). A subset of these clearly reflect particu-
lar (sets of) grammatical patterns.

Consider, for example, the gerund 3-gram con-
sisting of a preposition followed by an ing-verb
and a determiner (IN.VVG.DT). According to pre-
vious historical linguistic studies (cf. De Smet
(2008); Fanego (2004, 2006)), this grammatical
pattern reflects the verbal gerund, which has been
shown to have developed from Middle English
onwards. By our method, we can show that it
becomes increasingly typical in scientific writ-
ing over time, confirming also Gray and Biber
(2012)’s frequency-based results. Another gram-
matical pattern that becomes increasingly typical
in our data is passive voice (reflected by four 3-
grams; see again Table 1), which is in line with
standard reference works on English Grammar,
such as Biber et al. (1999). In addition, there are
also two nominal patterns which become increas-
ingly typical over time (DT.JJ.JJ and NN.TO.DT)
as well as a prepositional pattern (TO.DT.JJ) and
other verbal patterns (DT.NN.VBZ, VV.DT.JJ,
VV.IN.DT, and VVN.TO.VV).

In the following, we focus on the two gram-
matical patterns gerund and passive (overall five
3-grams).
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4.2 Frequency-based diachronic changes
All five 3-grams increase in frequency up until
1800 in RSC (see Figure 1 showing frequencies
per million in the five time periods). The gerund
then drops from 1800 to 1850. The past passive
decreases from 1800 to 1850, while the present
passive increases. This may indicate a replace-
ment of past tense with present tense for the pas-
sive in RSC. The modal passive and BE passive
seem to develop a stable distribution from 1750
onwards.

Comparing RSC with CLMET (compare Fig-
ure 1 with Figure 2), while there is generally a
frequency increase in RSC, CLMET shows a de-
creasing tendency. Nevertheless, the past passive
increases both in RSC and CLMET from 1700 to
1750 to a similar level, but then while in RSC it
keeps increasing till 1800, in CLMET it decreases.

Considering the gerund 3-gram, it shows similar
frequencies across RSC and CLMET around 1700,
while it clearly drops in use in CLMET compared
to RSC around 1850. Passive 3-grams show a sim-
ilar tendency: all 3-grams are less frequently used
in CLMET than in RSC around 1850, even though
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modal passive
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Figure 1: Diachronic frequency distribution of
gerund (dashed line) and passive 3-grams in RSC
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Figure 2: Diachronic frequency distribution of
gerund (dashed line) and passive 3-grams in CL-
MET

around 1700 3-grams with the verb be in base form
(modal passive, BE passive) were used to similar
extents in RSC and CLMET. Finally, the present
passive is less frequently used over time in both
RSC and CLMET.

In summary, scientific writing and general lan-
guage become increasingly distinct over the given
time period: Overall, in RSC the gerund as well as
the passive increase in frequency, in CLMET their
frequencies decrease. This indicates an increas-
ingly more formal, expository and abstract style of
scientific written English in comparison to “gen-
eral” English.

4.3 Productivity
In our discussion of productivity, we focus on
the gerund (IN.VVG.DT) and the modal passive
(MD.VB.VVN) 3-grams.

4.3.1 Number of types/tokens
To inspect degree of lexical variation, we consider
how many types a 3-gram has per tokens over the
time periods of RSC and CLMET. We observe that
RSC uses fewer types over time, while in CL-
MET the number of types is fairly stable from
1750 onwards. See Figure 3 and Figure 4 show-
ing the gerund and the modal passive 3-gram, re-
spectively. Thus, in scientific writing the lexical
variation of these typical 3-grams goes down over
time, giving rise to a more conventionalized use
(lower productivity). In general language, instead,
lexical variation in these 3-grams increases. Note
that overall, the variation is mainly due to the lex-
ical units in the two 3-grams, i.e. VVG and VVN,
since the other parts-of-speech are function words.

4.3.2 Preceding contexts
To inspect variation in context, we consider the av-
erage surprisal (AvS) of the individual verbs filling

0.20

0.30

0.40

0.50

0.60

0.70

0.80

1650 1700 1750 1800 1850
RSC CLMET

Figure 3: Types per tokens for the gerund 3-gram
(IN.VVG.DT)
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Figure 4: Types per tokens for the modal passive
3-gram (MD.VB.VVN)

VVG and VVN in their preceding contexts of three
words:

AvS(verb) =
1

|verb|
∑

i

− log2 p(verbi|wi−1wi−2wi−3)

Here we want to see whether these verbs obtain
rather low or rather high AvS values. Low values
would indicate a relatively conventionalized use of
the verb in its context, i.e. a low degree of produc-
tivity, because based on its preceding words the
verb is quite predictable. High AvS values would
point to verbs which are hard to predict by their
previous context (e.g. new verbs entering the vo-
cabulary, which would indicate a higher degree of
productivity).

The AvS values range from 0 to 22. For com-
parison, we define a scale based on five quantiles.

Gerund (VVG) Figure 5 shows the AvS distri-
bution of the lexical verbs realizing the gerund 3-
gram. Diachronically, in RSC an increasing num-
ber of verbs have very low to low AvS values
(from ∼20% in 1650 to ∼30% in 1850, see light
gray shades) but a decreasing number have high
to very high AvS values (from ∼60% in 1650 to
∼40% in 1850, see dark shades). This seems to in-
dicate that an increasing number of verbs are used
over time in the same context pointing to lower
productivity, while rare, untypical or new verbs
become less frequent. The middle range (white
shade) remains relatively stable over time. Com-
paring this to the AvS of the lexical verbs realiz-
ing the gerund in CLMET, a different tendency is
observed (see Figure 6). In general, there is less
variation in the distribution of the AvS values in
CLMET in comparison to RSC, i.e. productivity
does not seem to change diachronically.

To test whether AvS can really be a measure
showing effects of productivity, we inspect the lex-

0% 20% 40% 60% 80% 100%

1850

1800

1750

1700

1650

very low low middle high very high

Figure 5: AvS values of lexical verb in the gerund
3-gram (RSC)

0% 20% 40% 60% 80% 100%

1850

1800

1750

1700

very low low middle high very high

Figure 6: AvS values of lexical verb in the gerund
3-gram (CLMET)

ical realizations of the preceding context of the
gerund in RSC considering again the distribution
according to five quantiles and the number of types
over tokens for each time period. Thus, a low
AvS value of the full verb would be an indicator
of low productivity in terms of preceding context
and vice versa a high AvS value would be an in-
dicator of high productivity. Figure 7 shows how
very low to low AvS values (light gray shades) of
the verb have also a low number of types over to-
kens in the preceding context (∼0.4–0.6) and high
to very high AvS values (dark shades) have a high
number of types over tokens (∼0.9–1.0). This re-
lation is relatively stable over time. Thus, AvS can
be used to distinguish higher vs. lower productiv-
ity.

We then inspect the concrete lexical items that
have very low to low AvS, i.e. which are quite
predictable given the previous context (preceding
three words). This allows us to see which items
are used in relatively fixed expressions and how
this changes over time. Thus, we can inspect how
the unit (gerund) changes over time as well as how
the context changes (see Table 2). In 1650 and
1700 a relatively general verb, making, is used,
while over time more specific verbs appear (de-
termining, examining, obtaining). Moreover, the
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Figure 7: AvS of lexical verb and type-token ratio
of preceding context of the gerund 3-gram (RSC)

context becomes more restricted over time, i.e. the
same lexical realization for the preceding context
is used (e.g. an opportunity of and the purpose
of ) in combination with different verbs. Thus, di-
achronically lexical variation of the gerund may
increase, while its context of use gets increasingly
restricted.

Passive (VVN) Considering the modal passive
3-gram (MD.VB.VVN), we observe a similar pat-
tern (see Figure 8). The very low to low AvS val-
ues for RSC of the past tense verb (VVN) rise up
to around 50% in 1850, while the number of high
AvS values decreases over time (to around 30%).
Again, this indicates lower productivity over time
in RSC. Comparing this to the distribution in CL-
MET (see Figure 9), it again remains fairly stable
over time in comparison to RSC. Thus, also for the
modal passive 3-gram, productivity in CLMET re-
mains stable.

0% 20% 40% 60% 80% 100%
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1750

1700

1650

very low low middle high very high

Figure 8: AvS values of lexical verbs in the modal
passive 3-gram (RSC)
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1750

1700
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Figure 9: AvS values of lexical verbs in the modal
passive 3-gram (CLMET)

From Figure 10, we again observe how low to
high AvS values correlate with low to high number
of types over tokens, respectively. This confirms
that AvS is an indicator of productivity.

Further, we inspect the concrete lexical items
that realize the full verb for the passive and which
are relatively predictable given the previous con-
text (low to very low AvS). We can see from Ta-

period context + VVG freq %
1650 the way of making 12 3.40

the opportunity of making 5 1.42
the way of measuring 3 0.85

1700 be made by multiplying 11 1.45
be capable of producing 4 0.53
the pleasure of seeing 3 0.40

1750 an opportunity of examining 15 0.64
be capable of producing 12 0.51
the manner of making 11 0.47

1800 the purpose of determining 37 0.83
the purpose of ascertaining 36 0.81
an opportunity of examining 17 0.38

1850 the purpose of ascertaining 24 0.63
the purpose of determining 23 0.61
the purpose of obtaining 20 0.53

Table 2: Gerund verbs in the gerund 3-gram for very low to low AvS (RSC)
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Figure 10: AvS of lexical verb and type-token ra-
tio of preceding context of modal passive 3-gram
(RSC)

ble 3 that the verbs used are basically the same
diachronically (found, observed, seen). What
changes is the context they appear in, which be-
comes progressively restricted over time and de-
velops into a relatively fixed expression by 1850
(it will be VVN).

period context + VVN freq %
1650 as may be seen 48 5.17

that may be made 21 2.26
it will be found 16 1.72

1700 as may be seen 48 4.56
it will be found 26 2.47
it may be observed 24 2.28

1750 it will be found 117 2.97
it must be observed 93 2.36
it may be observed 74 1.88

1800 it will be seen 351 4.76
it will be found 257 3.48
it may be observed 95 1.29

1850 it will be seen 494 5.68
it will be observed 244 2.81
it will be found 227 2.61

Table 3: Passive verbs in the modal passive 3-gram
for very low to low AvS (RSC)

5 Conclusions

We have presented an approach to long-term di-
achronic change — here: in scientific writing —
combining typicality and productivity of features
involved in changing language use. While relative
frequency is clearly a major indicator of change,
also productivity, i.e. the lexical extensibility of
a linguistic unit and the degree of variation in its
immediate context, may change. To address pro-
ductivity, we have suggested to employ the no-

tion of (average) surprisal, which measures the
predictability of a linguistic unit in context. Pre-
dictability in context is a function of frequency of
a unit, variation of the unit and variation of its con-
text. In a given context, the more frequent a given
unit (e.g. a particular part-of-speech) and the less
varied its realizations (e.g. lexical types) are, the
less surprising that unit is (and vice versa). Also,
the contexts in which a unit occurs may change
over time, they may expand or become more re-
stricted. More contextual variation makes the unit
less predictable, less variation makes it more pre-
dictable.

We have investigated a set of POS 3-grams be-
coming increasingly typical of scientific writing
diachronically (mid 17th to mid 19th century),
as determined by KLD and feature ranking. We
then inspected the relative frequency of the se-
lected 3-grams as well as their productivity over
time by means of AvS. Compared to “general lan-
guage”, the analyzed 3-grams become more fre-
quent over time, while their productivity dimin-
ishes. Both gerund and passive (with modal verb)
exhibit fewer types over time and the contexts in
which their lexical heads are used become more
restricted. Such restricted language use has been
noted before as a property of specialized sublan-
guages and is confirmed by our analyses (cf. Biber
and Gray (2013)).

As the feature detection approach using KLD is
based on part-of-speech tags, it can be applied to
various other scenarios of comparison (e.g. differ-
ent languages, registers, modes, etc.). Moreover,
depending on the goal of analysis, other kinds of
units, at all linguistic levels, and contexts can form
the basis of (average) surprisal modeling (see e.g.
Asr and Demberg (2015) on the predictability of
discourse markers or Schulz et al. (2016) on vowel
space and surprisal). In our ongoing work, we
analyze the 3-grams that have not been consid-
ered here to determine whether they show simi-
lar productivity patterns or not. Given that scien-
tific language is said to become increasingly nomi-
nal over time (cf. Halliday (1988); Biber and Gray
(2011)), we would predict that nominal patterns
(e.g. DT.JJ.JJ, NN.TO.DT; cf. Table 1) become
more productive over time to ensure a sufficient
level of expressivity in scientific language.
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