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Abstract

We present an implementation of domain adaptation by translation model interpolation in the
TectoMT translation system with deep transfer. We evaluate the method on six language pairs
with a 1000-sentence in-domain parallel corpus, and obtain improvements of up to 3 BLEU
points. The interpolation weights are set uniformly, without employing any tuning.

1 Introduction

Statistical machine translation (SMT) is now a well-established field of natural language processing,
with many real-world applications. The core of an SMT system is the translation model (TM), created
from parallel data. For many language pairs, especially those where one member of the pair is English,
parallel data in several domains are often abundant; typical examples are legal texts (e.g. Europarl), film
subtitles, books, and newspapers. Thus, it is usually easy to build SMT systems for these domains with
reasonable performance.

For other domains, quite the opposite is often true — the amount of in-domain parallel data is low,
which limits the accuracy of translation systems trained on such data. Therefore, the small in-domain
data are typically combined with larger available out-of-domain data. The simplest method that can be
employed is data concatenation, where all the available parallel data are merged and used to train one
TM. However, this method is not optimal (Daumé III, 2009) because the TM is usually biased towards
translations that are more frequent in the merged data, which are often translations from the larger out-
of-domain data; the effect of the small in-domain data tends to be “washed out”.

Several authors (see Section 5) have instead successfully employed the method of TM interpolation,
in which in-domain and out-of-domain TMs are created separately, and linear interpolation is then used
to obtain the final TM. As each of the TMs can be assigned a different weight, it is possible to promote
the in-domain TM, effectively biasing the decoder towards the target domain.

In our work, we successfully implement domain adaptation by TM interpolation in the TectoMT sys-
tem, a hybrid SMT system based on deep language processing and deep transfer. We apply the system
to translation of user requests and helpdesk answers in the information technologies (IT) domain, with
only 1000 in-domain parallel sentences available, in addition to large out-of-domain data. For several
reasons, we use uniform interpolation weights without any tuning (see Section 3). We show our method
to be very successful, with the interpolated model achieving improvements of several BLEU points over
the individual TMs across six translation directions: EN<+CS, EN<«+ES, EN<+NL (English to and from
Czech, Spanish and Dutch).

We briefly present TectoMT in Section 2. In Section 3, we describe our implementation of domain
adaptation by model interpolation. Section 4 evaluates our method using the QTLeap IT helpdesk corpus,
Section 5 reviews related work, and Section 6 concludes the paper and presents directions for future
research.
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2 TectoMT System

TectoMT is a structural machine translation system with a tree-to-tree transfer on the deep syntax layer,
first introduced by Zabokrtsky et al. (2008). It is based on the Prague “tectogrammatics” theory of Sgall
et al. (1986). The system uses two layers of structural description with dependency trees: surface syntax
(a-layer, a-trees) and deep syntax (t-layer, t-trees).

The analysis phase is two-step and proceeds from plain text over a-layer to t-layer (see Section 2.1).
The transfer phase of the system is based on maximum entropy context-sensitive translation models
(Marecek et al., 2010) and Hidden Markov Tree Models (Zabokrtsky and Popel, 2009) (see Section 2.2).
The subsequent generation phase consists of rule-based components that gradually change the deep target
language representation into a shallow one, which is then converted to text (see Section 2.3).

2.1 Analysis

The analysis phase consists of a pipeline of standard NLP tools that perform the analysis to the a-layer,
followed by a rule-based conversion to t-layer.

In the analysis pipeline, the input is first segmented into sentences and tokenized using rule-based
modules from the Treex toolkit! (Popel and Zabokrtsky, 2010). A statistical part-of-speech tagger and
dependency parser are applied to the tokenized sentences and conclude the a-layer analysis part.> The
a-trees contain one node for each token of the sentence with its surface word form and the lemma (base
form), its part-of-speech/morphology, and its surface dependency label.

A t-tree is a dependency tree where only content words (nouns, full verbs, adjectives, adverbs) and
coordinating conjunctions have their own nodes; grammatical words such as prepositions or auxiliary
verbs are hidden. Each node has the following attributes:

e t-lemma — deep lemma,
e functor — a deep-syntactic/semantic role label,

e formeme — a concise description of its morpho-syntactic surface form (Dusek et al., 2012), e.g.,
v: fin for a finite verb or n: in+X for a noun in prepositional phrase with the preposition in,

e grammatemes — a set of deep grammatical attributes, covering properties such as tense, gender,
number, person, or modality.

T-trees are created from a-trees using a set of rules which collapse auxiliaries and assign all the required
attributes to each t-node.

2.2 Transfer

In the transfer phase, an initial target t-tree is obtained as a copy of the source t-tree. Target t-lemmas
and formemes of the t-nodes are suggested by a set of TMs, and the other attributes are transferred by a
set of rules.

For both t-lemmas and formemes, we use two separate TMs:

o MaxEnt TM - a discriminative model whose prediction is based on features extracted from the
source tree. The discriminative TM (Marecek et al., 2010) is in fact an ensemble of maximum en-
tropy (MaxEnt) models (Berger et al., 1996), each trained for one specific source t-lemma/formeme.
However, as the number of types observed in the parallel treebank may be too large, infrequent
source t-lemmas/formemes are not covered by this type of TM.

e Static TM - this is only a dictionary of possible translations with relative frequencies (no contextual
features are taken into account). This model is available for most source t-lemmas/formemes seen
in training data.’

"http://ufal.mff.cuni.cz/treexand https://github.com/ufal/treex

The modules used for the analysis in the individual languages vary, but all of them follow the same structure. For instance,

the English pipeline uses the Morce tagger (Spoustova et al., 2007) and the MST parser (McDonald et al., 2005).

3Both the MaxEnt and the Static TM are subject to pruning during training, with a higher threshold used for MaxEnt; see
Section 4.2 for more details.
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When performing the transfer, the two TMs are combined via interpolation. Each of the models is
assigned an interpolation weight — the translation probabilities emitted by the model are multiplied by
the model’s weight, and weights of both models are normalized to sum up to 1.

After the TMs are applied, each t-tree node contains a list of possible formemes and a list of possible
t-lemmas, along with their estimated probabilities. There are two possible ways of combining the lists:

1. Just using the first item of both lists (the simplest way, but its performance may not be ideal since
incompatible combinations are sometimes produced).

2. Using a Hidden Markov Tree Model (Zabokrtsky and Popel, 2009), where a Viterbi search is used
to find the best t-lemma/formeme combinations globally over the whole tree.

In the current TectoMT version, HMTM is only used in EN—CS translation. HMTM for the remaining
languages will be added in the near future.

2.3 Synthesis

The synthesis is a pipeline of rule-based modules (Zabokrtsky et al., 2008; Dusek et al., 2015) that

gradually change the translated t-tree into an a-tree (surface dependency tree), adding auxiliary words

and punctuation and resolving morphological attributes. Some basic word-order rules are also applied.
The individual a-tree nodes/words are then inflected using a morphological dictionary (Strakové et al.,

2014) or a statistical tool trained on an annotated corpus (DusSek and Jur¢icek, 2013). The resulting tree
is then simply linearized into the output sentence.

3 Domain Adaptation by Model Interpolation

The general approach of domain adaptation by model interpolation is rather simple:

1. Train a TM on out-of-domain data,
2. Train a TM on in-domain data,
3. Interpolate the TMs,

4. Translate using the interpolated TM.

As mentioned in Section 2.2, TectoMT uses four TMs by default — a Static formeme TM, a MaxEnt
formeme TM, a Static t-lemma TM, and a MaxEnt t-lemma TM. Therefore, we train this set of four
models on each of the datasets.

Even in the original TectoMT pipeline, TM interpolation is used to combine a Static model with a
MaxEnt model; however, it only supported interpolation of one Static model with one MaxEnt model.
Therefore, we extended the pipeline to allow interpolation of multiple TMs; for each model, one must
specify the model file, the type of the model (Static/MaxEnt), and its interpolation weight.

In our setup, we use the default MaxEnt—Static interpolation weights as defined in TectoMT, and we
use the same weights for in-domain TMs and out-of-domain TMs. This has a similar effect to training
the TMs on concatenated out-of-domain and in-domain data with the in-domain data duplicated as many
times as to have the same size as the out-of-domain data (modulo some hard thresholds).

The standard approach, as applied in phrase-based SMT systems, would be to use tuning on an in-
domain development set to find a well-performing set of weights, by employing an optimizer such as
MERT or PRO. However, we do not apply tuning in our setup our in-domain training dataset is very
small (1000 sentences only) and we do not want to further divide it into training and development parts
and we had not enough time to apply cross-validation. Still, we believe to be able to perform weight
tuning in future, which may lead to additional performance gains.

4 Evaluation

We evaluate our implementation on a task for the QTLeap project. We first describe the datasets used for
training and testing our system (in Section 4.1), then list the settings used for training (in Section 4.2),
and finally discuss the results we obtained (Section 4.3).
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4.1 Dataset
In-domain

Our in-domain data set comes from the QTLeap corpus,* which is a set of IT-related user requests
(“questions”) and helpdesk responses (“answers”) in English, translated into Basque, Bulgarian, Czech,
Dutch, German, Portuguese, and Spanish. In this paper, we only evaluate using Czech, Dutch, and
Spanish.

Currently, two 1000-sentence batches are available to us, Batchl as a development and training set,
and Batch2 as a test set (this division is given by the QTLeap project setup). Moreover, the data are
not divided into the batches randomly, but sequentially, so they all come from the same domain, but
the topics in Batchl and Batch2 are somewhat different (i.e., the similarity of Batchl sentences to other
Batchl sentences is greater than the similarity of Batchl sentences to Batch2 sentences).

For translations into English, we use Batchlq (user requests) as the in-domain training data. For
translations from English, we use Batchla (helpdesk answers) as the in-domain training data. This
reflects the inteded purpose of the MT systems and the final application of translating user questions into
English and helpdesk answers back to the original language (Czech, Dutch, Spanish).

Out-of-domain

We use the following corpora to train our out-of-domain models (each language contains parallel texts
with English):

e Czech — CzEng 1.0 (Bojar et al., 2012), with 15.2 million parallel sentences, containing a variety of
domains, including fiction books, news texts, EU legislation, and technical documentation.

e Dutch — A combination of Europarl (Koehn, 2005), Dutch Parallel Corpus (Macken et al., 2007),
and KDE technical documentation; 2.2 million parallel sentences in total.

e Spanish — Europarl, containing 2 million parallel sentences.

Monolingual

For Czech as the target language, we used the WMT News Crawl monolingual training data (2007-
2012, 26 million sentences in total) to train the HMTM.> Other target languages do not use an HMTM
(see Sections 2.2 and 4.2).

4.2 Setup

We use the QTLeap TM training makefile® to train a Static and a MaxEnt TM on both in-domain and
out-of-domain data. As discussed in Section 3, we do not use tuning on development data to set TM
pruning thresholds and interpolation weights.

Two thresholds are used to prune the TMs:

o Minlnst — the minimum number of instances required to train a model for a single source t-
lemma/formeme,

e MinPerClass — the minimum number of instances for the same target class (translation variant of a
t-lemma/formeme) so that this class is included in the classification.

The MaxEnt TM thresholds for the out-of-domain are set higher since much more data (and noise)
is available. We used Minlnst=100 and MinPerClass=5 for out-of-domain TMs and Minlnst=2 and
MinPerClass=1 for in-domain TM. The Static TM thresholds are MinInst=2 and MinPerClass=1.

For TM interpolation, we use an identical set of weights for the out-of-domain TM and for the in-
domain TM; these are listed in Table 1.
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™ T™ type

for Static Maxent
Formemes 1.0 0.5
T-lemmas 0.5 1.0

Table 1: Weights of TMs in interpolation; the same set used both for out-of-domain TMs and in-domain
TMs in all translation directions.

Translation | Out-of-domain In-domain Interpolation | Improvement
EN—CS 30.60 28.41 31.27 +0.67
CS—EN 27.11 21.51 28.25 +1.14
EN—ES 20.35 23.28 26.48 +3.20
ES—EN 18.50 18.54 20.44 +1.90
EN—NL 23.03 21.37 24.29 +1.26
NL—EN 37.03 33.68 38.93 +1.90

Table 2: Automatic evaluation in terms of BLEU on QTLeap corpus Batch2. Results obtained using out-
of-domain TMs only, in-domain TMs only, and the interpolation of both in-domain and out-of-domain
TMs. Improvement in BLEU is relative to the better of the Out-of-domain and In-domain results.

4.3 Results and Discussion

The results of our experiments on QTLeap corpus Batch2 are summarized in Table 2 (Batch2q for trans-
lations into English, Batch2a for translations from English). They show that for all translation directions,
using the interpolation of out-of-domain TMs with in-domain TMs performs better than using any of the
two TM types individually. The improvements range from 0.67 BLEU for EN—CS to 3.20 BLEU for
EN—ES. We do not have a conclusive explanation for the variation in the amount of the improvement
achieved.

In most cases, using (only) the in-domain TM leads to worse results than using (only) the out-of-
domain TM. This is to be expected, as the in-domain data are extremely small. Interestingly, for EN—ES,
the in-domain TM beats the large out-of-domain TM by nearly 3 BLEU points; in the other direction,
the results of the two setups are comparable. We are unsure about the reason behind that.

5 Related Work
A seminal work on domain adaptation by Daumé III (2009) lists eight approaches:

o SRCONLY, TRGONLY, LININT — these correspond to our experiments (using out-of-domain model
only, in-domain-model only, and a linear interpolation of both, respectively), but the linear interpo-
lation constant is tuned on a development set.

e ALL — concatenation of training data.

e WEIGHT - as ALL, but the out-of-domain training examples are downweighted so the in-domain
examples (which are typically much fewer) have bigger effect on the resulting model. The weight
is chosen by cross-validation.

e PRED — the prediction of the out-of-domain model is used as an additional feature for training the
final model on the in-domain data.

e PRIOR - out-of-domain weights are used as a prior (via the regularization term) when training the
final model on the in-domain data (Chelba and Acero, 2004).

‘nttp://metashare.metanet4u.eu/go2/qtleapcorpus
Shttp://www.statmt.org/wmt1l3/translation-task.html
See cuni_train/Makefile inhttps://github.com/ufal/qtleap.

93



e EASYADAPT (called AUGMENT in the original paper, sometimes referred to as the “Frustratingly
Easy Domain Adaptation”) — create three variants of each feature: general, in-specific and out-
specific; train on concatenation of in- and out-of-domain data, where on in-domain data, the general
and in-specific features are active and on the out-of-domain data, the general and out-specific fea-
tures are active.

Daumé III (2009) showed that EASYADAPT outperforms the other methods (on a variety of NLP
tasks, but not including MT) in the cases when TRGONLY outperforms SRCONLY.” Otherwise, LININT,
PRED and WEIGHT were the most successful methods. In a follow-up work (Daumé III et al., 2010),
EASYADAPT was improved to exploit also additional unlabeled in-domain data.

In MT, many different approaches to domain adaptation have been attempted. Similarly to our ex-
periments, authors combine the predictions of two separate (in-domain and general-domain) translation
models (Langlais, 2002; Nakov, 2008; Sanchis-Trilles and Casacuberta, 2010; Bisazza et al., 2011) or
language models (Koehn and Schroeder, 2007) in phrase-based statistical MT. Others concentrate on ac-
quiring larger in-domain training corpora for statistical MT by selecting data from large general-domain
corpora that resemble the properties of in-domain data (e.g., using cross-entropy), thus building a larger
pseudo-in-domain training corpus. This technique has been used to adapt language models (Eck et al.,
2004; Moore and Lewis, 2010) as well as translation models (Hildebrand et al., 2005; Axelrod et al.,
2011) or their combination (Mansour et al., 2011; Dusek et al., 2014).

6 Conclusion and Future Work

In this paper, we presented our implementation of machine translation domain adaptation by translation
model interpolation in the TectoMT system. We evaluated the method using large out-of-domain parallel
data and small in-domain parallel data (1000 sentences) in the domain of computer helpdesk requests and
responses, using 6 translation directions. The evaluation showed our method to perform well, achieving
improvements up to 3.2 BLEU over using only a single training dataset.

In the coming year, we will obtain additional in-domain data, which will allow us to use a portion of
the data for tuning the interpolation weights. We are therefore planning to implement an interpolation
weights optimizer for TectoMT and try different domain-adaptation techniques (EASYADAPT, PRED and
WEIGHT).
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