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Abstract

In this paper, we introduce the notion of
visually descriptive language (VDL) – in-
tuitively a text segment whose truth can be
confirmed by visual sense alone. VDL can
be exploited in many vision-based tasks,
e.g. image interpretation and story illus-
tration. In contrast to previous work re-
quiring pre-aligned texts and images, we
propose a broader definition of VDL that
extends to a much larger range of texts
without associated images. We also dis-
cuss possible VDL annotation tasks and
make recommendations for difficult cases.
Lastly, we demonstrate the viability of
our definition via an annotation exercise
across several text genres and analyse
inter-annotator agreement. Results show
reasonably high levels of agreement be-
tween annotators can be reached.

1 Introduction

Recent years have seen rapid growth in research
integrating visual and textual modalities, includ-
ing associating named entities in captions with
faces in images (Berg et al., 2004), generating im-
age descriptions (Kulkarni et al., 2011; Yang et al.,
2011), text/image retrieval (Hodosh et al., 2013),
story illustration (Feng and Lapata, 2010), and
learning visual recognition of fine-grained object
categories (Wang et al., 2009). This previous work
concentrates on solving image-based tasks, and is
heavily reliant upon datasets with pre-aligned im-
ages and texts, most of which have been manu-
ally collected and/or annotated. Thus, such image-
centric texts are assumed to be at least partially, if
not predominantly, ‘visually descriptive’ in nature.
This raises some interesting research questions: (i)
how much text out there without associated im-
ages is ‘visually descriptive’ and thus potentially

useful for such image-based tasks? (ii) can these
‘visually descriptive’ text segments be identified
automatically within documents which may con-
sist of predominantly ‘non-visual’ text?

To be able to answer these questions, we first re-
quire a robust, inter-subjectively reliable definition
of ‘visually descriptive’ text. Although previous
work exists that models the ‘visualness’ of terms
or concepts from images (Yanai and Barnard,
2005; Jeong et al., 2012), they are presented with-
out an explicit definition apart from the intuitive
notion that a visual term should exhibit some con-
sistent visual characteristics across different ob-
jects. To our knowledge, the only work that ex-
plicitly proposes a definition for visually descrip-
tive text is that of Dodge et al. (2012), where noun
phrases within an image caption are classified as
to whether or not they are depicted in the corre-
sponding image.

In this paper, we propose a broader definition of
Visually Descriptive Language (VDL). Our work
differs from Dodge et al. (2012) in that our def-
inition revolves around identifying text segments
that express propositions that can be ‘visually con-
firmed’ rather than identifying ‘visually concrete’
noun phrase segments whose denotation can be lo-
cated in an associated image. The consequences of
this different definition are significant: (i) we are
not restricted to mining VDL from texts with asso-
ciated images, but can exploit any text, massively
extending the volume of data that can be mined;
(ii) we can gather larger, richer fragments of text
than just noun phrases; (iii) we are not limited to
the sort of language found in image captions or
texts with embedded images (typically news), but
can consider texts of any genre.

It is unlikely there is any one ‘correct’ defini-
tion of VDL. Rather, any proposed definition may
be assessed in terms of how useful it is for some
particular purpose and how easy it is to apply. Our
purpose in defining VDL is to allow us to identify,
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within a broad corpus of texts, segments that can
be used to inform computational models useful in
image interpretation and description. For exam-
ple, co-occurrence in VDL of certain attribute val-
ues and object types, or of pairs of objects types,
or of object types in particular semantic roles in
relation to an activity or event type provide prior
information that can be used in Bayesian models
to help interpret or describe a new image. Cor-
pora of VDL can also be used to learn language
models for generating image descriptions, e.g. for
the visually impaired. Other potential applica-
tions include identifying candidate text segments
within a novel to be illustrated, automatic collec-
tion of joint visual-text training data, and auto-
matic extraction of discriminative object descrip-
tions for visual recognition (e.g. butterfly descrip-
tions in Wang et al. (2009)).

1.1 Overview
The rest of the paper is structured as follows. Sec-
tion 2 presents and discusses our definition of
VDL. Section 3 describes possible VDL annota-
tion tasks based on our definition and discusses
and makes recommendations on difficult cases. To
assess the viability of the definition, we have car-
ried out a pilot annotation exercise on texts of
different genres. Section 4 describes and anal-
yses this exercise, including agreement statistics
and insights on conflicting annotations. Finally,
Section 5 offers conclusions and discusses future
work.

2 Definition of VDL

Our intuition is that a segment of text is visually
descriptive if we can determine what it says is true
or false by visual sense alone. More precisely:

Definition. A text segment is visually descrip-
tive iff it asserts one or more propositions about
either (a) a specific scene or entity whose truth can
be confirmed or disconfirmed through direct visual
perception (e.g. (1)), or (b) a class of scenes or en-
tities whose truth with respect to any instance of
the class of scenes or entities can be confirmed or
disconfirmed through direct visual perception (e.g.
(2)).

(1) John carried the bowl of pasta across the
kitchen and placed in on the counter.

(2) Tigers have a pattern of dark verti-
cal stripes on reddish-orange fur with a
lighter underside.

(3) * Maria is thinking about what the future
holds for her. (Not VDL1 )

By direct visual perception we mean that:
1. An observer could determine the truth of the

relevant proposition without intervening in
the scene to acquire additional visual inputs.
E.g. the truth of John weighs 65 kg might
be determined visually by placing John on a
scale and taking a reading; but if this scale
and Johns standing on it are not part of the
scene then this sentence is not VDL.

2. Any inference that needs to be carried out to
confirm or disconfirm the proposition is such
that it would typically be made by an ob-
server drawn from the population of intended
readers of the text without knowledge of the
preceding textual content. For example, most
observers of a scene that includes a boy sit-
ting on the end of a dock holding a fishing rod
whose line disappears into the water before
him would infer without question that the boy
is fishing, allowing them to confirm the truth
of “The boy sat fishing on the dock” directly
from the scene and without knowledge of ear-
lier parts of the text in which the sentence is
embedded. This example illustrates just how
tightly coupled inference and perception are
and that “what we see” is a product of both.
Also, note how our definition is analogous to
that of textual entailment where given a pair
of textual expressions T and H “We say that
T entails H if, typically, a human reading T
would infer that H is most likely true” (Da-
gan et al., 2006); i.e. we rely on a judgement
that would typically be made about what is
going on in the scene.

3. An observer can visually identify any named
entities. For example, in (1) we assume an
observer knows who John is in this scene.
This may only be possible because of knowl-
edge obtained from other textual context, but
we don’t want to rule out the visualness of
(1) on the grounds that not all the informa-
tion that may be needed to identify John in
the scene is present in (1).

By asserts a proposition we mean that text seg-
ments must express, explicitly or implicitly a pred-
ication, i.e. something that may be judged true

1We can neither confirm nor disconfirm through direct vi-
sual perception alone that Maria is thinking (she might be just
staring into space), let alone know what she is thinking.

11



or false. Sentences or clauses with tensed verbs
are candidates, as are noun phrases that predicate
something of an entity. Thus, we rule out bare
noun phrases (the man)2, but include phrases such
as the tall man or a man wearing a green shirt.

By text segment here we mean a phrase, clause,
sentence or sequence of sentences, i.e. a sequence
of contiguous words. One consequence of this
constraint is that phrases like (4) are not VDL,
since while they contain a mix of visual (tall) and
non-visual (well-educated) attributes, they do not
form a contiguous sequence of words which is
visually confirmable as a whole. Since we fre-
quently observed such cases, we want our scheme
to accommodate them. We call such segments im-
pure visually descriptive language (IVDL). To be
IVDL a segment S1 must contain discontinuous
subsequences that if conjoined form a segment S2

such that (a) S2 is VDL, and (b) in context S2 as-
serts a proposition that is entailed by the proposi-
tion S1 asserts (this rules out conjoining of unre-
lated subsequences – see (5)). We annotate IVDL
subsequences belonging to the same (discontinu-
ous) segment with the same subscript indices.

(4) {the tall}1 , well-educated {man}1

Condition (b) serves to rule out cases like:

(5) * {the tall}1 wardrobe beside the well-
educated {man}1

as from (5) we cannot derive the tall man, since
the predication it expresses is not entailed by those
expressed by (5).

Note that IVDLs are distinct from partially vi-
sual segments such as (6) containing both visual
and non-visual phrasal subcomponents:

(6) As {he walked by the lake}, John thought
about his dad.

(6) contains a contiguous sub-segment that is
VDL, unlike (4), which is IVDL.

3 Annotating VDL

We describe several possible VDL annotation
tasks and provide recommendations on how to ap-
proach and annotate some difficult cases.

2man is undoubtedly a visually perceivable entity, but
a list of such terms is available under the physical object
synset in WordNet and we do not need a programme of text
annotation to acquire them.

3.1 Possible Annotation Tasks

We distinguish two annotation tasks: sentence-
level annotation and segment-level annotation.

Sentence-level annotation
We define a sentence-level annotation task as fol-
lows. Each sentence S in a document is assigned
one of three values: (i) 0 if it contains no VDL;
(ii) 1 if the entire sentence is VDL; (iii) 2 if it
contains one or more proper sub-segments which
are VDL, but the single segment comprising the
whole sentence is not VDL. S=2 may be further
classified as 2P (containing only pure VD sub-
segments) and 2I (contains pure and/or impure VD
sub-segments). Variants of the task may be defined
depending on whether VDL is taken to include
pure VDL only, or to include both pure and impure
VDL. In many texts there are significant numbers
of impure VDL segments, so omitting them leads
to the loss of a substantial quantity of potentially
valuable VDL. On the other hand, including them
requires substantially more annotation effort and is
only likely to be useful if accurate automatic tech-
niques for extracting pure from impure segments
can be developed.

Segment-level annotation
Here the exact words comprising a VDL segment
are annotated using a swipe and click annotation
tool. Variants arise depending on whether one in-
cludes impure segments. Note that doing so re-
quires the multiple sequences making up the pure
non-contiguous subsequence of the segment to be
selected and their association recorded. A simpler,
but less informative, alternative is to give the full
IVDL segment a distinct code, effectively defer-
ring the task of identifying the pure subsequence
in the impure segment. Another variant is to allow
annotation to extend over multiple sentences (e.g.
to gather action descriptions for interpreting video
sequences instead of static scenes). Note that ex-
tending the scope of annotation to multiple sen-
tences may affect the content of the annotations.
Example (7) is a full single VDL segment in a
multi-sentence annotation task.

(7) {John took a sip of coffee. He read the
newspaper for a minute then took a second
sip}

However, as a single-sentence annotation task,
the second sentence will be impure as we cannot
verify that the sip is a second one (i.e. (8)).
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(8) {He read the newspaper for a minute then
took a}1 second {sip}1

Note that sentence-level annotations may be in-
ferred from segment-level annotations.

3.2 Guidelines for difficult cases

Inevitably, various difficult cases emerge during
annotation. While it is to be expected that some ar-
eas of variation between annotators will unavoid-
ably remain, consistency across annotators is in-
creased and annotation decisions simplified if a
standard approach is taken to various anticipated
difficult cases. Because of space constraints, here
we highlight only a subset of such cases and rec-
ommend ways to annotate them. The full set of
guidelines, with extensive discussions and exam-
ples, is available online3. Below we proceed on
the assumption that VDL is being annotated at the
segment level, sentence-by-sentence.

Metaphors
In general, judgements that A is like B, X appeared
to be Y, C was as if D etc., will not be VDL since
the judgement of similarity underlying such state-
ments is not something that is likely to be shared
by an observer in viewing the entity to which they
metaphor is applied. However, the expressions de-
scribing the entity to which the metaphor is ap-
plied and that supplying the metaphor may them-
selves be VDL.

(9) the pews appeared to be {broad stairs in a
long dungeon}

(10) he panted like {a big dog that has been
running too long}

Words with mixed visual/aural or
visual/experiential meanings
Many words mix visual and aural or visual and ex-
periential senses. For example, verbs like shout,
shuffle and pant have an aural and a visual com-
ponent, not necessarily in the same proportion.
Verbs like shudder and flinch, adjectives like som-
bre and insolent (insolent green eyes) and adverbs
like deathly (deathly pale) signal not just move-
ment or appearance but also underlying emotional
experience or response. Such words should be an-
notated if visual input alone is judged sufficient to
allow a typical observer to unambiguously apply
the words, e.g. {a dreary housing estate}.

3http://vdlang.github.io/

Temporal adverbials of frequency
Temporal adverbs of frequency (often, sometimes,
usually) determine how frequently an activity
takes place. These are considered VDL, because
our imaginary observer could determine visually,
over a period of time, how frequently the activity
takes place and make an assessment of whether the
temporal term applies. The exception is for adver-
bials that reference calendrical units (On Tuesdays
{Bob goes to the park for a picnic}), because we
cannot directly see that it is a Tuesday.

Temporal adverbials of duration
Temporal adverbs of duration determine how long
an activity takes. They are marked as VDL where
the duration is intuitively assessable as part of
the viewing process ({for a few minutes}), but
not marked when reference to a watch or calen-
dar would be needed for precision or for tracking
the extent of the activity (in 9.58 seconds, for two
weeks).

Multiple visual perspectives
Sometimes a sentence may contain information
that is visually confirmable, but only from more
than one distinct perspective or frame of reference.
For example, in (11), an observer could visually
confirm that Billy was climbing a tree wearing his
backpack. He or she could also visually confirm
that the backpack contained various objects. But
any position from which an observer could con-
firm the climbing would not simultaneously allow
the visual confirmation of the contents of the back-
pack.
(11) {Billy climbed the tree wearing his back-

pack}, {which contained his slingshot,
some pebbles and a magnifying glass}.

In such cases, we advocate annotating distinct
VDL segments, one for each visual perspective or
frame of reference, as in (11). The reason for this
is that we want to derive models of VDL usage that
can be used to help interpret or describe images or
video that will be taken from a single perspective
(at any given time point). Therefore descriptions
that mix perspectives are more likely to be confus-
ing than helpful.

Intentional contexts
For the most part, sentences expressing proposi-
tional attitudes will not be VDL. However, the
sub-constituent that expresses the proposition to-
wards which the speaker has an attitude may well
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Text Type |S| S=1 S=2 VDL IVDL %Agree Kappa IoU

O
z Ch7 Children’s Story 95 0.13 0.51 51 47 0.76 0.73 0.65

Ch9 Children’s Story 78 0.12 0.42 38 23 0.72 0.69 0.62
B

ro
w

n
A13 Sports Reportage 111 0.11 0.27 25 20 0.78 0.60 0.51
A30 Culture Reportage 128 0.04 0.34 31 21 0.78 0.56 0.57
G32 Biography 101 0.02 0.47 32 29 0.74 0.50 0.43
L05 Mystery Fiction 151 0.21 0.31 65 20 0.87 0.79 0.63
N13 Western Fiction 122 0.12 0.46 58 38 0.70 0.49 0.57
P15 Romance Fiction 179 0.08 0.24 40 21 0.82 0.62 0.73

Table 1: Selected texts and results of the annotation experiment. Column |S| shows the number of
sentences, columns S=1 and S=2 the average proportion of sentences labelled for each VDL type, and
columns VDL and IVDL the number of segments marked as pure and impure VDL on average. Columns
% Agree and Kappa show the inter-annotator agreement at sentence level, and IoU the agreement at
segment level. Please refer to main text for more details.

be: John believed that {Mary was playing in the
garden}.

Hypotheticals, modals, counterfactuals and
subjunctives
Hypothetical or conditional propositions assert
something to be the case provided something else
is the case. We cannot literally see a conditional,
so sentences expressing such propositions are not
VDL. However, the antecedent and consequents of
such propositions may be visual: If {Jack sets the
table} then {Will serves dinner}.

Modal (including negation and future tense)
and counterfactual sentences may be IVDL since
while overall their truth value is not visually deter-
minable, it relates to that of a visually descriptive
segment derivable from them. For example, we
cannot ‘see’ that {James}1 may {practice Tai Chi
in the garden}1. But the truth of the derived sen-
tence is visually determinable (and is key in possi-
ble worlds treatments of the semantics of modals).

Locational information
Locational information is in some cases visually
determinable and other cases not. As a general
rule any locational information that relies upon
geopolitical naming, street plans or compass di-
rections is not marked as VDL. Example (12) is
VDL, whist examples (13) and (14) are not VDL.

(12) {The Episcopal Church stood across the
street}.

(13) The Episcopal Church was one block
down Sussex Street.

(14) The Eiffel Tower is in the 7th Arrondisse-
ment in Paris.

Note that although The Episcopal Church and
The Eiffel Tower are named entities and thus vi-
sually identifiable according to our definition (see
Section 2), locational information may require sig-
nificant inference using world knowledge that is
not part of the text, and thus may not be VDL.
For example, we cannot necessarily confirm that
someone is in a city called Lisbon based on visual
perception alone.

Statements of purpose
Components of sentences that express an agents
purpose in doing something should not be anno-
tated as VDL: {Billy climbed to the rooftop} to
shoot at crows.

Imperative and interrogative sentences
Imperative (e.g. (15)) and interrogative (e.g. (16))
sentences do not assert propositions and there-
fore, by our definition, cannot be VDL as a whole.
However, they may contain components which are
VDL, for example in (16).

(15) Come out to the field and call us.
(16) How did {you escape from the beast}?

Participial phrases
Participial phrases may express predications
where they occur within a noun phrase ({a man
wearing a green shirt}). However, in some cases
participial phrases may be extraposed and func-
tion, not so much as a reduced relative clause as
a sentence adverbial. In this case we annotate
across phrasal boundaries, in order to capture the
argument of the activity described in the particip-
ial phrase, i.e. the entity about which something
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visual is being predicated. For example in (17),
where John is included as a VDL segment.

(17) {Walking slowly across the ice, John}
thought about his mother.

Dialogues
Text segments that report dialogues do so using
either direct (e.g. (18)) or indirect (e.g. (19)) quo-
tation.

(18) Dorothy said that {Toto was running
away}.

(19) Dorothy said, “{Toto is running away}”.

In both cases we mark the segment spoken as
VDL, if it is VDL. As a matter of convention we
do not mark the words reporting who spoken even
if we could determine visually whether the person
reporting was speaking. This is because (a) these
segments are of little interest, and (b) there are
many verbs that express fine shades of meaning
with respect to spoken utterances, many of which
are not visually determinable (reply, ask, exhort,
assert) and it is easiest just to rule them all out.

4 Results and Analysis

4.1 Experiments and Results

A small pilot annotation exercise was carried out
to test the viability of our definition and annota-
tion guidelines on a variety of text genres. As
data we used two random chapters from The
Wonderful Wizard of Oz and six samples from
the Brown Corpus, selected randomly among five
hand-picked categories (two news articles, one bi-
ography and three novels). As a pilot study, all
texts were annotated by the authors at segment-
level, the Oz texts by three annotators and the
Brown texts by two, using the brat rapid annota-
tion tool 4. Sentence-level annotations are inferred
from these segment-level annotations. We chose
to annotate at segment level rather than sentence
level as identifying VDL segments must be done
mentally at sentence level anyway. Marking the
segments directly with just a little additional effort
will result in a more informative resource.

Table 1 shows the selected texts and an analy-
sis of the resulting annotations. All texts are of
similar length (mean 10,834, standard deviation
1,558 characters). Column |S| shows the number
of sentences in each corpus. Columns S=1 and

4http://brat.nlplab.org/

S=2 shows the average proportion of sentences la-
belled for each VDL type (VDL or partially VDL),
and columns VDL and IVDL the number of seg-
ments marked as pure and impure VDL on aver-
age (rounded to the nearest integer). Percentage
agreement (% Agree) and Kappa are computed
at the sentence level. We also report an analysis of
the annotation at the segment level: column IoU
(Intersection-over-Union) shows the overlap of the
annotations at word level; i.e. the ratio of words la-
belled by two annotators as visually descriptive to
total number of labelled words by any annotator;
at this point we did not distinguish between pure
and impure VDL. Figures for the Oz data are av-
eraged pairwise scores over the three annotators.

4.2 Analysis
As Table 1 shows, agreement values are consis-
tently high among annotators and across all gen-
res, supported also by high Kappa scores.

Results show what one would expect: children’s
stories contain many visual descriptions, hence the
higher proportion of VDL sentences and annotator
agreement. News articles and biographies contain
less VDL than fiction, especially fully visual sen-
tences (column S=1). In adult fiction, adventure
novels are naturally more visually descriptive than
romance, which tends to focus on the mental states
and processes of the characters.

Regarding the segment-level analysis, the over-
lap (IoU column) is reasonably high among all
texts, indicating that the majority of the visually
descriptive phrases were correctly identified. Fur-
thermore, examining the annotations reveals that
most inconsistencies are a result of a mistake of
just one of the annotators, rather than fundamental
difference of opinion, so a revision phase would
further increase the agreement.

4.3 Discussion
Further examination of the annotated data revealed
some difficult cases in which annotators disagreed.
We present and discuss a few example disagree-
ments:

Word with mixed visual/experiential meanings
(20) {Susan stared at him with hurt blue

eyes}1.
(21) * {Susan stared at him with}1 hurt {blue

eyes}1.

Here, hurt is used here as an adjective for eyes,
which signals both the appearance of the eyes and
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an underlying emotion within Susan. We believe
that hurt can be accurately applied based on the
appearance of Susan’s eyes alone, and thus include
it as part of the VDL segment.

Inference
(22) {Rourke was talking on the phone when he

came}1 back.
(23) * {Rourke was}1 talking {on the phone

when he came}1 back.

As with the fishing example in Section 2, most
observers may infer that Rourke is talking on the
phone from a scene that involves him holding a
phone by his ear while moving his mouth. Thus,
we consider talking on the phone in this context as
VDL.

Context
(24) {The Lion went back}1 a third time {and

got the Tin Woodman}1.
(25) * {The Lion went back a third time and

got the Tin Woodman}.

Without context, the annotator has no knowledge
about the previous two attempts. Therefore, a
third time is considered not VDL.

Visual observations over long periods
(26) From the way {the wound in his head} was

itching, Dan knew that it would heal.
(27) * From the way {the wound in his head}

was itching, Dan knew that {it}1 would
{heal}1.

Although one is able to observe a wound healing,
it is a very slow process that spans a long period,
analogous to watching grass grow. To be able to
confirm this proposition would require observa-
tion over a long period of time. Therefore, it is
preferable not to annotate such cases as VDL.

Explicit naming of entities
(28) {They go to school with a girl} named

Gloriana
(29) * {They go to school with a girl named

Gloriana}
According to our definition an observer can visu-
ally identify any named entities. However, in this
particular case, we cannot visually confirm that the
name of the girl is Gloriana. Contrast this to {They
go to school with Gloriana}, where Gloriana is a
known named entity, and we can visually confirm
the proposition asserted by the text segment.

Directional information
(30) {He crossed the street and walked

swiftly}1 southward {to circle back to the
Boulevard and}1 north {a block to the
open restaurant.}1

(31) * {He crossed the street and walked
swiftly southward to circle back to the
Boulevard and north a block to the open
restaurant.}

It is stated in the guidelines that locational infor-
mation that relies on compass directions should
not be marked as VDL. Example (30) is thus the
correct annotation.

Subjective opinions
(32) They must be {dreadful beasts}.
(33) * {They}1 must {be}1 dreadful

{beasts}1.
(34) * They must be dreadful beasts.

Here, the adjective dreadful should be considered
VDL if it would typically be inferred by an ob-
server given only visual input. Clearly dreadful
also has an experiential sense, dependent on the
subjective impression made on the observer. So
the question is are a vast majority likely to agree
that the beasts are dreadful? In this case, we accept
(32) as valid, although a more complete version
would be {They}1 must {be dreadful beasts}1.

Intensifier adverbials and Negation of entities
(35) {The sides were so steep} that {none of

them}1 could {climb down}1

(36) {The sides were}1 so {steep}1 that none
of them could climb down

(37) {The sides were so steep that none of them
could climb down}

This is a difficult case where all three annotators
annotated differently. Our guidelines did not ad-
dress cases of adverbs such as so and too. Another
issue that was not addressed in the guidelines is
how to deal with the negation of entities (none of
them). We hope to address these issues in future
iterations of the guidelines.

5 Conclusion and future work

In this work we have offered a precise definition
of Visually Descriptive Language (VDL), a notion
with many possible applications at the intersection
of language and vision, a subject of increasing in-
terest. We have conducted a pilot annotation ex-
ercise, showing that the proposed definition and
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annotation guidelines can be used to successfully
identify visual fragments in documents of differ-
ent genres with good levels of agreement across
annotators.

We believe that VDL is a useful concept to fur-
ther stimulate research integrating language and
vision. In the future we aim to further refine the
proposed annotation guidelines, to explore the fea-
sibility of adapting the annotation task for large-
scale crowd-sourcing and to extract features and
train models for automatically detecting visual
fragments in new documents.
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