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Abstract

In this paper, we apply text classification
techniques to prove how well translated
texts obey linguistic conventions of the tar-
get language measured in terms of regis-
ters, which are characterised by particular
distributions of lexico-grammatical fea-
tures according to a given contextual con-
figuration. The classifiers are trained on
German original data and tested on com-
parable English-to-German translations.
Our main goal is to see if both human and
machine translations comply with the non-
translated target originals. The results of
the present analysis provide evidence for
our assumption that the usage of parallel
corpora in machine translation should be
treated with caution, as human translations
might be prone to errors.

1 Introduction: Motivation and Goals

In the present paper, we demonstrate that both
manually and automatically translated texts differ
from original texts in terms of register, i.e. lan-
guage variation according to context (Halliday and
Hasan, 1989; Quirk et al., 1985). Similar obser-
vations were made in other studies, such as those
by Gellerstam (1986), Baker (1995) and Teich
(2003), who show that translations tend to share
a set of lexical, syntactic and/or textual features.
Several studies, including (Ozdowska and Way,
2009; Baroni and Bernardini, 2006; Kurokawa et
al., 2009) and (Lembersky et al., 2012), employ
computational techniques to investigate these dif-
ferences quantitatively, mainly applying text clas-
sification methods.

Our main aim is to show that human trans-
lations, which are extensively deployed as data
for both training and evaluation of statistical ma-
chine translation (SMT), do not necessarily obey

the conventions of the target language. We de-
fine these conventions as register profiles on the
basis of comparable data in the form of original,
non-translated texts in the target language. These
register-specific profiles are based on quantitative
distributions of features characterising certain reg-
isters derived from theories described in Section
2.1 below. The non-translated data set and the
corresponding register-specific features are used
to train classifiers, for which we apply two differ-
ent classification methods (see Section 3.4). The
resulting classes serve as approximation for the
standards of the target language. For the test data,
we use multiple translations of the same texts pro-
duced by both humans and machines. The results
of this analysis provide evidence for our assump-
tion that we should treat the application of hu-
man translations in multilingual technologies, es-
pecially SMT (for instance, its evaluation), with
caution. Our results show that there is a need for
new technologies which would allow a machine-
translated text to be a closer approximation to the
original text in terms of its register. However, we
are not aiming to provide solutions for this prob-
lem in the paper, but rather to show the importance
of registers for both human and machine transla-
tion.

2 Related Work

2.1 Main notions within register theory

Studies related to register theory, e.g. by Quirk
et al. (1985), Halliday and Hasan (1989) or
Biber (1995), are concerned with contextual vari-
ation of languages, and state that languages vary
with respect to usage context within and across
languages. For example, languages may vary ac-
cording to the activity of the involved partici-
pants or the relationship between speaker and ad-
dressee(s). These parameters correspond to the
variables of (1) field, (2) tenor and (3) mode de-
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fined in the framework of systemic functional lin-
guistics (SFL), which describes language varia-
tion according to situational contexts; see, for in-
stance, studies by Halliday and Hasan (1989) and
Halliday (2004). These variables are associated
with the corresponding lexico-grammatical fea-
tures. Field of discourse is realised in term pat-
terns or functional verb classes, such as activity
(approach, supply, etc.), communication (answer,
inform, suggest, etc.) and others. Tenor is realised
in modality expressed by modal verbs (can, may,
must, etc.) or stance expressions (used by speak-
ers to convey personal attitude to the given infor-
mation, e.g. adverbs like actually, certainly, amaz-
ingly, importantly). And mode is realised in infor-
mation structure and textual cohesion, e.g. coref-
erence via personal (she, he, it) and demonstrative
(this, that) pronouns. Thus, differences between
registers can be identified through the analysis of
occurrence of lexico-grammatical features in these
registers; see Biber’s studies on linguistic varia-
tion (Biber, 1988; Biber, 1995; Biber et al., 1999).
The field of discourse also includes experiential
domain realised in the lexis. This corresponds to
the notion of domain used in the machine transla-
tion community. However, it also includes colliga-
tion (morpho-syntactic preferences of words), in
which grammatical categories are involved. Thus,
domain is just one of the parameter features a reg-
ister can have.

2.2 Register in translation

Whereas attention is paid to register settings
in human translation as described by House
(2014), Steiner (2004), Hansen-Schirra et al.
(2012), Kruger and van Rooy (2012), De Sut-
ter et al. (2012), Delaere and De Sutter (2013)
and Neumann (2013), registers have not yet been
considered much in machine translation. There
are some studies in the area of SMT evaluation,
e.g. those dealing with the errors in translation
of new domains (Irvine et al., 2013). However,
the error types concern the lexical level only, as
the authors operate solely with the notion of do-
main (field of discourse) and not register (which
includes more parameters, see Section 2.1 above).
Domains reflect what a text is about, its topic.
So, consideration of domain alone would clas-
sify news reporting on certain political topics to-
gether with political speeches discussing the same
topics, although they belong to different regis-

ters. We expect that texts from the latter (political
speeches) translated with a system trained on the
former (news) would be lacking in persuasiveness,
argumentation and other characteristics reflected
in their lexico-grammatical features, for instance,
imperative verbal constructions used to change the
addressee’s opinion, or interrogatives as a rhetor-
ical means. The similarity in domains would
cover only the lexical level, in most cases termi-
nology, ignoring the lexico-grammatical patterns
specific for the given register (see the discussion
on domain vs. register in (Lapshinova-Koltunski
and Pal, 2014)). More recently, Zampieri and
Lapshinova-Koltunski (2015) and Lapshinova-
Koltunski (inpress) have shown the dominance of
register-specific features of translated texts over
translation-method-specific ones. Although some
NLP studies, for example, those employing web
resources, do argue for the importance of register
conventions, see (Santini et al., 2010) among oth-
ers, register remain out of the focus of machine
translation. One of the few works addressing the
relevance of register features for machine transla-
tion is (Petrenz, 2014), in which the author uses
text features to build cross-lingual register classi-
fiers.

2.3 The impact of target and source texts in
translation quality

If languages differ in their register settings
(Hansen-Schirra et al., 2012; Neumann, 2013), the
register profiles of the source and the target are
also different. In his work on translation qual-
ity, Steiner (2004) applies ‘the guiding norms’ for
evaluation derived from both the target language
and the register properties of the source. In MT
evaluation, various methods and metrics of eval-
uation commonly rely on reference translations,
which means that the relation between machine-
translated texts and human translations is consid-
ered. We believe that we cannot judge the quality
of a translation by merely comparing a source and
a (reference) translation. Quality assessment also
requires consideration of the target language con-
ventions, i.e. those derived from comparable texts
(belonging to the same registers) in a target lan-
guage.

Some recent corpus-based studies on transla-
tion (Baroni and Bernardini, 2006; Koppel and Or-
dan, 2011) have shown that it is possible to auto-
matically predict whether a text is an original or a
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translation. Furthermore, automatic classification
of original vs. translated texts found application
in machine translation, especially in studies show-
ing the impact of the nature (original vs. transla-
tion) of the text in translation and language mod-
els used in SMT. Kurokawa et al. (2009) show that
for an English-to-French MT system, a translation
model trained on an English-to-French data per-
forms better than one trained on French-to-English
translations. However, the ’better performance’
of an SMT system is measured by BLEU scores
(Papineni et al., 2002), indicating to which extend
an SMT output comply with a reference, which is
a translation itself. Inspired by Kurokawa et al.
(2009)’s work, Lembersky et al. (2012) show that
the BLEU score can be improved if they apply lan-
guage models compiled from translated texts and
not non-translated ones. They also show that lan-
guage models trained on translated texts fit better
to reference translations in terms of perplexity. In
fact, this confirms the claim that machine transla-
tions comply more with translated rather than with
non-translated texts produced by humans. It re-
sults in the improvement of the BLEU score, but
not necessary leading to a better quality of ma-
chine translation. Several studies have confirmed
the fact that BLEU scores should be treated care-
fully, see (Callison-Burch et al., 2006; Vela et al.,
2014a; Vela et al., 2014b).

3 Methodology and Resources

3.1 Research questions

Following the assumption that translated language
should normalise the linguistic features (like those
described in 2.1 above) in order to adapt them to
target language conventions, we use a classifica-
tion method (using German original data for train-
ing, and translations for testing) to prove if regis-
ter settings in translations correspond to those of
the comparable originals. It is not our intention
to directly measure the differences between orig-
inals and translations in the same language. This
has been a common practice in numerous corpus-
based translation studies that concentrate mostly
on features in isolation, not paying much attention
to their correlation: see Section 2.3 above.

Instead, we want to investigate if the register-
related differences modelled for non-translated
texts also apply for translation, and if they are
sensitive to the variation according to the trans-
lation method involved. In fact, we model regis-

ter classes for German non-translated texts, and
test them on German translations from English
source texts which are comparable to German non-
translated ones in terms of registers. We expect
that for some types of translations (e.g. human vs.
machine), registers are identified more easily than
for the others. We measure the accuracy scores
(precision, recall and f-measure) which are class-
specific numbers obtained for various sets of data:
see details in Section 3.4.

Our classification analysis is structured accord-
ing to the following questions: (1) Do translations
from English into German correspond to German
originals in their register settings? (2) Which
translation can be classified best in terms of reg-
ister? (3) Is there any difference between human
(PT1 and PT2) and machine translations (RBMT
and SMT), if register settings are concerned?

3.2 Feature selection

The input for the classifiers represents a set of
features derived from register studies described
in Section 2.1 above. These features constitute
lexico-grammatical patterns of more abstract con-
cepts, i.e. textual cohesion expressed via pronom-
inal coreference or other cohesive devices, eval-
uative patterns (e.g. it is interesting/important
that) and others. Several studies (Biber et al.,
1999; Neumann, 2013), successfully employed
these features for cross-lingual register analysis,
showing that they reflect intra-lingual linguistic
variation. In our previous work, see (Lapshinova-
Koltunski, inpress), we applied a similar set of fea-
tures to analyse register variation in translation.

Register features should reflect linguistic char-
acteristics of all texts under analysis, be content-
independent (do not contain terminology or key-
words), be easy to interpret yielding insights on
the differences between variables under analy-
sis. So, we use groupings of nominal and verbal
phrases instead of part-of-speech n-grams, as they
are easier to interpret as n-grams. The set of se-
lected features for the present analysis is outlined
in Table 1. The first column denotes the extracted
and analysed patterns, the second represents the
corresponding linguistic features, and the third de-
notes the three context parameters according to
register theory as previously described in Section
2.1.

The number of nominal and verbal parts-
of-speech, chunks and nominalisations (ung-
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nominalisations) reflect participants and processes
in the field parameter. The distribution of ab-
stract or general nouns and their comparison to
other nouns gives information on the vocabulary
(parameter of field). Modal verbs grouped ac-
cording to different meanings defined by Biber et
al. (1999), and evaluation patterns express modal-
ity and evaluation, i.e. the parameter of tenor.
Content words and their proportion to the total
number of word in a text represent lexical density,
which is an indicator of the parameter of mode.
Conjunctions, for which we analyse distributions
of logico-semantic relations, belong to the param-
eter of mode as they serve as discourse-structuring
elements. Reference, expressed either in nominal
phrases or in pronouns, reflects textual cohesion
(mode). Overall, we define 21 features1 represent-
ing subtypes of the categories given in Table 1.

3.3 Corpus resources

German non-translated texts (GO=German origi-
nals) used as training data for classifiers are ex-
tracted from CroCo (Hansen-Schirra et al., 2012),
a corpus of both parallel and comparable texts in
English and German. The dataset contains 108
texts which cover seven registers: political es-
says (ESSAY), fictional texts (FICTION), manu-
als (INSTR), popular-scientific articles (POPSCI),
letters to share-holders (SHARE), prepared po-
litical speeches (SPEECH), and tourism leaflets
(TOU). The decision to include this wide range of
registers is justified by the need for heterogeneous
data for our experiment. Therefore, the dataset
contains both frequently machine-translated texts,
e.g. SPEECH, ESSAY and INSTR, and those,
which are commonly not translated with MT sys-
tems, such as FICTION or POPSCI. The num-
ber of texts per register in GO comprises approxi-
mately 36 thousand tokens.

The translation data set is smaller (50 texts)
and contains multiple German translations (both
human and machine) of the same English texts,
see (Lapshinova-Koltunski, 2013). Translations
vary in (1) translator expertise, which differen-
tiate them into professional (PT1), and novice
(PT2) translations; and in (2) translation tools,
which include rule-based (RBMT) and statisti-
cal machine translation (SMT). PT1 was exported
from the above mentioned corpus CroCo (Hansen-

1Note that we select 18 only for the final classification,
see details in Section 3.4.

Schirra et al., 2012), which contains not only
GO but also comparable German translations from
English originals covering the same registers as
in GO. PT2 was produced by trainee translators
with at least BA degree, who have little experi-
ence in translation. All of them produced transla-
tions using different translation memories (avail-
able via OPUS2) with the help of Across3, a
computer-aided translation tool which can be inte-
grated into the usual work environment of a trans-
lator. The rule-based machine translation vari-
ant was produced with SYSTRAN64 (Systran,
2001), whereas for statistical machine translation,
a Moses-based system was used which was trained
with EUROPARL, a parallel corpus containing
texts from the proceedings of the European parlia-
ment (Koehn, 2005). Every translation subcorpus
has the same number of texts, as the data represent
multiple translations of the same texts.

To extract the occurrences of register features
described in 3.2, we annotate all subcorpora
with information on token, lemma, part-of-speech
(pos), syntactic chunks and sentence boundaries
using Tree Tagger (Schmid, 1994). The features
are then defined as linguistic patterns in form
of the Corpus Query Processor regular expres-
sions (Evert and Hardie, 2011), available within
the CWB tools (CWB, 2010). As the procedures
to annotate and to extract features are fully auto-
matic, we expect them to influence some of the re-
sults, e.g. lexical density, which is entirely based
on the pos categories assigned by Tree Tagger. So,
the erroneous output of the tagger could also ef-
fect the results on the features. However, a gold-
standard corpus is needed to evaluate the perfor-
mance of the feature extraction, which is beyond
the goals of the present work.

3.4 Classification methods

For our classification task, we train two different
models by using two different classifiers on Ger-
man original data. The applied techniques include
(1) k-nearest-neighbors (KNN), a non-parametric
method, and (2) support vector machines (SVM)
with a linear kernel, a supervised method, both
commonly used in text classification.

2http://opus.lingfil.uu.se/
3http://www.across.net/
4Note that SYSTRAN6 is a rule-based system. With the

release of SYSTRAN7 in 2010, SYSTRAN implemented a
hybrid (rule-based/statistical) machine translation technology
which is not involved in this analysis.
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pattern feature parameter
nominal and verbal chunks participants and processes field
ung-nominalisations and general nouns vocabulary and style
modals with the meanings of permission, obligation,
volition

modality tenor

evaluative patterns evaluation
content vs. functional words lexical density
additive, adversative, causal, temporal, modal conjunc-
tive relations

logico-semantic relations mode

3rd person personal and demonstrative pronouns cohesion via reference

Table 1: Features under analysis

When using KNN, the input consists of the K
closest training examples in the feature space, and
the output is a class membership. This method is
instance-based, where each instance is compared
with existing ones using a distance metric, and the
distance-weighted average of the closest neigh-
bours is used to assign a class to the new instance
(Witten et al., 2011).

For our experiments we have to determine the
final number for K and the most appropriate num-
ber of features used in the classification, for which
the Monte Carlo cross-validation method is used
(as this method provides a less variable, but more
biased estimate). Having the most significant fea-
tures in the set, we calculate the distribution of
errors by cross-validating 10 pairs of training-
validation sets and choosing K5 and the tuple
(numberOfFeatures=17, K=11) is selected for our
classification analysis. The classification is then
performed on the translation (test) data, using the
knn package (Ripley, 1996; Venables and Ripley,
2002).

Because the features that we select for classi-
fication have different measurement scales in our
data, both the training and the test data are stan-
dardised using Formula 1 below.

xs =
x−Min

Max−Min
(1)

Applied to our corpus, the classification algo-
rithm is supposed to store all available cases in GO
(108 data points) and classify new cases in trans-
lation data (50 data points) based on a distance
function measure, for which Euclidean distance is
used.

5with in an interval between 3 and 19

When using SVM models (Vapnik and Chervo-
nenkis, 1974), the learning algorithm tries to find
the optimal boundary between classes by max-
imising the distance to the nearest training data of
each class. Given labelled training data, the al-
gorithm outputs an optimal hyperplane which cat-
egorises new instances. One of the reasons why
SVM are used often is their robustness towards
overfitting as well as their ability to map to a high-
dimensional space.

We apply SVM on the same data set as for
KNN, meaning that the same standardised train-
ing (108 data points) and test (50 data points) sets,
as well as the same features were selected. We
also apply the same procedures, training the SVM
classifier on the German originals and testing the
resulting model on the German translations.

First, both classifiers are tested in the 10-fold
cross-validation step (Section 4.1). Judging the
performance scores in terms of precision, recall
and f-measure, we decide on classes (registers)
used to answer the research questions formulated
in Section 3.1. As already mentioned above, these
scores are class-specific and indicate the results of
automatic assignment of register labels to certain
non-translated texts. In case of precision, we mea-
sure the class agreement of the data with the pos-
itive labels given by the classifier. For example,
there are ten German fictional texts in our data. If
the classifier assigns FICTION labels to ten texts
only, and all of them really belong to FICTION,
then we will achieve the precision of 100%. With
recall, we measure, if all translations of a certain
register were assigned to the register class they
should belong to. So, if we have ten fictional texts,
we would have the highest recall if all of them
are assigned with the FICTION label. F-measure
combines both precision and recall, and is under-
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stood as the harmonic mean of both. For the tests
on translation data, we select registers for which
we could achieve at least 60% of f-measure.

Next, we apply the classifiers on the translation
data, which is split into different variables accord-
ing to the posed research questions in Section 3.1,
i.e. all translation variants or human vs. machine.
As in the previous step, we also analyse the scores
for precision, recall and f-measure, as our assump-
tion is that these values would indicate if German
translated texts correspond with their register set-
tings to the non-translated German. Hence, the
higher the values, the better a translation corre-
spond to comparable originals.

4 Classification analysis

4.1 Classifier performance
In the first step, we validate the performance of our
classifiers trained on German originals with the se-
lected set of features. As we don’t have compa-
rable data in German at hand to test the classifier,
we perform 10-fold cross-validation for both KNN
and SVM classifiers. The results of the cross-
validation are presented in Table 2.

Overall, we achieve up to 80% of precision for
the classification of GO with the register features.
However, the performance of the classifier is de-
pendent on the nature of the registers involved.
Some of them seem to be more difficult to model
than others: e.g. compare the results for fictional
texts with those for SHARE or SPEECH.

precision recall f-measure
KNN SVM KNN SVM KNN SVM

ESSAY 0.43 0.64 0.70 0.61 0.53 0.62
FICTION 1.00 1.00 1.00 1.00 1.00 1.00
INSTR 1.00 1.00 0.64 0.79 0.78 0.88
POPSCI 0.75 0.89 0.90 0.80 0.82 0.84
SHARE 0.67 0.71 0.36 0.46 0.47 0.56
SPEECH 0.54 0.89 0.39 0.44 0.45 0.59
TOU 0.76 0.53 0.73 0.96 0.74 0.68
AVERAGE 0.74 0.81 0.67 0.72 0.69 0.74

Table 2: Classification results for GO per register

The best results are shown for fictional texts,
popular-scientific texts and instruction manuals,
for which the resulting f-measure amounts be-
tween 80-100%. SPEECH and SHARE reveal the
lowest scores, and thus, are excluded from further
analysis.

4.2 Question 1: Translations and register
Table 3 provides an overview of the f-measure val-
ues representing basically the diagonal of the con-

fusion matrix of all classes (registers) under anal-
ysis, for the four different translation methods and
two different classifiers. The table reveals that our
classification algorithms perform differently de-
pending on the register.

The best results are achieved for FICTION with
both classification methods (lower performance
is observed for PT2 with KNN and RBMT with
SVM), where we observe f-measures up to 100%.
This means that translations of English fictional
texts best match the standards of German fiction.
The worst results are observed for translations of
political essays and popular-scientific texts, where
missing correspondence with originals is observed
for machine-translated texts in terms of SVM. The
KNN values, although better, achieve the maxi-
mum of 53% for RBMT-POPSCI.

Misclassification results are observed for every
class, varying in the translation method involved.

The classification results with both classifiers
do not demonstrate the same results, e.g. SVM
performs better for FICTION and INSTR, whereas
KNN’s best performance is observed for ESSAY,
POPSCI and TOU. Therefore, we cannot claim
that certain registers are generally more difficult to
be identified in translated data than others, as the
performance of the classifiers vary depending not
only on the register but also the translation method
involved.

4.3 Question 2: The best performance

To answer the second question, we compare the
average values (for all classes) for precision, recall
and f-measure for each translation variant in our
data, as shown in Table 4.

precision recall f-measure
KNN SVM KNN SVM KNN SVM

PT1 0.56 0.49 0.71 0.72 0.61 0.51
PT2 0.53 0.68 0.67 0.58 0.55 0.44
RBMT 0.43 0.24 0.61 0.56 0.50 0.32
SMT 0.50 0.32 0.61 0.53 0.54 0.34

Table 4: Average values for the classification per
translation variant

Ranking translations according to the calculated
values, we observe the best performance of trans-
lations by humans with both classifiers. The dif-
ferences between the KNN and SVM results are
caused by the differences in the approach to learn-
ing: for KNN, all K neighbours influence the clas-
sification, whereas the SVM classifier draws a line
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ESSAY FICTION INSTR POPSCI TOU
KNN SVM KNN SVM KNN SVM KNN SVM KNN SVM

PT1 0.45 0.13 0.86 0.86 0.62 0.52 0.55 0.60 0.43 0.44
PT2 0.52 0.27 0.75 1.00 0.35 0.35 0.67 0.29 0.40 0.30
RBMT 0.36 0.00 0.86 0.75 0.17 0.55 0.53 0.00 0.50 0.32
SMT 0.48 0.00 0.86 0.80 0.33 0.60 0.46 0.00 0.46 0.29
AVERAGE 0.45 0.10 0.83 0.85 0.37 0.51 0.55 0.22 0.45 0.34

Table 3: F-measure scores for classification per translation variant and register

to separate the data points. Significance analysis6

confirms that the KNN results are similar for all
translation varieties, as no significant difference
can be observed (p-value of 0.99). This means that
all translation variants correspond to comparable
originals in a similar way. By contrast, the SVM
values reveal variation, as the calculated p-value
equals 0.03 (which is below the significance level
of 0.05). Thus, we see that PT2 comply more with
the register settings of the target language.

4.4 Question 3: Human vs. machine

In the following step, we compare the values for
human and machine translations, analysing them
per class (register). The results (see Table 5) show
that both human and machine translations per-
form similarly, although both classifiers perform
better on human translations (with the average f-
measures of 0.58 vs. 0.48 for KNN and 0.52 vs.
0.33 for SVM). Our significance tests show that
the results for HU vs. MT differ in terms of SVM
(p-value of 1.59e-11), and is similar in terms of
KNN (p-value of 0.08).

A more detailed analysis of the calculated val-
ues (presented in Figure 1) reveals much variation
across registers in the results. Human translation
performs better for certain registers only, i.e. ES-
SAY and POPSCI (both with KNN and SVM).
The results for FICTION, INSTR and TOU vary
depending on the classifier used. Table 6 indicates
which translation method performed better for the
given registers depending on the classifier used.

register KNN SVM
ESSAY HU HU
FICTION MT HU
INSTR HU MT
POPSCI HU HU
TOU MT HU

Table 6: Performance for human and machine
translation across registers

6We perform Pearson’s chi-squared test on the evaluation
data.

5 Discussion and Outlook

We have shown that translations can be classi-
fied according to register features corresponding
to the target language conventions. In case of a
good classification performance, translations seem
to adapt these conventions. However, we also ob-
served misclassification cases, e.g. for tourism
texts or those of political essays. We suppose that
the reason for this lies in the nature of translated
texts which differ from comparable originals. MT
systems trained with such human translations re-
sult in the same kind of non-correspondence with
the register standards of the target language. This
might explain the similarities in our classification
results for both humans and machines. While hu-
man translation characteristics in MT are often
considered to be beneficial as they can improve the
BLEU scores, we believe that the application of
human translation as a reference should be treated
with caution. There is a need for a closer approxi-
mation of the MT outputs to the original texts in
terms of register, which are possible in form of
high-level language models capturing register pro-
files in a target language. One of the ideas here is
the application of such profiles (see as conventions
of the target language) to rank translated texts,
which might serve as basis for new techniques of
MT evaluation. However, their implementation, as
well as exploitation of such profiles for MT devel-
opment, need a thorough elaboration of features,
which is beyond the aims of the present study.
In the area of MT development, we suggest that
techniques such as document-wide decoding used
for other discourse phenomena in Hardmeier et al.
(2012) could be promising in the improvement of
register profiles in machine-translated texts.

We believe that the knowledge on the discrim-
inative features resulting from our classification
can be beneficial for natural language process-
ing, as they indicate register-specific differences
of language means. For example, Petrenz and
Webber (2011) show that within a newspaper cor-
pus, the occurrence of the word states as a verb
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precision recall f-measure
HU MT HU MT HU MT

KNN SVM KNN SVM KNN SVM KNN SVM KNN SVM KNN SVM
ESSAY 0.53 0.67 0.53 0.00 0.54 0.12 0.45 0.00 0.53 0.20 0.49 0.00
FICTION 0.68 0.88 0.75 0.80 1.00 1.00 1.00 0.83 0.80 0.93 0.86 0.78
INSTR 0.42 0.28 0.25 0.40 0.65 1.00 0.25 1.00 0.51 0.44 0.25 0.57
POPSCI 0.80 0.88 0.44 0.00 0.50 0.33 0.63 0.00 0.61 0.44 0.52 0.00
TOU 0.32 0.24 0.37 0.19 0.75 0.80 0.70 0.90 0.45 0.37 0.48 0.31
AVERAGE 0.55 0.59 0.47 0.28 0.69 0.65 0.61 0.55 0.58 0.48 0.52 0.33

Table 5: Evaluation of classification results per human and machine translation

Figure 1: Evaluation of classification results per human and machine translation

is higher in letters than in editorials, and the cues
on such specific features correlating with registers
may impact system performance. The knowledge
from confusion matrices can thus be useful for the
decision if we can use an MT system trained on
texts of one register and translate texts of another
register which was commonly classified as the first
one in our experiments. Experiments of this kind
are part of our future work, which will also in-
clude inspection of the feature weights resulting
from classification. The higher the weight of a
feature, the more distinctive it is for a class, re-
gardless of its positive or negative sign. A feature
ranking will help us to determine the relative dis-
criminatory force of certain features specific for
a particular register, as described by (Teich et al.,
2015) in their work on register diversification in
scientific writing.

We also need to have a closer look at the
features contributing to misclassification, as they
might also serve as translation error indicators.
For this, human assessments of quality is required,
which involves manual evaluation of our transla-

tion data. The manual effort would also allow us to
evaluate the performance of the automatic feature
extraction, which might be erroneous, as stated in
Section 3.3.
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