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Introduction to TextGraphs-9

Welcome to TextGraphs, the workshop on Graph-based Methods for Natural Language Processing. The
ninth edition of the workshop is being organized on October 29, 2014, in conjunction with the Conference
on Empirical Methods in Natural Language Processing (EMNLP), 2014 in Doha, Qatar.

For the past eight years, the series of TextGraphs workshops have exposed and encouraged the synergy
between the field of Graph Theory and Natural Language Processing (NLP). The mix between the
two started small, with graph theoretical framework providing efficient and elegant solutions for NLP
applications that focused on single documents for part-of-speech tagging, word sense disambiguation
and semantic role labelling, got progressively larger with ontology learning and information extraction
from large text collections, and have reached web scale through the new fields of research that focus on
information propagation in social networks, rumor proliferation, e-reputation, multiple entity detection,
language dynamics learning and future events prediction to name but a few.

The ninth edition of the TextGraphs workshop would be a new step in the series, focused on issues and
solutions for large-scale graphs, such as those derived for web-scale knowledge acquisition or social
networks. We encourage the description of novel NLP problems or applications that have emerged in
recent years which can be addressed with graph-based solutions, as well as novel graph-based methods
that can be applied to known NLP tasks. Continuing to bring together researchers interested in Graph
Theory applied to Natural Language Processing provides an environment for further integration of graph-
based solutions into NLP tasks. A deeper understanding of new theories of graph-based algorithms is
likely to help create new approaches and widen the usage of graphs for NLP applications.

This volume contains papers accepted for presentation at the workshop. We issued calls for regular
papers, short papers, position papers, and demos. After careful review by the program committee, 6
regular papers and 2 short papers were accepted for presentation. The accepted papers address varied
problems – from theoretical and general considerations, to NLP and real-world applications - through
interesting variations to known and also novel graph-based methods.

We are lucky to have two excellent invited speakers for this year’s event. We thank Prof. Mohammed
J. Zaki and Partha Talukdar for their enthusiastic acceptance to our invitation.

Finally, we are thankful to the members of the program committee for their valuable and high quality
reviews. All submissions have benefited from their expert feedback. Their timely contribution was the
basis for accepting an excellent list of papers and making this edition of TextGraphs a success.

V.G.Vinod Vydiswaran, Amarnag Subramanya, Gabor Melli, and Irina Matveeva

October 2014
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Normalized Entity Graph for Computing Local Coherence

Mohsen Mesgar and Michael Strube
Heidelberg Institute for Theoretical Studies gGmbH

Schloss-Wolfsbrunnenweg 35
69118 Heidelberg, Germany

(mohsen.mesgar|michael.strube)@h-its.org

Abstract

Guinaudeau and Strube (2013) introduce a
graph based model to compute local en-
tity coherence. We propose a computa-
tionally efficient normalization method for
these graphs and then evaluate it on three
tasks: sentence ordering, summary coher-
ence rating and readability assessment. In
all tasks normalization improves the re-
sults.

1 Introduction

Guinaudeau and Strube (2013) introduce a graph
based model (henceforth called entity graph) to
compute local entity coherence. Despite being un-
supervised, the entity graph performs on par with
Barzilay and Lapata’s (2005; 2008) supervised en-
tity grid on the tasks of sentence ordering, sum-
mary coherence rating and readability assessment.
The entity graph also overcomes shortcomings of
the entity grid with regard to computational com-
plexity, data sparsity and domain dependence.

The entity graph is a bipartite graph where one
set of nodes represents entities and the other set
of nodes represents the sentences of a document.
Guinaudeau and Strube (2013) apply a one mode
projection on sentence nodes (Newman, 2010) and
then compute the average out-degree of sentence
nodes to determine how coherent a document is.
They describe variants of their entity graph which
take the number of shared entities between sen-
tences and their grammatical functions into ac-
count thus resulting in weighted bipartite graphs
and weighted one mode projections. Here, we
propose to normalize weights for the entity graph.
Normalization allows to include distance between
mentions of the same entity, which improves the
performance on all three tasks thus confirming re-
search in related areas which states that normaliz-
ing weights leads to better performance (Zhou et
al., 2008; Zweig and Kaufmann, 2011).

2 The Entity Graph

The entity graph (Guinaudeau and Strube, 2013),
G = (V,E), represents the relations between sen-
tences and entities in a text, where node set V con-
tains all sentences and entities in a text and E is
the set of all edges between sentences and enti-
ties. Let function w(si, ej) indicate the weight of
an edge which connects sentence si and entity ej .
If w(si, ej) = 1, then this edge indicates that there
is a mention of ej in sentence si. In order to real-
ize the insight from Grosz et al. (1995) that certain
syntactic roles are more important than others, the
syntactic role of ej in si can be mapped to an inte-
ger value (Guinaudeau and Strube, 2013):

w(si, ej) =

{
3 if ej is subject in si

2 if ej is object in si

1 otherwise

Figure 1 illustrates a weighted entity graph for
three sentences.

1 3
2 3

2 1 1

3
1 1 1

1

S1 S2 S3

e1 e2 e3 e4 e5 e7e6 e8 e9 e10

1

Figure 1: Weighted entity graph

Three types of one-mode projections capture
relations between sentences, PU , PW and PAcc.
PU creates an edge between two sentences if they
share at least one entity. PW captures the intu-
ition that the connection between two sentences
is stronger the more entities they share by means
of weighted edges, where the weights equal the
number of entities shared by sentences (Newman,
2004). The third type of projection, PAcc, inte-
grates syntactic information in the edge weights
calculated by the following formula:

Wik =
∑

e∈Eik

w(e, si) · w(e, sk) .
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Figure 2 shows the three kinds of one-mode pro-
jections used in the entity graph.

S1 S2

S3

S1 S2

S3

S1 S2

S3

1

1

1

2

9

4

P P PU W Acc

Figure 2: One-mode projections

While the entity grid (Barzilay and Lapata,
2008) uses information about sentences which do
not share entities by means of the “- -” transition,
the entity graph cannot employ this negative in-
formation. Here, we propose a normalization for
the entity graph and its corresponding one-mode
projections which is based on the relative impor-
tance of entities and, in turn, the relative impor-
tance of sentences. Including negative informa-
tion allows to normalize the importance of entities
according to sentence length (measured in terms
of entity mentions), and hence to capture distance
information between mentions of the same entity.
This brings the entity graph closer to Stoddard’s
(1991, p.30) notion of cohesion: “The relative co-
hesiveness of a text depends on the number of co-
hesive ties [...] and on the distance between the
nodes and their associated cohesive elements.” By
using this information, edge weights are set less
arbitrary which leads to the more sound method
and higher performance in all tasks.

3 Normalized Entity Graph

The entity graph weighs edges by the number of
entities sentences share (PW ) and which syntactic
functions the entities occupy (PAcc). Here we nor-
malize the weights by the number of entities in a
sentence. This takes negative information into ac-
count as entities which do not occur in other sen-
tences also count. Hence normalization captures
the relative importance of entities as well as the
relative importance of sentences.

We follow Newman (2004) by applying node
degree normalization. For PW , we divide the
weight of each edge by the degree of the corre-
sponding sentence node. If a sentence contains
many entities, then the amount of information
each entity contributes is reduced. Assume ‖si‖
as the number of entities in sentence si. The im-
portance of entity ej for si is

Imp(si, ej) =
1
‖si‖ .

1
3

2 3

2 1 1

3

1 2 1

1
S1 S2 S3

e1 e2 e3 e4 e5 e7e6 e8 e9 e10

1

6
6

6 8

8 8 8

8
7

7 7

7

7

Figure 3: Normalized entity graph

For PAcc we divide the weight of each edge by the
sum of all edges’ weights of a sentence. This gives
the importance of each entity in a sentence relative
to the sentence’s other entities (see Figure 3).

Imp(si, ej) =
w(si, ej)∑

ee∈Entities w(si, ee)
.

For also normalizing the one-mode projection
we introduce a virtual node TC capturing the
textual content of all sentences (inspired by the
graph based information retrieval model of Rode
(2008)). The virtual node TC is connected to all
sentences (see Figure 4).

S1 S2 S3

e1 e2 e3 e4 e5 e7e6 e8 e9 e10

TC

w(s1
,TC)

w(s2,TC)

w(s3,TC)

Figure 4: Entity graph with virtual node

Rode (2008) uses the following formula to com-
pute weights on the edges between the sentence
nodes and TC:

w(si, TC) =
Score(si|TC)∑
st

Score(st|TC)
,

where the function Score(si|TC) is the number
of entities in si which have overlap with TC. This
value is equal to the degree of each sentence.

Since we are interested in local coherence, we
restrict TC to pairs of sentences (See Figure 5).
Subsequently, instead of w(si, TC), we use the
notation lw

sj
si (local weight of sentence si accord-

ing to sentence sj).
We define the normalized one-mode projection

as follows:

Wsij =
∑

e∈Esij

{
(lw

sj
si
·Imp(si,e))+(lw

si
sj
·Imp(sj ,e))

}
.
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Si Sj

e1 e2 e3 e4 e5 e7e6

RTC

=w(si,
RTC)

=w(sj,RTC)
b b b

lwsi
sj

lw sisj

Figure 5: Restricted TC for a pair of sentences

Similar to Rode (2008), we use the product of
lw

sj
si and Imp(si, e) to approximate the salience

of entity e in sentence si. This prevents the model
to get biased by the length of sentences.

This method can be applied to graphs with
edges weighted according to syntactic role (PAcc).
To compute the connection’s strength of a pair of
sentences we follow Yang and Knoke’s (2001) ap-
proach: The path length in a weighted graph is the
sum of the edge weights in the path. In our case,
each path is defined between a pair of sentences
of the entity graph, so the number of edges of all
paths are equal to two. Figure 6 shows the nor-
malized projections where the weights have been
computed by the above formula.

S1 S2

S3

S1 S2

S3

S1 S2

S3

1

1

2

P P P

8

4

8

27

64

23
56

U W Acc

Figure 6: Normalized projections

4 Experiments

We compare the normalized entity graph with the
entity graph on all tasks, Guinaudeau and Strube
(2013) compared their work with the entity grid
(Barzilay and Lapata, 2008; Elsner and Charniak,
2011): sentence ordering, summary coherence rat-
ing and readability assessment. Following Guin-
audeau and Strube (2013) we test statistical sig-
nificance with the Student’s t-test and Bonferroni
correction, to check whether the best result (bold
value in the tables) is significantly different from
the results of the entity graph and the normalized
entity graph. Diacritics ** indicate significance
level 0.01, * indicates significance level 0.05.

Acc F
Random 0.496 0.496
B&L 0.877 0.877
E&C 0.915 0.915

Entity graph, G&S
PU , Dist 0.830 0.830**
PW , Dist 0.871 0.871
PAcc, Dist 0.889 0.889

Normalized entity graph
PU , Dist 0.830 0.830**
PW , Dist 0.886 0.886
PAcc, Dist 0.909 0.909

Table 1: Discrimination, baselines and entity
graph vs. normalized entity graph

4.1 Sentence Ordering

This task consists of two subtasks: discrimina-
tion and insertion. In both subtasks we evaluate
whether our model can distinguish between the
correct order of sentences in a document and an
incorrect one. Experimental setup and data fol-
low Guinaudeau and Strube (2013) (61 documents
from the English test part of the CoNLL 2012
shared task (Pradhan et al., 2012)).

For discrimination we use 20 permutations of
each text. Table 1 shows the results. Results
for Guinaudeau and Strube (2013), G&S, are re-
produced, results for Barzilay and Lapata (2008),
B&L, and Elsner and Charniak (2011), E&C, were
reproduced by Guinaudeau and Strube (2013).

The unweighted graph, PU , does not need nor-
malization. Hence the results for the entity graph
and the normalized entity graph are identical. Nor-
malization improves the results for the weighted
graphs PW and PAcc with PAcc outperforming
B&L considerably and closely approaching E&L.

Sentence insertion is more difficult than dis-
crimination. Following Elsner and Charniak
(2011), we use two measures for evaluation: Ac-
curacy (Acc.) and the average proportion of cor-
rect insertions per document (Ins.).

Acc. Ins.
Random 0.028 0.071
E&C 0.068 0.167

Entity graph, G&S
PU , Dist 0.062** 0.101**
PW , Dist 0.075 0.114**
PAcc, Dist 0.071 0.102**

Normalized entity graph
PU , Dist 0.062** 0.101**
PW , Dist 0.085 0.154
PAcc, Dist 0.077 0.157

Table 2: Insertion, baselines and entity graph vs.
normalized entity graph
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Acc. F
B&L 0.833

Entity graph, G&S
PU 0.800 0.815
PW 0.613 0.613*
PAcc 0.700 0.704

Normalized entity graph
PU 0.800 0.815
PW 0.775 0.775
PAcc 0.788 0.788

Table 3: Summary Coherence Rating, B&L and
entity graph vs. normalized entity graph

Table 2 shows that the normalized entity graph
outperforms the entity graph for PW and PAcc

(again, no difference for PU ). The normalized
entity graph outperforms E&C in Acc. and ap-
proaches it in Ins. The high value for Ins. shows
that if the normalized entity graph makes false de-
cisions they are closer to the original ordering than
the mistakes of the entity graph.

4.2 Summary Coherence Rating

We follow Barzilay and Lapata (2008) for evalu-
ating whether the normalized entity graph can de-
cide whether automatic or human summaries are
more coherent (80 pairs of summaries extracted
from DUC 2003). Human coherence scores are as-
sociated with each pair of summarized documents
(Barzilay and Lapata, 2008).

Table 3 displays reported results of B&L and
reproduced results of the entity graph and our nor-
malized entity graph. Normalizing significantly
improves the results for PW and PAcc. PU is still
slightly better than both, but in contrast to the en-
tity graph, this difference is not statistically signif-
icant. We believe that better weighting schemes
based on linguistic insights eventually will outper-
form PU and B&L (left for future work). Distance
information always degrades the results for this
task (see Guinaudeau and Strube (2013)).

4.3 Readability Assessment

Readability assessment aims to distinguish texts
which are difficult to read from texts which are
easier to read. In experiments, Barzilay and La-
pata (2008) assume that articles taken from Ency-
clopedia Britannica are more difficult to read (less
coherent) than the corresponding articles from En-
cyclopedia Britannica Elementary, its version for
children. We follow them with regard to data (107
article pairs), experimental setup and evaluation.

Table 4 compares reported results by Schwarm

Acc. F
S&O 0.786
B&L 0.509
B&L + S&O 0.888

Entity graph, G&S
PU , Dist 0.589 0.589**
PW , Dist 0.570 0.570**
PAcc, Dist 0.766 0.766**

Normalized entity graph
PU , Dist 0.589 0.589**
PW , Dist 0.897 0.897
PAcc, Dist 0.850 0.850

Table 4: Readability assessment, baselines and en-
tity graph vs. normalized entity graph

and Ostendorf (2005), S&O, Barzilay and Lapata
(2008), B&L, a combined method, B&L + S&O,
reproduced results for the entity graph, G&S, and
our normalized entity graph. Distance information
always improves the results.

Sentences in the Britannica Elementary are
simpler and shorter than in the Encyclopedia Bri-
tannica. The entity graph does not take into ac-
count the effect of entities not shared between sen-
tences while the normalized entity graph assigns a
lower weight if there are more of these entities.
Hence, Britannica Elementary receives a higher
cohesion score than Encyclopedia Britannica in
our model. Adding grammatical information, does
not help, because of the influence of the number
of entities (shared and not shared) outweighs the
influence of syntactic roles. The normalized en-
tity graph (PW , Dist) does not only outperform
the entity graph (significantly) and B&L but also
S&O and the combination B&L + S&O.

5 Conclusion

We proposed a normalization method for the en-
tity graph (Guinaudeau and Strube, 2013). We
compared our model to the entity graph and
to the entity grid (Barzilay and Lapata, 2008)
and showed that normalization improves the re-
sults significantly in most tasks. Future work
will include adding more linguistic information,
stronger weighting schemes and application to
other readability datasets (Pitler and Nenkova,
2008; De Clercq et al., 2014).
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Abstract

Most of the recent work on machine
learning-based temporal relation classifi-
cation has been done by considering only
a given pair of temporal entities (events or
temporal expressions) at a time. Entities
that have temporal connections to the pair
of temporal entities under inspection are
not considered even though they provide
valuable clues to the prediction. In this
paper, we present a new approach for ex-
ploiting knowledge obtained from nearby
entities by making use of timegraphs and
applying the stacked learning method to
the temporal relation classification task.
By performing 10-fold cross validation
on the Timebank corpus, we achieved an
F1 score of 59.61% based on the graph-
based evaluation, which is 0.16 percent-
age points higher than that of the local
approach. Our system outperformed the
state-of-the-art system that utilizes global
information and achieved about 1.4 per-
centage points higher accuracy.

1 Introduction

Temporal relationships between entities, namely
temporal expressions and events, are regarded as
important information for deep understanding of
documents. Being able to predict temporal re-
lations between events and temporal expressions
within a piece of text can support various NLP ap-
plications such as textual entailment (Bos et al.,
2005), multi-document summarization (Bollegala
et al., 2010), and question answering (Ravichan-
dran and Hovy, 2002).

Temporal relation classification, which is one of
the subtasks TempEval-3 (UzZaman et al., 2013),
aims to classify temporal relationships between
pairs of temporal entities into one of the 14 re-

lation types according to the TimeML specifica-
tion (Pustejovsky et al., 2005), e.g., BEFORE, AF-

TER, DURING, and BEGINS.

The Timebank corpus introduced by Puste-
jovsky et al. (2003) has enabled the machine
learning-based classification of temporal relation-
ship. By learning from the annotated relation
types in the documents, it is possible to predict
the temporal relation of a given pair of temporal
entities (Mani et al., 2006).

However, most of the existing machine
learning-based systems use local information
alone, i.e., they consider only a given pair of tem-
poral entities at a time. Entities that have tem-
poral connections to the entities in the given pair
are not considered at all even though they provide
valuable clues to the prediction. Hence, the lo-
cal approach often produces contradictions. For
instance, the system may predict that A happens
before B, that B happens before C, and that A hap-
pens after C, which are mutually contradictory.

In order to tackle the contradiction problem,
global approaches have been proposed by Cham-
bers and Jurafsky (2008) and Yoshikawa et al.
(2009). Chamber and Jurafsky proposed a global
model based on Integer Linear Programming that
combines the output of local classifiers and max-
imizes the global confidence scores. While they
focused only on the temporal relations between
events, Yoshikawa et al. proposed a Markov Logic
model to jointly predict the temporal relations be-
tween events and time expressions.

In this paper, we propose an approach that
utilizes timegraphs (Miller and Schubert, 1999),
which represent temporal connectivity of all tem-
poral entities in each document, for the relation
classification. Our method differs from the pre-
vious work in that their methods used transition
rules to enforce consistency within each triplet of
relations, but our method can also work with a set
consisting of more than three relations. Moreover,
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Figure 1: An example from the Timebank corpus

in our work, the full set of temporal relations spec-
ified in TimeML are used, rather than the reduced
set used in the previous work.

We evaluate our method on the TempEval-3’s
Task C-relation-only data, which provides a sys-
tem with all the appropriate temporal links and
only needs the system to classify the relation
types. The result shows that by exploiting the
timegraph features in the stacked learning ap-
proach, the classification performance improves
significantly. By performing 10-fold cross valida-
tion on the Timebank corpus, we can achieve an F1
score of 59.61% based on the graph-based evalu-
ation, which is 0.16 percentage points (pp) higher
than that of the local approach. We compared the
results of our system to those of Yoshikawa et al.
(2009) and achieved about 1.4 pp higher accuracy.

The remainder of the paper is organized as fol-
lows. Section 2 explains the temporal relation
classification task and the pairwise classifier. Sec-
tion 3 and Section 4 describe our proposed time-
graph features and the application to the stacked
learning approach. Section 5 shows the experi-
ment setup and presents the results. Finally, we
discuss the results in 6 and conclude with direc-
tions for future work in Section 7.

2 Temporal Relation Classification

According to TempEval-3, a temporal annotation
task consists of several subtasks, including tempo-
ral expression extraction (Task A), event extrac-
tion (Task B), and temporal link identification and
relation classification (Task C). Our work, as with
the previous work mentioned in Section 1, only
focuses on the relation classification task (Task C-
relation only). The system does not extract events
and temporal expressions automatically.

A pair of temporal entities, including events and
temporal expressions, that is annotated as a tem-
poral relation is called a TLINK. Temporal rela-
tion classification is a task to classify TLINKs into

temporal relation types.
Following TempEval-3, all possible TLINKs

are between:

• Event and Document Creation Time (DCT)

• Events in the same sentence

• Event and temporal expression in the same
sentence

• Events in consecutive sentences

2.1 The Timebank corpus
The Timebank corpus is a human-annotated cor-
pus commonly used in training and evaluating a
temporal relation classifier. It is annotated follow-
ing the TimeML specification to indicate events,
temporal expressions, and temporal relations. It
also provides five attributes, namely, class, tense,
aspect, modality, and polarity, associated with
each event (EVENT), and four attributes, namely,
type, value, functionInDocument, and temporal-
Function, associated with each temporal expres-
sion (TIMEX3). An example of the annotated event
and temporal expression is shown in Figure 1.
The sentence is brought from wsj 0292.tml in the
Timebank corpus.

There is no modal word in the sentence, so the
attribute modality does not appear.

We use the complete set of the TimeML rela-
tions, which has 14 types of temporal relations in-
cluding BEFORE, AFTER, IMMEDIATELY BEFORE, IM-

MEDIATELY AFTER, INCLUDES, IS INCLUDED, DUR-

ING, DURING INVERSE, SIMULTANEOUS, IDENTITY,

BEGINS, BEGUN BY, END, and ENDED BY. However,
in TempEval-3, SIMULTANEOUS and IDENTITY are
regarded as the same relation type, so we change
all IDENTITY relations into SIMULTANEOUS.

Given the example mentioned above, the tem-
poral relation is annotated as shown in the last line
of Figure 1. From the annotated relation, the event
rose (e30) happens DURING the temporal expres-
sion the first nine months (t88).
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Feature E-E E-T Description
Event attributes
Class X X

All attributes associated with events. The ex-
planation of each attribute can be found in
(Pustejovsky et al., 2005).

Tense X X
Aspect X X
Modality X X
Polarity X X
Timex attributes
Type X

All attributes associated with temporal ex-
pressions. The explanation of each attribute
can be found in (Pustejovsky et al., 2005).

Value X
FunctionInDocument X
TemporalFunction X
Morphosyntactic information
Words X X Words, POS, lemmas within a window be-

fore/after event words extracted using Stan-
ford coreNLP (Stanford NLP Group, 2012)

Part of speech tags X X
Lemmas X X
Lexical semantic information
Synonyms of event word tokens X X

WordNet lexical database (Fellbaum, 1998)
Synonyms of temporal expressions X
Event-Event information
Class match X

Details are described in (Chambers et al.,
2007)

Tense match X
Aspect match X
Class bigram X
Tense bigram X
Aspect bigram X
Same sentence X X True if both temporal entities are in the same

sentence
Deep syntactic information
Phrase structure X X Deep syntactic information extracted from

Enju Parser (Miyao and Tsujii, 2008). The
details are described in (Laokulrat et al.,
2013)

Predicate-argument structure X X

Table 1: Local features

Feature E-E E-T Description
Adjacent nodes and links X X

The details are described in Subsection 3.2
Other paths X X
Generalized paths X X
(E,V,E) tuples X X
(V,E,V) tuples X X

Table 2: Timegraph features
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Figure 2: path length ≤ 2

Figure 3: path length ≤ 3

3 Proposed method

Rather than using only local information on
two entities in a TLINK, our goal is to exploit
more global information which can be extracted
from a document’s timegraph. Our motivation
is that temporal relations of nearby TLINKs in
a timegraph provide very useful information for
predicting the relation type of a given TLINK. For
instance, consider the following sentence and the
temporal connectivity shown in Figure 2.

About 500 people attended (e1) a Sunday
night memorial for the Buffalo-area physician
who performed abortions, one year (t1) after he
was killed (e2) by a sniper’s bullet.

It can be seen that the relation between e1 and
t1 and the relation between t1 and e2 are useful
for predicting the relation between e1 and e2.

Another more-complicated example is shown
below with temporal connectivity in Figure 3.

“The Congress of the United States is af-
fording(e1) Elian Gonzalez what INS and this
administration has not, which is his legal right
and his right to due process,” said(e2) Jorge
Mas Santos, chairman of the Cuban American
National Foundation. “This gives(e3) him the
protection that he will not be repatriated(e4) to
Cuba between now and Feb. 10.”

Figure 5: Local pairwise classification. Each
TLINK is classified separately.

Figure 6: Timegraph constructed from a docu-
ment’s TLINKs

Again, the relation between e4 and e3
can be inferred from the nearby relations,
i.e., (1) e4 AFTER e2 and e2 AFTER e1
imply e4 AFTER e1, (2) e4 AFTER e1 and
e1 SIMULTANEOUS e3 imply e4 AFTER e3.

3.1 Overview of our framework

Our framework is based on the stacked learn-
ing method (Wolpert, 1992), which employs two
stages of classification as illustrated in Figure 4.

3.1.1 Local pairwise model
In a local pairwise model, temporal relation clas-
sification is done by considering only a given pair
of temporal entities at a time as illustrated in Fig-
ure 5. We use a supervised machine learning ap-
proach and employ the basic feature set that can
be easily extracted from the document’s text and
the set of features proposed in our previous work
(Laokulrat et al., 2013), which utilizes deep syn-
tactic information, as baselines. The local features
at different linguistic levels are listed in Table 1.

Two classifiers are used: one for Event-Event
TLINKs (E-E), and the other for Event-Time
TLINKs (E-T).

3.1.2 Stacked learning
Stacked learning is a machine learning method
that enables the learner to be aware of the labels
of nearby examples.
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Figure 4: Stacked learning. The output from the first stage is treated as features for the second stage.
The final output is predicted using label information of nearby TLINKs.

The first stage, as shown in Figure 5, uses the
local classifiers and predicts the relation types of
all TLINKs. In the second stage, the document’s
timegraph is constructed and the output from the
first stage is associated with TLINKs in the graph.
The classifiers in the second stage use the infor-
mation from the nearby TLINKs and predict the
final output. We exploit features extracted from
the documents’ timegraphs, as listed in Section 3.2
in the second stage of the stacked learning.

An example of a document’s timegraph is
shown in Figure 6.

3.2 Timegraph features

We treat timegraphs as directed graphs and double
the number of edges by adding new edges with
opposite relation types/directions to every existing
edge. For example, if the graph contains an edge
e1 BEFORE e2, we add a new edge e2 AFTER e1.

Our proposed timegraph features are described
below.

• Adjacent nodes and links

The features are the concatenation of the di-
rections to the adjacent links to the pair of en-
tities, the relation types of the links, and the
information on the adjacent nodes, i.e., word
tokens, part of speech tags, lemmas. For ex-
ample, the features for predicting the relation
between e1 and e2 in Figure 6 are SRC OUT-

IS INCLUDED-(Type of t0), DEST IN-BEFORE-

(Type of t0), and so on.

In this work, only Type of temporal expres-
sion (an attribute given in the Timebank cor-

pus), Tense and Part-of-speech tag are ap-
plied but other attributes could also be used.

• Other paths

Paths with certain path lengths (in this work,
2 ≤ path length ≤ 4) between the temporal
entities are used as features. The paths must
not contain cycles. For example, the path
features of the relation between e1 and e2
are IS INCLUDED-BEFORE and SIMULTANEOUS-

BEFORE-BEFORE.

• Generalized paths

A generalized version of the path features,
e.g., the IS INCLUDED-BEFORE path is gener-
alized to *-BEFORE and IS INCLUDED-*.

• (E,V,E) tuples

The (E,V,E) tuples of the edges and ver-
tices on the path are used as features, e.g.,
IS INCLUDED (Type of t0) BEFORE.

• (V,E,V) tuples

The (V,E,V) tuples of the edges and vertices
on the path are used as features, e.g., (Tense
of e1) IS INCLUDED (Type of t0) and (Type of
t0) BEFORE (Tense of e2).

The summary of the timegraph features is
shown in Table 2.

4 Relation inference and time-time
connection

We call TLINKs that have more than one path be-
tween the temporal entities “multi-path TLINKs”.
The coverage of the multi-path TLINKs is pre-
sented in Table 3. The annotated entities in
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the Timebank corpus create loosely connected
timegraphs as we can see from the table that only
5.65% of all the annotated TLINKs have multiple
paths between given pairs of temporal entities.

Since most of the timegraph features are only
applicable for multi-path TLINKs, it is important
to have dense timegraphs. In order to increase
the numbers of connections, we employ two ap-
proaches: relation inference and time-time con-
nection.

4.1 Relation inference

We create new E-E and E-T connections between
entities in a timegraph by following a set of infer-
ence rules. For example, if e1 happens AFTER e2
and e2 happens IMMEDIATELY AFTER e3, then we
infer a new temporal relation “e1 happens AFTER

e3”. In this paper, we add a new connection only
when the inference gives only one type of tem-
poral relation as a result from the relation infer-
ence. Figure 7b shows the timegraph after adding
new inference relations to the original timegraph
in Figure 7a.

4.2 Time-time connection

As with Chambers et al. (2007) and Tatu and
Srikanth (2008), we also create new connections
between time entities in a timegraph by applying
some rules to normalized values of time entities
provided in the corpus.

Figure 7c shows the timegraph after adding a
time-time link and new inference relations to the
original timegraph in Figure 7a. When the nor-
malized value of t2 is more than the value of t1,
a TLINK with the relation type AFTER is added
between them. After that, as introduced in Sub-
section 4.2, new inference relations (e1-e2, e1-e3,
e2-e3) are added.

As the number of relations grows too large af-
ter performing time-time connection and infer-
ence relation recursively, we limited the number of
TLINKs for each document’s timegraph to 10,000
relations. The total number of TLINKs for all doc-
uments in the corpus is presented in Table 4. The
first row is the number of the human-annotated re-
lations. The second and third rows show the to-
tal number after performing relation inference and
time-time connection.

(a) Original timegraph

(b) After relation inference. Two relations (e1-e2, e1-e3)
are added.

after 

after 

(c) After time-time connection (t1-t2) and relation inference.
Three relations (e1-e2, e1-e3, e2-e3) are added.

Figure 7: Increasing number of TLINKs

No. of TLINKs E-E E-T Total
All TLINKs 2,520 2,463 4,983
Multi-path TLINKs 119 163 282
Percentage 4.72 6.62 5.65

Table 3: Coverage of multi-path TLINKs
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Approach Graph-based evaluation
F1(%) P(%) R(%)

Local - baseline features 58.15 58.17 58.13
Local - baseline + deep features 59.45 59.48 59.42
Stacked - baseline features 58.33 58.37 58.29
Stacked (inference) - baseline features 58.30 58.32 58.27
Stacked (inference, time-time) - baseline features 58.29 58.31 58.27
Stacked - baseline + deep features 59.55 59.51 59.58
Stacked (inference) - baseline + deep features 59.55 59.57 59.52
Stacked (inference, time-time) - baseline + deep features 59.61 59.63 59.58

Table 5: Ten-fold cross validation results on the training set

No. of TLINKs Total
Annotated 4,983
+Inference 24,788
+Inference + time-time connection 87,992

Table 4: Number of TLINKs in the Timebank cor-
pus

5 Evaluation

For the baselines and both stages of the stacked
learning, we have used the LIBLINEAR (Fan
et al., 2008) and configured it to work as L2-
regularized logistic regression classifiers.

We trained our models on the Timebank corpus,
introduced in Subsection 2.1, which was provided
by the TempEval-3 organiser. The corpus contains
183 newswire articles in total.

5.1 Results on the training data

The performance analysis is performed based on
10-fold cross validation over the training data. The
classification F1 score improves by 0.18 pp and
0.16 pp compared to the local pairwise models
with/without deep syntactic features.

We evaluated the system using a graph-based
evaluation metric proposed by UzZaman and
Allen (2011). Table 5 shows the classification
accuracy over the training set using graph-based
evaluation.

The stacked model affected the relation classi-
fication output of the local model, changing the
relation types of 390 (out of 2520) E-E TLINKs
and 169 (out of 2463) E-T TLINKs.

5.2 Comparison with the state of the art

We compared our system to that of Yoshikawa
et al. (2009) which uses global information to

improve the accuracy of temporal relation clas-
sification. Their system was evaluated based on
TempEval-2’s rules and data set (Verhagen et al.,
2007), in which the relation types were reduced to
six relations: BEFORE, OVERLAP, AFTER, BEFORE-

OR-OVERLAP, OVERLAP-OR-AFTER, and VAGUE. The
evaluation was done using 10-fold cross validation
over the same data set as that of their reported re-
sults.

According to TempEval-2’s rules, there are
three tasks as follows:

• Task A: Temporal relations between events
and all time expressions appearing in the
same sentence.

• Task B: Temporal relations between events
and the DCT.

• Task C: Temporal relations betweeen main
verbs of adjacent sentences.

The number of TLINKs annotated by the orga-
nizer, after relation inference, and after time-time
connection for each task is summarized in Table
7. Table 8 shows the number of TLINKs after per-
forming relation inference and time-time connec-
tion.

As shown in Table 6, our system can achieve
better results in task B and C even without deep
syntactic features but performs worse than their
system in task A. Compared to the baselines, the
overall improvement is statistically significant* (p
< 10−4, McNemar’s test, two-tailed) without deep
syntactic features and gets more statistically sig-
nificant** (p < 10−5, McNemar’s test, two-tailed)
when applying deep syntactic information to the
system. The overall result has about 1.4 pp higher
accuracy than the result from their global model.
Note that Yoshikawa et al. (2009) did not apply
deep syntactic features in their system.
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Approach Task A Task B Task C Overall
Yoshikawa et al. (2009) (local) 61.3 78.9 53.3 66.7
Yoshikawa et al. (2009) (global) 66.2 79.9 55.2 68.9
Our system (local) - baseline features 59.9 80.3 58.5 68.5
Our system (local) - baseline + deep features 62.1 80.3 58.4 69.0
Our system (stacked) - baseline features 59.5 79.9 58.5 68.2
Our system (stacked, inference) - baseline features 59.9 80.0 59.7 68.7
Our system (stacked, inference, time-time) - baseline fea-
tures

63.8 80.0 58.9 69.5*

Our system (stacked) - baseline + deep features 63.5 79.4 58.0 68.9
Our system (stacked, inference) - baseline + deep features 63.7 80.3 59.2 69.7
Our system (stacked, inference, time-time) - baseline +
deep features

65.9 80.5 58.9 70.3**

Table 6: Comparison of the stacked model to the state of the art and to our local model (F1 score(%))

No. of TLINKs Task A Task B Task C
Annotated 1,490 2,556 1,744

Table 7: TempEval-2 data set

No. of TLINKs Total
Annotated 5,970
+Inference 156,654
+Inference + time-time connection 167,875

Table 8: Number of relations in TempEval-2 data
set

The stacked model enhances the classification
accuracy of task A when timegraphs are dense
enough. Deep syntactic features can be extracted
only when temporal entities are in the same sen-
tences so they improve the model for task A
(event-time pairs in the same sentences) but these
features clearly lower the accuracy of task C, since
there are very few event-event pairs that appear
in the same sentences (and break the definition
of task C). This is probably because the sparse-
ness of the deep features degrades the performance
in task C. Moreover, these features do not help
task B in the local model because we cannot ex-
tract any deep syntactic features from TLINKs be-
tween events and DCT. However, they contribute
slightly to the improvement in the stacked model
since deep syntactic features increase the accuracy
of the prediction of task A in the first stage of the
stacked model. As a result, timegraph features ex-
tracted from the output of the first stage are better
than those extracted from the local model trained

on only baseline features.

6 Discussion

As we can see from Table 5 and 6, although
deep syntactic features can improve the classifi-
cation accuracy significantly, some additional pre-
processing is required. Moreover, deep parsers
are not able to parse sentences in some specific
domains. Thus, sometimes it is not practical to
use this kind of features in real-world temporal
relation classification problems. By applying the
stacked learning approach to the temporal relation
classification task, the system with only baseline
features is able to achieve good classification re-
sults compared to the system with deep syntactic
features.

Again, from Table 5 and 6, the inference and
time-time connection, described in Section 4,
sometimes degrade the performance. This is pre-
sumably because the number of features increases
severely as the number of TLINKs increased.

The stacked model also has another advantage
that it is easy to build and does not consume too
much training time compared to MLNs used by
Yoshikawa et al. (2009), which are, in general,
computationally expensive and infeasible for large
training sets.

7 Conclusion

In this paper, we present an approach for exploit-
ing timegraph features in the temporal relation
classification task. We employ the stacked learn-
ing approach to make use of information obtained
from nearby entities in timegraphs. The results
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show that our system can outperform the state-of-
the-art system and achieve good accuracy by us-
ing only baseline features. We also apply the rela-
tion inference rules and the time-time connection
to tackle the timegraphs’ sparseness problem.

In future work, we hope to improve the classi-
fication performance by making use of probability
values of prediction results obtained from the first
stage of the stacked learning and applying the full
set of inference relations to the system.
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Abstract

In this paper, we introduce a novel graph
based technique for topic based multi-
document summarization. We transform
documents into a bipartite graph where
one set of nodes represents entities and the
other set of nodes represents sentences. To
obtain the summary we apply a ranking
technique to the bipartite graph which is
followed by an optimization step. We test
the performance of our method on several
DUC datasets and compare it to the state-
of-the-art.

1 Introduction

Topic-based multi-document summarization aims
to create a single summary from a set of given
documents while considering the topic of inter-
est. The input documents can be created by query-
ing an information retrieval or search engine for a
particular topic and retaining highly ranked docu-
ments, or by clustering documents of a large col-
lection and then using each cluster as a set of input
documents (Galanis et al., 2012). Here, each clus-
ter of the set of documents contains a representa-
tive topic.

A summary extracted from a set of input doc-
uments must be related to the topic of that set.
If textual units (or sentences) extracted from
different documents convey the same informa-
tion, then those units are called redundant. Ide-
ally, the multi-document summary should be non-
redundant. Hence each textual unit in a summary
should convey unique information. Still, all ex-
tracted textual units should be related to the topic.
They should also make up a coherent summary.

When building summaries from multiple docu-
ments belonging to different sets, a system should
attempt to optimize these three basic properties:

1. Relevance: A summary should contain only

those textual units which are relevant to the
topic and provide useful information.

2. Non-redundancy: A summary should not
contain the same information twice.

3. Readability: A summary should have good
readability (syntactically well formed, no
dangling pronouns, coherent, . . . ).

Generally, multi-document summarization sys-
tems differ from each other on the basis of docu-
ment representation, sentence selection method or
on the requirements for the output summary. Pop-
ular methods for document representation include
graph-based representations (e.g. LexRank (Erkan
and Radev, 2004) and TextRank (Mihalcea and Ta-
rau, 2004)) and tf-idf vector-based representations
(Luhn, 1958; Nenkova and Vanderwende, 2005;
Goldstein et al., 2000). These document represen-
tations act as input for the next phase and provide
information about the importance of individual
sentences. Sentence selection is the crucial phase
of the summarizer where sentence redundancy
must be handled in an efficient way. A widely
used technique is the greedy approach introduced
by Carbonell and Goldstein (1998) and Goldstein
et al. (2000). They compute a relevance score for
all sentences with regard to the topic, start by ex-
tracting the most relevant sentence, and then itera-
tively extract further sentences which are relevant
to the topic and at the same time most dissimilar
to already extracted sentences. Later more fun-
damental optimization methods have been widely
used in multi-document summarization, e.g. Inte-
ger Linear Programming (ILP) (McDonald, 2007;
Gillick et al., 2009; Nishikawa et al., 2010; Gala-
nis et al., 2012). Unlike most other approaches
(Galanis et al., 2012) has also taken into account
the readability of the final summary.

In this work, we introduce an extractive
topic based multi-document summarization sys-
tem which represents documents graphically and
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optimizes the importance of sentences and non-
redundancy. The importance of sentences is ob-
tained by means of applying the Hubs and Author-
ities ranking algorithm (Kleinberg, 1999) on the
unweighted bipartite graph whereas redundancy in
the final summary is dealt with entities in a graph.

In Section 2 we introduce the state-of-the-art in
topic based multi-document summarizaton. Sec-
tion 3 provides a detailed description of our ap-
proach. Experiments are described in Section 4
where we also briefly describe the datasets used
and the results. Section 5 discusses the results of
our approach, and in Section 6 we finally give con-
clusions.

2 Related work

A graph-based representation of documents for
summarization is adopted by various approaches.
For instance, TextRank by Mihalcea and Tarau
(2004) applies the PageRank algorithm (Brin and
Page, 1998) to extract important sentences for sin-
gle document summarization. This ranking algo-
rithm proclaims the importance of a sentence by
considering the global information which is com-
puted recursively from the entire graph. Later,
the graph is converted into a weighted graph in
which the weights are calculated by measuring the
similarity of sentences (Mihalcea, 2004). Simi-
larly, in the LexRank approach (Erkan and Radev,
2004), documents are represented as a similarity
graph in which the sentences are nodes and these
sentences are then ranked according to centrality
measures. The three centrality measures used are
degree, LexRank with threshold and continuous
LexRank. LexRank is a measure to calculate ranks
using the similarity graph of sentences. It is also
known as lexical PageRank. The summarization
approach developed by Gong and Liu (2001) is
also based on ranking sentences where important
sentences are selected using a relevance measure
and latent semantic analysis.

Later, for better performance, sentences are
classified according to their existence in their final
summary in binary format i.e. 1 (belongs to sum-
mary) and 0 (doesn’t belong to summary) (Shen et
al., 2007; Gong and Liu, 2001). Here, the sen-
tences are projected as feature vectors and con-
ditional random fields are used to classify them.
During document processing, most informative
sentences are selected by the summarizer (Shen
et al., 2007). Fattah and Ren (2009) also consid-

ers summarization as two class classification prob-
lem. They use a genetic algorithm and mathemati-
cal regression to select appropriate weights for the
features and used different classification technique
for e.g. feed forward neural network, probablistic
neural network and Gaussian mixture models.

In the summarization task, optimization of the
three properties discussed in Section 1, relevance,
non-redundancy and readability, is required. This
is a global inference problem, which can be solved
by two approaches. Firstly, relevance and redun-
dancy can be optimized simultaneously. For in-
stance, Goldstein et al. (2000) developed a met-
ric named MMR-MD (influenced by the Max-
imum Marginal Relevance (MMR) approach of
Carbonell and Goldstein (1998)) and applied it to
clusters of passages. Similarly, influenced by the
SumBasic system (Nenkova and Vanderwende,
2005), Yih et al. (2007) developed a system which
assigns a score to each term on the basis of po-
sition and frequency information and selects the
sentence having highest score. Other approaches
are based on an estimate of word importance (e.g.
Lin and Hovy (2000)) or the log likelihood ratio
test which identifies the importance of words using
a supervised model that considers a rich set of fea-
tures (Hong and Nenkova, 2014). Finally, Barzi-
lay and Elhadad (1999) extract sentences which
are strongly connected by lexical chains for sum-
marization. The second approach deals with rel-
evance and redundancy seperately. For instance,
McKeown et al. (1999) create clusters of similar
sentences and pick the representative one from ev-
ery cluster. The representative sentence of a clus-
ter of sentences takes care of the requirement to
extract relevant information whereas clustering re-
duces the redundancy.

McDonald (2007) proposes a new ILP opti-
mization method for extractive summarization. He
introduces an objective function which maximizes
the importance of sentences and minimizes the
similarity of sentences. ILP methods for optimiza-
tion have also been adopted by Berg-Kirkpatrick
et al. (2011),Woodsend and Lapata (2012) and
Galanis et al. (2012). Until now, Galanis et
al. (2012) have reported the highest scores for
multi-document summarization on DUC2005 and
DUC2007. However, their approach is not com-
pletely unsupervised.

16



3 Our method

This section describes the technique, which we
adopted for summarization. We start by discussing
the graphical representation of the text followed
by a description how to quantify the importance
of sentences in the input texts. We then discuss
the ILP technique which optimizes the importance
of sentences and redundancy.

3.1 Graphical representation of text

The graphical representation of a text makes it
more expressive than a traditional tf-idf depiction
for summarization. A graph can easily capture
the essence of the whole text without leading to
high computational complexity. Guinaudeau and
Strube (2013) introduced a bipartite graph repre-
sentation of text based on the entity grid (Barzilay
and Lapata, 2008) representation of text. The pro-
jection of this bipartite graph representation has
been used for calculating the local coherence of
a text (Guinaudeau and Strube, 2013). The basic
intuition to use a bipartite graph for summariza-
tion is that it contains entity transitions similar to
lexical chains (Barzilay and Elhadad, 1999). An
appropriate measure to determine the importance
of sentences by considering strong entity transi-
tions indicates the information central to a text bet-
ter than simply giving scores on the basis of most
frequent words. The unweighted bipartite graph
G = (Vs, Ve, L) contains two sets of nodes, Vs
corresponding to the sentences from the input text
and Ve corresonding to the entities, and a set of
edges represented by L. Figure 1 shows a model
summary from the DUC 2006 data, which is trans-
formed into an entity grid in Figure 2 (Barzilay
and Lapata, 2008; Elsner and Charniak, 2011).
Here, cells are filled with the syntactic role a men-
tion of an entity occupies in a sentence. Subjects
are denoted by S, objects by O and all other roles
by X. If an entity is not mentioned in a sentence
then the corresponding cell contains “-”. In the
corresponding bipartite graph (Figure 3), edges are
created between a sentence and an entity only if
the entity is mentioned in a sentence (the cell in
entity grid is not “-”). Since this is a dyadic graph,
there are no edges between nodes of the same set.

3.2 Ranking the importance of sentences

A graph based ranking algorithm is used to cal-
culate the importance of a sentence represented
as a node in the graph discussed above. In con-

trast to the local information specific to a ver-
tex, graphical ranking algorithms take (graph-)
global information to calculate the rank of a node.
The Hyperlink-Induced Topic Search algorithm
(HITS, also known as Hubs and Authorities) by
Kleinberg (1999) is used to rank sentences in our
method. This algorithm considers two types of
nodes, hence it is well suited to rank sentences in
our bipartite graph. Entities are considered as hub
nodes, and sentences are considered as authority
nodes. The importance of a sentence is calculated
in two steps:

• Hub update rule: Update each node’s hub
score to be equal to the sum of the author-
ity scores of each node that it points to. It can
be written as:

HubScore = A ·AuthorityScore (1)

Here, A is an adjacency matrix which represents
the connection between the nodes in a graph.

• Authority update rule: In this step, each au-
thority node is updated by equating them to
the sum of the hub scores of each node, which
is pointing to that authority node. It can be
written as:

AuthorityScore = AT ·HubScore (2)

Hence, the authority weight is high if it is
pointed at by a hub having high weights.

Given some intial ranks to all nodes in a graph,
the hub and authority update rules are applied un-
til convergence. After applying this algorithm, the
rank of every node is obtained. The rank is consid-
ered as importance of the node within the graph.
We normalize the ranks of sentences according to
sentence length to avoid assigning high ranks to
long sentences.

To incorporate important information from doc-
uments, ranks of entities are incremented by
Rank+tfdoc·idfdoc in every iteration, where tfdoc
shows the importance of an entity in a document
by calculating the frequency whereas idfdoc is an
inverse document frequency from the current clus-
ter. Rank+ tfdoc · idfdoc is used in calculating the
AuthorityScore. Initially, theRank can be any nu-
merical value but after every iteration of the HITS
algorithm it will be updated accordingly.
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S1 The treatment of osteoarthritis includes a number of non-steroidal anti-inflammatory drugs such as
aspirin, acetaminophen, and ibuprofen.

S2 These drugs, however, cause liver damage and gastrointestinal bleeding and contribute to thousands
of hospitalizations and deaths per year.

S3 New cox-2 inhibitor drugs are proven as effective against pain, with fewer gastrointestinal side
effects.

S4 The two together appeared to reduce knee pain after 8 weeks.

Figure 1: Model summary from DUC 2006
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Figure 2: Entity grid of the model summary from Figure 1

Figure 3: Bipartite graph derived from the entity grid from Figure 2

3.3 Optimization algorithm

In topic-based multi-document summarization,
the final summary should be non-redundant. At
the same time it should contain the important in-
formation from the documents. To achieve these
two conditions, we employ integer linear program-
ming (ILP) to obtain an optimal solution. In ILP
we maximize an objective function. Our objective
function, given in Equation 3, has two parts: the
importance of a summary and the non-redundancy
of a summary. The values obtained after ranking
by the HITS algorithm are used as the importance
of sentences for ILP. Non-redundancy can not be
calculated for a single sentence. Instead, it has to

be evaluated with respect to other sentences. We
calculate non-redundancy by the number of un-
shared entities, i.e. entities which are not shared
by other sentences, after appending a sentence to
a summary. The least redundant sentence will in-
crease the number of entities in the final summary.

max(λ1

n∑
i=1

(Rank(si) + topicsim(si))·xi

+λ2

m∑
j=1

yj)

(3)

Equation 3 is the objective function where m is

18



Topic Documents per topic Human Summaries Word limit in final summary
DUC 2005 50 25-50 4-9 250
DUC 2006 50 25 4 250
DUC 2007 45 25 4 250

Table 1: Document Statistics

the number of entities in a document and n is the
number of sentences in a document. xi and yj are
binary variables for sentences and entities respec-
tively. λ1 and λ2 are tuning parameters. Rank(si)
is a rank of a sentence si obtained by applying the
HITS algorithm. Since, we work on topic-based
multi-document summarization, we include topic
information by calculating topicsim(si), which
captures the cosine similarity of a sentence si with
the corresponding topic. If the topic contains more
than one sentence then we take an average of co-
sine similarity with a sentence si. The constraints
on the variables are shown in Equations 4-6:

n∑
i=1

Len(si) · xi ≤ Len(summary) (4)

Here, Len(si) and Len(summary) are the
number of words in a sentence si and in the fi-
nal summary, respectively. This constraint does
not allow the length of final summary to exceed its
maximum length. The maximum length varies de-
pending on the datasets discussed in Section 4.1.

∑
jεEi

yj ≥ Entities(si), for i = 1, . . . , n (5)

In constraint 5, Ei is a set of entities present in
a sentence si. The number of entities present in a
sentence is represented as Entities(si). If a sen-
tence si is selected then the entities present in a
sentence are also selected(

∑
yj = Entities(si)).

Whereas, if a sentence si is not selected then
some of its entities can also be selected because
they may appear in already selected sentences
(Entities(si) = 0, ∴

∑
yj ≥ 0). In both the

cases, constraint 5 is not violated.∑
iεSj

xi ≥ yj , forj = 1, . . . ,m (6)

In constraint 6, Sj is a set of sentences contain-
ing entity yj . This constraint shows that, if an en-
tity yj is selected then at least one sentence is se-
lected which contains it (yj = 1, ∴

∑
xi ≥ 1). If

an entity yj is not selected, then it is possible that
none of the sentences which contain it may not be
selected (yj = 0, ∴

∑
xi = 0). Also, constraint 4

holds in either of the cases.

4 Experiments

We perform experiments on various DUC datasets
to compare the results with state-of-the-art sys-
tems.

4.1 Datasets

Datasets used for our experiments are DUC2005
(Dang, 2005), DUC2006 (Dang, 2006) and
DUC20071 . Each dataset contains group of re-
lated documents. Each group of documents con-
tains one related topic or a query consisting of a
few sentences. In DUC, the final summary should
respond to the corresponding topic. Also, the sum-
mary cannot exceed the maximum allowed length.
For instance, in DUC2005, 250 words are allowed
in the final summary. Every document cluster has
corresponding human summaries for evaluating
system summaries on the basis of ROUGE scores
(Lin, 2004). The sources of DUC datasets are Los
Angeles Times, Financial Times of London, As-
sociated Press, New York Times and Xinhua news
agency. We employ ROUGE SU4 and ROUGE 2
as evaluation metrics. ROUGE returns recall, pre-
cision and F-score of a system, but usually only re-
call is used in for evaluating automatic summariza-
tion systems, because the final summary does not
contain many words. Hence, if the recall is high
then the summarization system is working well.
Document statistics is provided in Table 1.

4.2 Experimental setup

We use raw documents from the various DUC
datasets as input for our system. We remove non-
alphabetical characters from the documents. Then
we obtain a clean sentence split by means of the
Stanford parser (Klein and Manning, 2003) so that
the sentences are compatible with the next steps.

1http://www-nlpir.nist.gov/projects/
duc/index.html
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ROUGE-2 ROUGE-SU4
λ1 = 0.5 & λ2 = 0.5 0.07950 0.14060
λ1 = 0.6 & λ2 = 0.4 0.07956 0.14071
λ1 = 0.7 & λ2 = 0.3 0.07975 0.14105
λ1 = 0.8 & λ2 = 0.2 0.07976 0.14106
λ1 = 0.9 & λ2 = 0.1 0.07985 0.14107

Table 2: Results on different λ’s on DUC 2005

We use the Brown coherence toolkit (Elsner and
Charniak, 2011) to convert the documents into the
entity grid representation from which the bipar-
tite graph is constructed (Guinaudeau and Strube,
2013). Entities in the graph correspond to head
nouns of noun phrase mentioned in the sentences.
The ranking algorithm from Section 3.2 is applied
to this graph and returns the importance score of
a sentence as required by the objective function
given in Equation 3. Next optimization using ILP
is performed as described in Section 3.3. We use
GUROBI Optimizer2for performing ILP. ILP re-
turns a binary value, i.e., if a sentence should be
included in the summary it returns 1, if not it re-
turns 0. We set λ1 = 0.7 and λ2 = 0.3 for
all datasets. We did not choose the optimal val-
ues, but rather opted for ones which favor impor-
tance over non-redundancy. We did not observe
significant differences between different λ values
as long as λ1 > λ2 (see Table 2). The sentences in
the output summary are ordered according to their
ranks. If the output summary contains pronouns,
we perform pronoun resolution in the source doc-
uments using the coreference resolution system by
Martschat (2013). If pronoun and antecedent oc-
cur in the same sentence, we leave the pronoun.
If the antecedent occurs in an earlier sentence, we
replace the pronoun in the summary by the first
element of the coreference chain the pronoun be-
longs to. Except for setting λ1 and λ2 on DUC
2005, our approach is unsupervised, as there is no
traning data required. The recall (ROUGE) scores
on different datasets are shown in Table 3.

Table 3 shows that our system would have per-
formed very well in the DUC 2005 and DUC 2006
competitions with ranks in the top 3 and well in
the DUC 2007 competition. Since the compe-
titions date a while back, we compare in addi-
tion to the current state-of-art in multi-document
summarization. To our knowledge Galanis et al.

2Gurobi Optimization, Inc., http://www.gurobi.
com

Dataset ROUGE-2 ROUGE-SU4
DUC 2005 (32) 0.07975 (1) 0.14105 (1)
DUC 2006 (35) 0.08969 (3) 0.15070 (2)
DUC 2007 (32) 0.10928 (6) 0.16735 (5)

Table 3: System performance (and rank) on the
DUC 2005, 2006 and 2007 (main) data. The num-
ber in parenthesis after the DUC year indicates the
number of competing systems.

(2012) report the best results on DUC 2005 data.
While their ROUGE-2 score is slightly better than
ours, we outperform them in terms of ROUGE-
SU4 (0.14105 vs. 0.13640), where, to our knowl-
edge, our results are the highest reported so far.
However, their results on DUC 2007 (ROUGE-2
0.12517 and ROUGE-SU4 0.17603) are still quite
a bit better than our results. On the DUC 2006
data we outperform the HIERSUM system by
Haghighi and Vanderwende (2009) on ROUGE-
2 (0.08969 vs. 0.086) as well as on ROUGE-
SU4 (0.15070 vs. 0.143). On the DUC 2007
data, our results are worse than theirs on ROUGE-
2 (0.10928 vs. 0.118) and on par on ROUGE-
SU4 (0.16735 vs. 0.167). The system which won
the DUC 2007 task, PYTHY by Toutanova et al.
(2007), performs similar to HIERSUM and hence
slightly better than our system on these data. The
recent work by Suzuki and Fukumoto (2014) eval-
uates also on DUC 2007 but reports only ROUGE-
1 scores. We obtain a ROUGE-1 score of 0.448 on
DUC 2007 which is better than Suzuki and Fuku-
moto (2014) (0.438) as well as PYTHY (0.426).
The best ROUGE-1 score reported to date has
been reported by Celikyilmaz and Hakkani-Tür
(2010) with 0.456. The difference between this
score and our score of 0.448 is rather small.

5 Discussion

Several approaches have been proposed for topic
based multi-document summarization on the DUC
datasets we use for our experiments. The best re-
sults to date have been obtained by supervised and
semi-supervised systems. The results of our sys-
tem are mostly on par with these systems though
our system is unsupervised (as mentioned in Sec-
tion 4 the values for λ1 and λ2 in the objective
function (Equation 3) were not tuned for optimal
ROUGE scores but rather set for favoring impor-
tance over non-redundancy).

We compared our results with various state-of-
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S1 What is being learned from the study of deep water, seabeds, and deep water life?

S2 What equipment and techniques are used?

S3 What are plans for future related activity?

Figure 4: Topic containing interrogative words from DUC 2007

S1 I’ve started to use irrigation hoses called “leaky pipe”.

S2 Soil’s usually best to water the target area a few days before I plan to dig.

S3 If I don’t place element in the root zone , element can’t be added later when the plants are growing.

S4 The new composts were much lighter and more suitable for container plants in garden centres and
through these were rapidly introduced to gardeners.

Figure 5: Sentences containing dangling first person pronoun from DUC 2005

the-art systems, and our system is giving compet-
itive results in both ROUGE-2 and ROUGE-SU4
scores. However, the ROUGE-2 score of Galanis
et al. (2012) on DUC 2005 is slightly better than
our score. This might be because they use bigram
information for redundancy reduction. However,
they need training data for sentence importance.
Hence their system has to be classified as super-
vised while ours is unsupervised.

We have also calculated the ROUGE-1 score
on DUC 2007 and compared it with state-of-
the-art approaches. HybHsum (Celikyilmaz and
Hakkani-Tür, 2010) has obtained the top ROUGE-
1 score on DUC 2007 with 0.456. However,
HybHsum is a semi-supervised approach which
requires a labeled training data. The difference
between our ROUGE-1 score of 0.448 and HybH-
sum ROUGE-1 score on DUC2007 is not signif-
icant (to be fair, achieving significant improve-
ments in ROUGE scores on DUC data is very dif-
ficult). In contrast to HybHsum, our approach is
unsupervised.

Our method computes importance on the basis
of a bipartite graph. We believe that our bipartite
graph captures more information than the general
graphs used in earlier graph-based approaches to
automatic summarization. Entity transition infor-
mation present in the bipartite graph of a docu-
ment, helps us in finding the salient sentences. Our
approach works well if the graph is not sparse.

We observed a couple of problems in the out-
put of our system which we plan to address in

future work. If topics contain interrogative pro-
nouns as shown in Figure 4 the mapping between
topic and sentences from the documents does not
work well. We need to resolve which entities the
interrogative pronouns refer to. Another problem
occurs, because the coreference resolution system
employed does not resolve first person pronouns.
Hence, we end up with summaries containing dan-
gling first person pronouns as shown in Figure 5.
However, our system appears to work reasonably
well in other cases where the summaries are co-
herent and readable and also have a high ROUGE
score as shown in the summary from DUC 2007
data in Figure 6.

6 Conclusions

In this paper, we have presented an unsuper-
vised graph based approach for topic based multi-
document summarization. Our graph based ap-
proach provides state-of-the-art results on various
datasets taken from DUC competitions. The graph
based representation of a document makes com-
putation very efficient and less complex. In future
work, we incorporate the syntactic roles of enti-
ties, to provide more information in the method.
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The European Parliament , angered by Turkey ’s human rights record , voted Thursday to freeze hundreds
of millions of US dollars in aid to Turkey for setting up a customs union with the EU. Since then , the
EU has been trying to patch up the relationship , with several leaders of member countries insisting
that Turkey ’s place is in the union. The special aid is part of the agreement between the European
Union EU and Turkey on the establishment of a customs union between the two sides. “ The European
Union , without renouncing its principles , ” will have to decide in December to allow Turkey to become
a formal candidate for EU membership. ANKARA , February 27 Xinhua Turkey today welcomed the
European Union ’s attitude toward its dispute with Greece and urged the EU to release financial assistance
immediately despite Greek efforts to block it. After the decision in December to exclude Turkey from
the first wave of enlargement talks , Turkey put its relations with the 15 member union on hold. During
Solana stay here , Turkish leaders reiterated their position to link the expansion of the NATO with Turkey
’s entry into the European Union. The European Union , European Union Ankara wants to join , is
pressing Turkey to find a peaceful solution to the war. The statement added that Greece , despite its
attempts , was unable to get the support of the other 14 European Union members in getting a statement
that would express solidarity with Greece and condemn Turkey. Both the European Union and the United
States criticized Turkey for jailing Birdal.

Figure 6: Output summary from DUC 2007
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Abstract
This paper presents a novel two-stage
framework to extract opinionated sentences
from a given news article. In the first stage,
Naı̈ve Bayes classifier by utilizing the local
features assigns a score to each sentence
- the score signifies the probability of the
sentence to be opinionated. In the second
stage, we use this prior within the HITS
(Hyperlink-Induced Topic Search) schema to
exploit the global structure of the article and
relation between the sentences. In the HITS
schema, the opinionated sentences are treated
as Hubs and the facts around these opinions
are treated as the Authorities. The algorithm
is implemented and evaluated against a set of
manually marked data. We show that using
HITS significantly improves the precision
over the baseline Naı̈ve Bayes classifier.
We also argue that the proposed method
actually discovers the underlying structure of
the article, thus extracting various opinions,
grouped with supporting facts as well as other
supporting opinions from the article.

1 Introduction
With the advertising based revenues becoming the main
source of revenue, finding novel ways to increase
focussed user engagement has become an important
research topic. A typical problem faced by web
publishing houses like Yahoo!, is understanding the
nature of the comments posted by readers of 105

articles posted at any moment on its website. A lot
of users engage in discussions in the comments section
of the articles. Each user has a different perspective
and thus comments in that genre - this many a times,
results in a situation where the discussions in the
comment section wander far away from the articles
topic. In order to assist users to discuss relevant points
in the comments section, a possible methodology can
be to generate questions from the article’s content that
seek user’s opinions about various opinions conveyed
in the article (Rokhlenko and Szpektor, 2013). It
would also direct the users into thinking about a
spectrum of various points that the article covers
and encourage users to share their unique, personal,

daily-life experience in events relevant to the article.
This would thus provide a broader view point for
readers as well as perspective questions can be created
thus catering to users with rich user generated content,
this in turn can increase user engagement on the article
pages. Generating such questions manually for huge
volume of articles is very difficult. However, if one
could identify the main opinionated sentences within
the article, it will be much easier for an editor to
generate certain questions around these. Otherwise, the
sentences themselves may also serve as the points for
discussion by the users.

Hence, in this paper we discuss a two-stage
algorithm which picks opinionated sentences from
the articles. The algorithm assumes an underlying
structure for an article, that is, each opinionated
sentence is supported by a few factual statements that
justify the opinion. We use the HITS schema to
exploit this underlying structure and pick opinionated
sentences from the article.

The main contribtutions of this papers are as follows.
First, we present a novel two-stage framework for
extracting opinionated sentences from a news article.
Secondly, we propose a new evaluation metric that
takes into account the fact that since the amount
of polarity (and thus, the number of opinionated
sentences) within documents can vary a lot and thus,
we should stress on the ratio of opinionated sentences
in the top sentences, relative to the ratio of opinionated
sentences in the article. Finally, discussions on how the
proposed algorithm captures the underlying structure
of the opinions and surrounding facts in a news article
reveal that the algorithm does much more than just
extracting opinionated sentences.

This paper has been organised as follows. Section
2 discusses related work in this field. In section 3, we
discuss our two-stage model in further details. Section
4 discusses the experimental framework and the results.
Further discussions on the underlying assumption
behind using HITS along with error analysis are carried
out in Section 5. Conclusions and future work are
detailed in Section 6.

2 Related Work

Opinion mining has drawn a lot of attention in recent
years. Research works have focused on mining
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opinions from various information sources such as
blogs (Conrad and Schilder, 2007; Harb et al., 2008),
product reviews (Hu and Liu, 2004; Qadir, 2009; Dave
et al., 2003), news articles (Kim and Hovy, 2006;
Hu and Liu, 2006) etc. Various aspects in opinion
mining have been explored over the years (Ku et
al., 2006). One important dimension is to identify
the opinion holders as well as opinion targets. (Lu,
2010) used dependency parser to identify the opinion
holders and targets in Chinese news text. (Choi
et al., 2005) use Conditional Random Fields to
identify the sources of opinions from the sentences.
(Kobayashi et al., 2005) propose a learning based
anaphora resolution technique to extract the opinion
tuple < Subject, Attribute, V alue >. Opinion
summarization has been another important aspect (Kim
et al., 2013).

A lot of research work has been done for opinion
mining from product reviews where most of the text
is opinion-rich. Opinion mining from news articles,
however, poses its own challenges because in contrast
with the product reviews, not all parts of news articles
present opinions (Balahur et al., 2013) and thus finding
opinionated sentences itself remains a major obstacle.
Our work mainly focus on classifying a sentence in a
news article as opinionated or factual. There have been
works on sentiment classification (Wiebe and Riloff,
2005) but the task of finding opinionated sentences is
different from finding sentiments, because sentiments
mainly convey the emotions and not the opinions.
There has been research on finding opinionated
sentences from various information sources. Some
of these works utilize a dictionary-based (Fei et al.,
2012) or regular pattern based (Brun, 2012) approach
to identify aspects in the sentences. (Kim and Hovy,
2006) utilize the presence of a single strong valence
wors as well as the total valence score of all words in
a sentence to identify opinion-bearing sentences. (Zhai
et al., 2011) work on finding ‘evaluative’ sentences in
online discussions. They exploit the inter-relationship
of aspects, evaluation words and emotion words to
reinforce each other.

Thus, while ours is not the first attempt at
opinion extraction from news articles, to the best
of our knowledge, none of the previous works has
exploited the global structure of a news article to
classify a sentence as opinionated/factual. Though
summarization algorithms (Erkan and Radev, 2004;
Goyal et al., 2013) utilize the similarity between
sentences in an article to find the important sentences,
our formulation is different in that we conceptualize
two different kinds of nodes in a document, as opposed
to the summarization algorithms, which treat all the
sentences equally.

In the next section, we describe the propsoed
two-stage algorithm in detail.

3 Our Approach
Figure 1 gives a flowchart of the proposed two-stage
method for extracting opinionated sentences from news
articles. First, each news article is pre-processed to
get the dependency parse as well as the TF-IDF vector
corresponding to each of the sentences present in the
article. Then, various features are extracted from
these sentences which are used as input to the Naı̈ve
Bayes classifier, as will be described in Section 3.1.
The Naı̈ve Bayes classifier, which corresponds to the
first-stage of our method, assigns a probability score
to each sentence as being an opinionated sentence.
In the second stage, the entire article is viewed as a
complete and directed graph with edges from every
sentence to all other sentences, each edge having a
weight suitably computed. Iterative HITS algorithm
is applied to the sentence graph, with opinionated
sentences conceptualized as hubs and factual sentences
conceptualized as authorities. The two stages of our
approach are detailed below.

3.1 Naı̈ve Bayes Classifier
The Naı̈ve Bayes classifier assigns the probability for
each sentence being opinionated. The classifier is
trained on 70 News articles from politics domain,
sentences of which were marked by a group
of annotators as being opinionated or factual.
Each sentence was marked by two annotators.
The inter-annotator agreement using Cohen’s kappa
coefficient was found to be 0.71.

The features utilized for the classifier are detailed
in Table 1. These features were adapted from those
reported in (Qadir, 2009; Yu and Hatzivassiloglou,
2003). A list of positive and negative polar words,
further expanded using wordnet synsets was taken
from (Kim and Hovy, 2005). Stanford dependency
parser (De Marneffe et al., 2006) was utilized to
compute the dependencies for each sentence within the
news article.

After the features are extracted from the sentences,
we used the Weka implementation of Naı̈ve Bayes to
train the classifier1.

Table 1: Features List for the Naı̈ve Bayes Classifier

1. Count of positive polar words
2. Count of negative polar words
3. Polarity of the root verb of the sentence
4. Presence of aComp, xComp and advMod

dependencies in the sentence

3.2 HITS
The Naı̈ve Bayes classifier as discussed in Section 3.1
utilizes only the local features within a sentence. Thus,
the probability that a sentence is opinionated remains

1http://www.cs.waikato.ac.nz/ml/weka/
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Figure 1: Flow Chart of Various Stages in Our Approach

independent of its context as well as the document
structure. The main motivation behind formulating
this problem in HITS schema is to utilize the hidden
link structures among sentences. HITS stands for
‘Hyperlink-Induced Topic Search’; Originally, this
algorithm was developed to rank Web-pages, with a
particular insight that some of the webpages (Hubs)
served as catalog of information, that could lead users
directly to the other pages, which actually contained
the information (Authorities).

The intuition behind applying HITS for the task of
opinion extraction came from the following assumption
about underlying structure of an article. A news article
pertains to a specific theme and with that theme in
mind, the author presents certain opinions. These
opinions are justified with the facts present in the article
itself. We conceptualize the opinionated sentences
as Hubs and the associated facts for an opinionated
sentence as Authorities for this Hub.

To describe the formulation of HITS parameters,
let us give the notations. Let us denote a document
D using a set of sentences {S1, S2, . . . , Si, . . . , Sn},
where n corresponds to the number of sentences in
the document D. We construct the sentence graph
where nodes in the graph correspond to the sentences
in the document. Let Hi and Ai denote the hub
and authority scores for sentence Si. In HITS, the
edges always flow from a Hub to an Authority. In
the original HITS algorithm, each edge is given the
same weight. However, it has been reported that using
weights in HITS update improves the performance
significantly (Li et al., 2002). In our formulation,
since each node has a non-zero probablility of acting

as a hub as well as an authority, we have outgoing as
well as incoming edges for every node. Therefore, the
weights are assigned, keeping in mind the proximity
between sentences as well as the probability (of being
opinionated/factual) assigned by the classifier. The
following criteria were used for deciding the weight
function.
• An edge in the HITS graph goes from a hub

(source node) to an authority (target node). So, the
edge weight from a source node to a target node
should be higher if the source node has a high hub
score.

• A fact corresponding to an opinionated sentence
should be discussing the same topic. So, the edge
weight should be higher if the sentences are more
similar.

• It is more probable that the facts around an
opinion appear closer to that opinionated sentence
in the article. So, the edge weight from a source to
target node decreases as the distance between the
two sentences increases.

Let W be the weight matrix such that Wij denotes
the weight for the edge from the sentence Si to the
sentence Sj . Based on the criteria outlined above, we
formulate that the weight Wij should be such that

Wij ∝ Hi

Wij ∝ Simij

Wij ∝ 1
distij

where we use cosine similarity between the sentence
vectors to compute Simij . distij is simply the number
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of sentences separating the source and target node.
Various combinations of these factors were tried and
will be discussed in section 4. While factors like
sentence similarity and distance are symmetric, having
the weight function depend on the hub score makes it
asymmetric, consistent with the basic idea of HITS.
Thus, an edge from the sentence Si to Sj is given
a high weight if Si has a high probability score of
being opinionated (i.e., acting as hub) as obtained the
classifier.

Now, for applying the HITS algorithm iteratively,
the Hubs and Authorities scores for each sentence
are initialized using the probability scores assigned
by the classifier. That is, if Pi(Opinion) denotes
the probability that Si is an opinionated sentence as
per the Naı̈ve Bayes Classifier, Hi(0) is initialized
to Pi(Opinion) and Ai(0) is initialized to 1 −
Pi(Opinion). The iterative HITS is then applied as
follows:

Hi(k) = ΣjWijAi(k − 1) (1)
Ai(k) = ΣjWjiHi(k − 1) (2)

where Hi(k) denote the hub score for the ith

sentence during the kth iteration of HITS. The iteration
is stopped once the mean squared error between the
Hub and Authority values at two different iterations
is less than a threshold ε. After the HITS iteration is
over, five sentences having the highest Hub scores are
returned by the system.

4 Experimental Framework and Results
The experiment was conducted with 90 news articles in
politics domain from Yahoo! website. The sentences
in the articles were marked as opinionated or factual
by a group of annotators. In the training set, 1393
out of 3142 sentences were found to be opinianated.
In the test set, 347 out of 830 sentences were marked
as opinionated. Out of these 90 articles, 70 articles
were used for training the Naı̈ve Bayes classifier as
well as for tuning various parameters. The rest 20
articles were used for testing. The evaluation was
done in an Information Retrieval setting. That is, the
system returns the sentences in a decreasing order of
their score (or probability in the case of Naı̈ve Bayes)
as being opinionated. We then utilize the human
judgements (provided by the annotators) to compute
precision at various points. Let op(.) be a binary
function for a given rank such that op(r) = 1 if the
sentence returned as rank r is opinionated as per the
human judgements.

A P@k precision is calculated as follows:

P@k =
∑k

r=1 op(r)
k

(3)

While the precision at various points indicates how
reliable the results returned by the system are, it
does not take into account the fact that some of the

documents are opinion-rich and some are not. For
the opinion-rich documents, a high P@k value might
be similar to picking sentences randomly, whereas for
the documents with a very few opinions, even a lower
P@k value might be useful. We, therefore, devise
another evaluation metric M@k that indicates the ratio
of opinionated sentences at any point, normalized with
respect to the ratio of opinionated sentences in the
article.
Correspondingly, an M@k value is calculated as

M@k =
P@k
Ratioop

(4)

where Ratioop denotes the fraction of opinionated
sentences in the whole article. Thus

Ratioop =
Number of opinionated sentences

Number of sentences
(5)

The parameters that we needed to fix for the HITS
algorithm were the weight function Wij and the
threshold ε at which we stop the iteration. We varied
ε from 0.0001 to 0.1 multiplying it by 10 in each step.
The results were not sensitive to the value of ε and
we used ε = 0.01. For fixing the weight function,
we tried out various combinations using the criteria
outlined in Section 3.2. Various weight functions and
the corresponding P@5 and M@5 scores are shown in
Table 2. Firstly, we varied k in Simij

k and found that
the square of the similarity function gives better results.
Then, keeping it constant, we varied l in Hi

l and found
the best results for l = 3. Then, keeping both of these
constants, we varied α in (α + 1

d ). We found the best
results for α = 1.0. With this α, we tried to vary l again
but it only reduced the final score. Therefore, we fixed
the weight function to be

Wij = Hi
3(0)Simij

2(1 +
1

distij
) (6)

Note that Hi(0) in Equation 6 corresponds to the
probablity assigned by the classifier that the sentence
Si is opinionated.

We use the classifier results as the baseline for the
comparisons. The second-stage HITS algorithm is
then applied and we compare the performance with
respect to the classifier. Table 3 shows the comparison
results for various precision scores for the classifier
and the HITS algorithm. In practical situation, an
editor requires quick identification of 3-5 opinionated
sentences from the article, which she can then use to
formulate questions. We thus report P@k and M@k
values for k = 3 and k = 5.

From the results shown in Table 3, it is clear
that applying the second-stage HITS over the Naı̈ve
Bayes Classifier improves the performance by a large
degree, both in term of P@k and M@k. For
instance, the first-stage NB Classifier gives a P@5 of
0.52 and P@3 of 0.53. Using the classifier outputs
during the second-stage HITS algorithm improves the
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Table 2: Average P@5 and M@5 scores: Performance
comparison between various functions for Wij

Function P@5 M@5
Simij 0.48 0.94
Sim2

ij 0.57 1.16
Sim3

ij 0.53 1.11
Sim2

ijHi 0.6 1.22
Sim2

ijHi
2 0.61 1.27

Sim2
ijHi

3 0.61 1.27
Sim2

ijHi
4 0.58 1.21

Sim2
ijHi

3 1
d

0.56 1.20
Sim2

ijHi
3(0.2 + 1

d
) 0.60 1.25

Sim2
ijHi

3(0.4 + 1
d
) 0.61 1.27

Sim2
ijHi

3(0.6 + 1
d
) 0.62 1.31

Sim2
ijHi

3(0.8 + 1
d
) 0.62 1.31

Sim2
ijHi

3(1 + 1
d
) 0.63 1.33

Sim2
ijHi

3(1.2 + 1
d
) 0.61 1.28

Sim2
ijHi

2(1 + 1
d
) 0.6 1.23

Table 3: Average P@5, M@5, P@3 and M@3 scores:
Performance comparison between the NB classifier and
HITS

System P@5 M@5 P@3 M@3
NB Classifier 0.52 1.13 0.53 1.17
HITS 0.63 1.33 0.72 1.53
Imp. (%) +21.2 +17.7 +35.8 +30.8

preformance by 21.2% to 0.63 in the case of P@5. For
P@3, the improvements were much more significant
and a 35.8% improvement was obtained over the NB
classifier. M@5 and M@3 scores also improve by
17.7% and 30.8% respectively.

Strikingly, while the classifier gave nearly the same
scores for P@k and M@k for k = 3 and k = 5,
HITS gave much better results for k = 3 than k = 5.
Specially, the P@3 andM@3 scores obtained by HITS
were very encouraging, indicating that the proposed
approach helps in pushing the opinionated sentences to
the top. This clearly shows the advantage of using the
global structure of the document in contrast with the
features extracted from the sentence itself, ignoring the
context.

Figures 2 and 3 show the P@5, M@5, P@3 and
M@3 scores for individual documents as numbered
from 1 to 20 on the X-axis. The articles are
sorted as per the ratio of P@5 (and M@5) obtained
using the HITS and NB classifier. Y-axis shows the
corresponding scores. Two different lines are used to
represent the results as returned by the classifier and
the HITS algorithm. A dashed line denotes the scores
obtained by HITS while a continuous line denotes
the scores obtained by the NB classifier. A detailed
analysis of these figures can help us draw the following
conclusions:
• For 40% of the articles (numbered 13 to 20) HITS

improves over the baseline NB classifier. For

40% of the articles (numbered 5 to 12) the results
provided by HITS were the same as that of the
baseline. For 20% of the articles (numbered 1 to
4) HITS gives a performance lower than that of
the baseline. Thus, for 80% of the documents, the
second-stage performs at least as good as the first
stage. This indicates that the second-stage HITS
is quite robust.

• M@5 results are much more robust for the HITS,
with 75% of the documents having anM@5 score
> 1. AnM@k score> 1 indicates that the ratio of
opinionated sentences in top k sentences, picked
up by the algorithm, is higher than the overall ratio
in the article.

• For 45% of the articles, (numbered 6, 9 − 11 and
15− 20), HITS was able to achieve a P@3 = 1.0.
Thus, for these 9 articles, the top 3 sentences
picked up by the algorithm were all marked as
opinionated.

The graphs also indicate a high correlation between
the results obtained by the NB classifier and HITS.
We used Pearson’s correlation to find the correlation
strength. For the P@5 values, the correlation was
found to be 0.6021 and for the M@5 values, the
correlation was obtained as 0.5954.

In the next section, we will first attempt to further
analyze the basic assumption behind using HITS,
by looking at some actual Hub-Authority structures,
captured by the algorithm. We will also take some
cases of failure and perform error analysis.

5 Discussion
First point that we wanted to verify was, whether
HITS is really capturing the underlying structure of
the document. That is, are the sentences identified as
authorities for a given hub really correspond to the facts
supporting the particular opinion, expressed by the hub
sentence.

Figure 4 gives two examples of the Hub-Authority
structure, as captured by the HITS algorithm, for two
different articles. For each of these examples, we show
the sentence identified as Hub in the center along with
the top four sentences, identified as Authorities for that
hub. We also give the annotations as to whether the
sentences were marked as ‘opinionated’ or ‘factual’ by
the annotators.

In both of these examples, the hubs were
actually marked as ‘opinionated’ by the annotators.
Additionally, we find that all the four sentences,
identified as authorities to the hub, are very relevant to
the opinion expressed by the hub. In the first example,
top 3 authority sentences are marked as ‘factual’ by the
annotator. Although the fourth sentence is marked as
‘opinionated’, it can be seen that this sentence presents
a supporting opinion for the hub sentence.

While studying the second example, we found that
while the first authority does not present an important
fact, the fourth authority surely does. Both of these
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(a) Comparison of P@5 values (b) Comparison of M@5 values

Figure 2: Comparison Results for 20 Test articles between the Classifier and HITS: P@5 and M@5

(a) Comparison of P@3 values (b) Comparison of M@3 values

Figure 3: Comparison Results for 20 Test articles between the Classifier and HITS: P@3 and M@3

(a) Hub-Authority Structure: Example 1 (b) Hub-Authority Structure: Example 2

Figure 4: Example from two different test articles capturing the Hub-Authority Structure

were marked as ‘factual’ by the annotators. In this
particular example, although the second and third
authority sentences were annotated as ‘opinionated’,
these can be seen as supporting the opinion expressed
by the hub sentence. This example also gives us
an interesting idea to improve diversification in the
final results. That is, once an opinionated sentence
is identified by the algorithm, the hub score of all
its suthorities can be reduced proportional to the edge

weight. This will reduce the chances of the supporting
opinions being reurned by the system, at a later stage
as a main opinion.

We then attempted to test our tool on a
recently published article, “What’s Wrong with
a Meritocracy Rug?”2. The tool could pick up a very

2http://news.yahoo.com/
whats-wrong-meritocracy-rug-070000354.
html
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important opinion in the article, “Most people tend to
think that the most qualified person is someone who
looks just like them, only younger.”, which was ranked
2nd by the system. The supporting facts and opinions
for this sentence, as discovered by the algorithm
were also quite relevant. For instance, the top two
authorities corresponding to this sentence hub were:

1. And that appreciation, we learned painfully, can
easily be tinged with all kinds of gendered
elements without the person who is making the
decisions even realizing it.

2. And many of the traits we value, and how we
value them, also end up being laden with gender
overtones.

5.1 Error Analysis

We then tried to analyze certain cases of failures.
Firstly, we wanted to understand why HITS was not
performing as good as the classifier for 3 articles
(Figures 2 and 3). The analysis revealed that the
supporting sentences for the opinionated sentences,
extracted by the classifier, were not very similar on
the textual level. Thus a low cosine similarity score
resulted in having lower edge weights, thereby getting
a lower hub score after applying HITS. For one of the
articles, the sentence picked up by HITS was wrongly
annotated as a factual sentence.

Then, we looked at one case of failure due to the
error introduced by the classifier prior probablities.
For instance, the sentence, “The civil war between
establishment and tea party Republicans intensified
this week when House Speaker John Boehner slammed
outside conservative groups for ridiculous pushback
against the bipartisan budget agreement which cleared
his chamber Thursday.” was classified as an
opinionanted sentence, whereas this is a factual
sentence. Looking closely, we found that the sentence
contains three polar words (marked in bold), as
well as an advMod dependency between the pair
(slammed,when). Thus the sentence got a high initial
prior by the classifier. As a result, the outgoing edges
from this node got a higher Hi

3 factor. Some of the
authorities identified for this sentence were:
• For Democrats, the tea party is the gift that keeps

on giving.
• Tea party sympathetic organizations, Boehner

later said, “are pushing our members in places
where they don’t want to be”.

which had words, similar to the original sentence, thus
having a higher Simij factor as well. We found that
these sentences were also very close within the article.
Thus, a high hub prior along with a high outgoing
weight gave rise to this sentence having a high hub
score after the HITS iterations.

5.2 Online Interface

To facilitate easy usage and understanding of the
system by others, a web interface has been built for

the system3. The webpage caters for users to either
input a new article in form of text to get top opinionated
sentences or view the output analysis of the system over
manually marked test data consisting of 20 articles.

The words in green color are positive polar words,
red indicates negative polar words. Words marked in
violet are the root verbs of the sentences. The colored
graph shows top ranked opinionated sentences in
yellow box along with top supporting factual sentences
for that particluar opinionated sentence in purple boxes.
Snapshots from the online interface are provided in
Figures 5 and 6.

6 Conclusions and Future Work

In this paper, we presented a novel two-stage
framework for extracting the opinionated sentences
in the news articles. The problem of identifying
top opinionated sentences from news articles is very
challenging, especially because the opinions are not
as explicit in a news article as in a discussion forum.
It was also evident from the inter-annotator agreement
and the kappa coefficient was found to be 0.71.

The experiments conducted over 90 News
articles (70 for training and 20 for testing) clearly
indicate that the proposed two-stage method
almost always improves the performance of the
baseline classifier-based approach. Specifically, the
improvements are much higher for P@3 and M@3
scores (35.8% and 30.8% over the NB classifier). An
M@3 score of 1.5 and P@3 score of 0.72 indicates that
the proposed method was able to push the opinionated
sentences to the top. On an average, 2 out of top
3 sentences returned by the system were actually
opinionated. This is very much desired in a practical
scenario, where an editor requires quick identification
of 3-5 opinionated sentences, which she can then use
to formulate questions.

The examples discussed in Section 5 bring out
another important aspect of the proposed algorithm.
In addition to the main objective of extracting the
opinionated sentences within the article, the proposed
method actually discovers the underlying structure of
the article and would certainly be useful to present
various opinions, grouped with supporting facts as well
as supporting opinions in the article.

While the initial results are encouraging, there is
scope for improvement. We saw that the results
obtained via HITS were highly correlated with the
Naı̈ve Bayes classifier results, which were used in
assigning a weight to the document graph. One
direction for the future work would be to experiment
with other features to improve the precision of the
classifier. Additionally, in the current evaluation,
we are not evaluating the degree of diversity of the
opinions returned by the system. The Hub-Authority

3available at http://cse.iitkgp.ac.in/
resgrp/cnerg/temp2/final.php
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Figure 5: Screenshot from the Web Interface

Figure 6: Hub-Authority Structure as output on the Web Interface

structure of the second example gives us an interesting
idea to improve diversification and we would like to
implement that in future.

In the future, we would also like to apply this work
to track an event over time, based on the opinionated
sentences present in the articles. When an event occurs,
articles start out with more factual sentences. Over
time, opinions start surfacing on the event, and as the
event matures, opinions predominate the facts in the
articles. For example, a set of articles on a plane
crash would start out as factual, and would offer expert
opinions over time. This work can be used to plot the
maturity of the media coverage by keeping track of
facts v/s opinions on any event, and this can be used
by organizations to provide a timeline for the event.
We would also like to experiment with this model on

a different media like microblogs.
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Abstract

News describe real-world events of vary-
ing granularity, and recognition of inter-
nal structure of events is important for au-
tomated reasoning over events. We pro-
pose an approach for constructing coherent
event hierarchies from news by enforcing
document-level coherence over pairwise
decisions of spatiotemporal containment.
Evaluation on a news corpus annotated
with event hierarchies shows that enforc-
ing global spatiotemporal coreference of
events leads to significant improvements
(7.6% F1-score) in the accuracy of pair-
wise decisions.

1 Introduction

Although real-world events have exact spatiotempo-
ral extent, event mentions in text are often spatially
and temporally vague. Moreover, event mentions
typically denote real-world events of varying gran-
ularity (e.g., summit vs. conversation). If not ad-
dressed, these issues hinder event-based inference.

Research efforts in event extraction have focused
on either extracting temporal relations (Pustejovsky
et al., 2003a; UzZaman et al., 2013) or recognizing
spatial relations (Mani et al., 2010; Roberts et al.,
2013) between events. Apart from being difficult
to recognize, temporal and spatial containment –
when considered in isolation – do not suffice to
infer that one event is a part of another. Temporally,
an event may happen during another event and not
be a part of it, as in (1).

(1) In the midst of the World War II, the Ar-
gentinian government reduced rents.

In this case, “the reduction of rents in Argentina”
happened during “the World War II,” but was not
part of it. Conversely, an event may occur within
the spatial extent of another event and not be a part
of it, as shown by (2).

(2) The fire destroyed 60% of London after
almost 30,000 people died from plague.

The spatial extent of “destruction by fire” is con-
tained within the extent of “people dying from
plague,” but the former is not a part of the latter.
An event e1 is a part of event e2 if and only if e1 is
spatially and temporally contained within e2.

In previous research (Chambers and Jurafsky,
2008; Jans et al., 2012), news narratives were mod-
eled as chains of events involving the same par-
ticipants. Such script-like representations, how-
ever, do not account for the non-linear (hierarchi-
cal) nature of events. In contrast, in this work we
model the structure of events in a narrative via
relations of spatiotemporal containment (STC) be-
tween event mentions, effectively inducing a hierar-
chy of events. We construct directed acyclic graphs
of event mentions, in which edges denote STC re-
lations between events. We call this structure an
event hierarchy directed acyclic graph (EHDAG).

We propose a two-step approach for constructing
EHDAGs from news. We first detect the STC rela-
tions between pairs of event mentions in a super-
vised fashion, building on our previous approach
(Glavaš et al., 2014). We then enforce structural
coherence over local predictions, framing the task
as a constrained optimization problem, which we
solve using Integer Linear Programming (ILP).

2 Related Research

Introduction of the TimeML standard (Pustejovsky
et al., 2003a) and the TimeBank corpus (Puste-
jovsky et al., 2003b) triggered a surge of research
on extraction of temporal relations, much of which
within TempEval campaigns (Verhagen et al., 2010;
UzZaman et al., 2013). More recently, following
the emergence of the SpatialML standard (Mani et
al., 2010), Roberts et al. (2013) have proposed an
annotation scheme and the supervised model for
extracting spatial relations between events.

The abovementioned approaches, however, do
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Figure 1: An example of an EHDAG for a narrative

not account for global narrative coherence. Cham-
bers and Jurafsky (2008) consider narratives to be
chains of temporally ordered events linked by a
common protagonist. Limiting a narrative to a se-
quence of protagonist-sharing events can often be
overly restrictive. E.g., an “encounter between
Merkel and Holland” may belong to the same
“summit” narrative as a “meeting between Obama
and Putin,” although they share no protagonists.

Several approaches enforce coherence of tempo-
ral relations at a document level. Bramsen et al.
(2006) represent the temporal structure of a doc-
ument as a DAG in which vertices denote textual
segments and edges temporal precedence. Simi-
larly, Do et al. (2012) enforce coherence using ILP
for joint inference on decisions from local event–
event and event–time interval decisions.

Complementary to Chambers and Jurafsky
(2008), who use a linear temporal structure, with
EHDAGs we model the hierarchical structure of
events with diverse participants. Similarly to Bram-
sen et al. (2006), we use an ILP formulation of
global coherence over local decisions, but consider
STC relations between events rather than temporal
relations between textual segments.

3 Constructing Coherent Hierarchies

As an example, consider the following news snip-
pet, with the corresponding EHDAG shown in
Fig. 1:

(3) Obama sparred with Vladimir Putin over
how to end the war in Syria on Monday dur-
ing an icy encounter at a G8 summit. Speak-
ing after talks with Obama, Putin said they
agreed the bloodshed must end. . .

We first use a supervised classifier to determine the
STC relations between all pairs of events in a doc-
ument. In the second step, we induce a spatiotem-
porally coherent EHDAG by enforcing coherence

constraints on the local classification decisions.

3.1 Spatiotemporal Containment Classifier

We first describe the classifier used for predicting
local STC relations. The classifier is given a pair of
event mentions, (e1, e2), where mention e1 occurs
in text before mention e2. The classifier predicts
one of the following relations: (1) e1 SUBSUPER

e2, denoting that the e1 (subevent) is spatiotem-
porally contained by event e2 (superevent); (2)
e1 SUPERSUB e2, denoting that e1 (superevent)
spatiotemporally contains e2 (subevent); and (3)
NOREL, denoting that neither of the two events
spatiotemporally contains the other. We use the
following rich set of features for the STC relation
classifier.
Event-based features: Word, lemma, stem,
POS-tag, and TimeML type of both event mentions.
Additionally, we compare the event arguments
of three semantic types: AGENT, TARGET, and
LOCATION, which we extract automatically from
raw text using the rule-based model by Glavaš and
Šnajder (2013).
Bag-of-words features: All lemmas in between
the two event mentions, with the special status
being assigned to temporal signals (e.g., before)
and spatial signals (e.g., inside).
Positional features: The distance between event
mentions in the document, both in the number of
sentences and the number of tokens. Additionally,
we use a feature indicating if the two mentions are
adjacent (no mentions occur in between).
Syntactic features: All dependency relations
on the path between events in the dependency
tree and features that indicate whether one of
the features syntactically governs the other. We
compute the syntactic features only for pairs of
event mentions from the same sentence, using the
Stanford dependency parser (De Marneffe et al.,
2006).
Knowledge-based features: Computed using
WordNet (Fellbaum, 1998), VerbOcean (Chklovski
and Pantel, 2004), and CatVar (Habash and Dorr,
2003). We use a feature indicating whether one
event mention or any of its derivatives (obtained
from CatVar) is a WordNet hypernym of (for nomi-
nalized mentions) or entailed from (for verb men-
tions) the other mention (or any of its deriva-
tives). We use an additional feature to indicate the
VerbOcean relation between the event mentions, if
such exists. Unlike features from previous groups,
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knowledge-based features have not been used often
for temporal relation classification.

We employ a L2-regularized logistic regres-
sion as our pairwise classification model, which
is motivated by the high-dimensional feature space
spanned by the lexical features Moreover, the
global coherence component of the model requires
probability distributions for local decisions over
relation types. We use the LibLinear (Fan et al.,
2008) implementation of logistic regression.

3.2 Global Coherence
The hierarchy of events induced from the indepen-
dent pairwise STC decisions may be globally in-
coherent. We therefore need to optimize the set of
pairwise STC classifications with respect to the set
of constraints that enforce global coherence. We
perform exact inference using Integer Linear Pro-
gramming (ILP), an approach that has been proven
useful in many NLP applications (Punyakanok et
al., 2004; Roth and Yih, 2007; Clarke and Lapata,
2008). We use the lp solve1 solver to optimize the
objective function with respect to the constraints.

Objective function. Let M = {e1, e2, . . . , en}
be the set of all event mentions in the news story
and P be the set of all considered pairs of event
mentions, P = {(ei, ej) | ei, ej ∈ M, i < j}.
Let R = {SUPERSUB, SUBSUPER, NOREL} be
the set of spatiotemporal relation types and let
C(ei, ej , r) be the probability, produced by the
pairwise classifier, of relation r holding between
event mentions ei and ej . We maximize the sum
of local probabilities assigned to all pairs of events
(summed over all relation types):∑

(ei,ej)∈P

∑
r∈R

C(ei, ej , r) · xei,ej ,r (1)

where xei,ej ,r is a binary indicator variable that
takes the value 1 iff the relation of type r is pre-
dicted to hold between events ei and ej .

Spatiotemporal constraints. The objective
function is a subject to two basic constraints: (i)
the constraint that declares xei,ej ,r to be binary
indicator variables (eq. 2) and (ii) the exclusivity
constraint, which allows only one relation to hold
between two events (eq. 3).

xei,ej ,r ∈ {0, 1}, ∀(ei, ej) ∈ P, r ∈ R (2)∑
r∈R

xei,ej ,r = 1, ∀(ei, ej) ∈ P (3)

1http://lpsolve.sourceforge.net/5.5/

Following the work of Bramsen et al. (2006) and
Do et al. (2012), we also incorporate the transitiv-
ity constraints into the model (transitivity is not
enforced for NOREL):

xei,ej ,r + xej ,ek,r − 1 ≤ xei,ek,r, (4)

∀r ∈ R, {(ei, ej), (ej , ek), (ei, ek)} ⊆ P

The transitivity constraint states that, if the same
relation r holds for pairs of events (ei, ej) and
(ej , ek), then r must also hold for the pair (ei, ek).

Coreference constraints. The constraints pre-
sented so far did not consider the coreference of
event mentions. However, a truly coherent event
structure must account for the different mentions
of the same event. More precisely, two different
constraints have to be enforced: (i) a pair of coref-
erent event mentions can only be assigned relation
of the NOREL type because coreferent event men-
tions cannot be part of each other (eq. 5) and (ii)
all coreferent mentions of one event must be in
the same relation with all coreferent mentions of
the other event (eqs. 6–9). Let coref (ei, ej) be a
predicate that holds iff mentions e1 and e2 corefer.
The coreference constraints are as follows:

xei,ej ,r = 1, (5)

∀(ei, ej) ∈ P, r = NOREL, coref (ei, ej)

xei,ek,r − xej ,ek,r = 0, (6)

∀(ei, ek), (ej , ek) ∈ P, r ∈ R, coref (ei, ej)

xei,ek,r − xek,ej ,r−1 = 0, (7)

∀(ei, ek), (ek, ej) ∈ P, r ∈ R, coref (ei, ej)

xek,ei,r − xej ,ek,r−1 = 0, (8)

∀(ek, ei), (ej , ek) ∈ P, r ∈ R, coref (ei, ej)

xek,ei,r − xek,ej ,r = 0, (9)

∀(ek, ei), (ek, ej) ∈ P, r ∈ R, coref (ei, ej)

In equations (7) and (8), the relation type r−1 de-
notes the inverse of the relation type r. The in-
verse of SUPERSUB is SUBSUPER (and vice versa),
whereas NOREL is an inverse to itself.

4 Evaluation

We evaluate several models on the publicly avail-
able HIEVE corpus (Glavaš et al., 2014), consisting
of 100 news stories manually annotated with event
hierarchies.
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SUPERSUB SUBSUPER Micro-averaged

Model P R F1 P R F1 P R F1

MEMORIZE baseline 60.3 30.2 40.2 66.8 36.7 47.4 63.8 33.5 43.9

PAIRWISE-NOKB 58.4 47.2 52.2 72.8 56.2 63.4 65.5 51.8 57.8
PAIRWISE-FULL 69.8 51.2 59.1 70.6 54.1 61.3 70.2 52.6 60.1
COHERENT 79.6 60.6 68.6 73.0 52.0 60.8 76.6 56.5 65.0
COREF-AUTO 79.5 57.6 66.8 73.0 52.0 60.8 76.3 55.0 63.9
COREF-GOLD 87.2 58.8 70.3 84.2 52.7 64.8 85.8 55.9 67.7

Table 1: Model performance for recognizing spatiotemporal containment between events

4.1 Experimental Setup

We leave out 20 news stories from the HIEVE cor-
pus for testing and use the remaining 80 documents
for training the pairwise STC classifiers. Alto-
gether, we evaluate the following five models.
PAIRWISE model employs only the pairwise clas-
sification and does not enforce coherence across
local decisions. We evaluate two classifiers: one
with knowledge-based features (PAIRWISE-FULL)
and one without (PAIRWISE-NOKB).
COHERENT model enforces document-level spa-
tiotemporal coherence by solving the constrained
optimization problem on top of pairwise classifica-
tion decisions. The model uses the constraints from
(2)–(4), but not the coreference-based constraints.
COREF-GOLD model uses coreference con-
straints (6)–(9) in addition to constraints (2)–(4).
The model uses hand-annotated coreference rela-
tions from the HIEVE corpus.
COREF-AUTO model uses the same set of con-
straints as the previous model, but relies on the
event coreference resolution model by Glavaš and
Šnajder (2013) instead on gold annotations.

As the baseline, we use the MEMORIZE model,
which simply assigns to each pair of event men-
tions in the test set their most frequent label in the
training set. The NOREL label is predicted for the
pairs of lemmas not observed in the training set.
A similar baseline has been proposed by Bethard
(2008) for automated extraction of event mentions.

To account for the transitivity of the STC re-
lation, we evaluate the predictions of our models
against the transitive closure of gold STC hierar-
chies from the HIEVE corpus.

4.2 Results

Table 1 summarizes the results. We show the
performance (precision, recall, and F1-score) for
the SUPERSUB and SUBSUPER relations along
with the micro-averaged performance. All mod-

els significantly outperform the MEMORIZE base-
line (with the exception of PAIRWISE-NOKB’s
precision), which has been shown competitive on
the event extraction task (Bethard, 2008). Over-
all, the PAIRWISE-FULL model outperforms the
PAIRWISE-NOKB model, confirming the intuition
that knowledge-based information is useful for de-
tecting relations between events. However, includ-
ing KB features decreases the performance on the
SUBSUPER class, which requires further analysis.

Comparison of the PAIRWISE models and the
COHERENT model reveals that enforcing global
coherence of local relations substantially improves
the quality of the constructed hierarchies (4.9% F1-
score; significant at p<0.01 using stratified shuf-
fling (Yeh, 2000)). With the introduction of addi-
tional reference constraints (model COREF-GOLD),
the quality improves by additional 2.7% F1-score
(significant at p<0.05). The fact that the model
COREF-AUTO is outperformed by the COHERENT

model, however, suggests that the automated coref-
erence resolution model is not accurate enough to
benefit the global coherence constraints.

5 Conclusion

We addressed the task of constructing coherent
event hierarchies based on recognition of spatiotem-
poral containment between events from their men-
tions in text. The proposed approach constructs
event hierarchies by enforcing document-level co-
herence over a set of local decisions on spatiotem-
poral containment between events. The quality
of the extracted event hierarchies is improved by
enforcing global coherence, and can be improved
even further using event coreference-based con-
straints, provided accurate coreference resolution is
available. Our next step will be to incorporate pre-
dictions from state-of-the-art temporal and spatial
relation extraction models, both as STC classifier
features and as additional optimization constraints.
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Abstract

Until now, it is still unclear which set of
features produces the best result in au-
tomatic genre classification on the web.
Therefore, in the first set of experiments,
we compared a wide range of content-
based features which are extracted from
the data appearing within the web pages.
The results show that lexical features such
as word unigrams and character n-grams
have more discriminative power in genre
classification compared to features such
as part-of-speech n-grams and text statis-
tics. In a second set of experiments,
with the aim of learning from the neigh-
bouring web pages, we investigated the
performance of a semi-supervised graph-
based model, which is a novel technique
in genre classification. The results show
that our semi-supervised min-cut algo-
rithm improves the overall genre classifi-
cation accuracy. However, it seems that
some genre classes benefit more from this
graph-based model than others.

1 Introduction

In Automatic Genre Identification (AGI), docu-
ments are classified based on their genres rather
than their topics or subjects. Genre classes such
as editorial, interview, news and blog which are
recognizable by their distinct purposes, can be on
any topic. The most important application of AGI
could be in Information Retrieval. If a user could
use the search engine to retrieve web pages from
a specific genre such as news articles, reviews
or blogs, search results could be more beneficial.
With the aim of enhancing search engines, AGI
has attracted a lot of attention (see Section 2).

In this paper, we investigate two important open
questions in AGI. The first question is: what set

of features produces the best result in genre clas-
sification on the web? The drawbacks of exist-
ing genre-annotated web corpora (low inter-coder
agreement; false correlations between topic and
genre classes) resulted in researchers’ doubt on the
outcomes of classification models based on these
corpora (Sharoff et al., 2010). Therefore, in order
to answer this question, we perform genre classi-
fication with a wide range of features on a reli-
able and source diverse genre-annotated web cor-
pus. The second question that we investigate in
this paper is: could we exploit the graph structure
of the web to increase genre classification accu-
racy? With the aim of learning from the neigh-
bouring web pages, we investigated the perfor-
mance of a semi-supervised graph-based model,
which is a novel technique in genre classification.

The remainder of this paper is structured as fol-
lows. After reviewing related work in Section 2,
we compare different supervised genre classifica-
tion models based on various lexical, POS-based
and text statistics features in Section 3. Section 4
describes our semi-supervised graph-based classi-
fication experiment, where we use the multi-class
min-cut algorithm as a novel technique in genre
classification. Section 5 concludes the findings
and discusses future work.

2 Related Work

There has been a considerable body of research
in AGI. In previous studies on automatic genre
classification of web pages, various types of fea-
tures such as common words (Stamatatos et al.,
2000), function words (Argamon et al., 1998),
word unigrams (Freund et al., 2006), character
n-grams (Kanaris and Stamatatos, 2007), part-of-
speech tags (Karlgren and Cutting, 1994) , part-
of-speech trigrams (Argamon et al., 1998; San-
tini, 2007), document statistics (e.g. average sen-
tence length, average word length and type/token
ratio) (Finn and Kushmerick, 2006; Kessler et
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al., 1997), HTML tags (e.g. (Santini, 2007))
have been explored. However, researchers con-
ducted genre classification experiments with dif-
ferent features on different corpora with differ-
ent sets of genre labels. As a result, it is dif-
ficult to compare them. This motivated Sharoff
et al. (2010) to examine a wide range of word-
based, character-based and POS-based features on
the existing genre-annotated corpora. They re-
ported that word unigrams and character 4-grams
outperform other features in genre classification.
However, they concluded that the results cannot
be trusted because of two main reasons. First,
some of these collections exhibit low inter-coder
agreement and any results based on unreliable data
could be misleading. Second, the spurious cor-
relation between topic and genre classes in some
of these corpora was one of the reasons for some
of the very impressive results reported by Sharoff
et al. (2010). These good results were achieved
by detecting topics rather than genres of individ-
ual texts. A similar point was made by Petrenz
and Webber (2010) who examined the impact of
topic change on the performance of AGI systems.
They showed that a shift in topic can have a mas-
sive impact on genre classification models which
are based on lexical features such as word uni-
grams or character n-grams. Therefore, the ques-
tion which set of features produces the best result
in automatic genre classification on the web is still
an open question. In order to investigate this ques-
tion, we perform genre classification with a wide
range of features on a reliable and topically diverse
dataset. Section 3.1 describes the dataset and the
experimental setup.

Most of the current works in the field of AGI
concentrated on extracting features from the con-
tent of the documents and classify them by em-
ploying a standard supervised algorithm. How-
ever, on the web there are other sources of
information which can be utilized to improve
genre classification of web pages. For instance,
the web has a graph structure and web pages
are connected via hyper-links. These connec-
tions could be exploited to improve genre clas-
sification. Various graph-based classification al-
gorithms have been proposed to improve topic
classification for web pages, such as the re-
laxation labelling algorithm (Chakrabarti et al.,
1998), iterative classification algorithm (Lu and
Getoor, 2003), Markov logic networks (Crane

and McDowell, 2012), random graph walk (Lin
and Cohen, 2010) and weighted-vote relational
neighbour algorithm (Macskassy and Provost,
2007). These classification algorithms which uti-
lize hyper-link connections between web pages
to construct graphs, outperformed the classifiers
which are solely based on textual content of the
web pages for topic classification. Such connected
data presents opportunities for boosting the perfor-
mance of genre classification too.

Graph-based web page classification presented
in studies such as (Crane and McDowell, 2012;
Lu and Getoor, 2003; Macskassy and Provost,
2007) on the WebKB dataset (CRAVEN, 1998)
could be considered as genre classification as op-
posed to topic classification. The WebKB dataset
contains web pages from four computer science
departments categorised into seven classes: stu-
dent, faculty, staff, department, course, project
and other. However, this dataset is very specific
to the academic domain with low coverage for
the web overall, whereas we examine graph-based
learning for automatic genre classification of web
pages on a much more general dataset with pop-
ular genre classes such as news, blog and edito-
rial. Moreover, the graph-based algorithms used
on the WebKB dataset are all supervised and were
performed on a very clean and noise free dataset
which was achieved by removing the class other.
Class other contains all the web pages which do
not belong to any other predefined classes. How-
ever, our experiment is in a semi-supervised man-
ner which is a much more realistic scenario on the
web, because it is highly unlikely that for each
web page, we have genre labels for all its neigh-
bouring web pages as well. Therefore, we per-
form our experiment on a very noisy dataset where
neighbouring web pages could belong to none of
our predefined genre classes. Section 4 describes
our semi-supervised graph-based classification ex-
periment, where we use a multi-class min-cut al-
gorithm as a novel technique in genre classifica-
tion.

3 Content-based Classification

3.1 Dataset and Experimental Setup

Petrenz and Webber (2010) and Sharoff et
al. (2010) emphasize that the impact of topic on
genre classification should be eliminated or con-
trolled. In order to avoid the influence of topic on
genre classification, some researchers (e.g. (Sta-
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Number of # of pages from
Genre the same website Fleiss’s κ

web pages websites max min med

Personal Homepage (php) 304 288 9 1 1 0.858
Company/ Business Homepage (com) 264 264 1 1 1 0.713
Educational Organization Homepage (edu) 299 299 1 1 1 0.953
Personal Blog /Diary (blog) 244 215 9 1 1 0.812
Online Shop (shop) 292 209 23 1 1 0.830
Instruction/ How to (instruction) 231 142 15 1 1 0.871
Recipe 332 116 8 1 1 0.971
News 330 127 12 1 1 0.801
Editorial 310 69 11 1 3 0.877
Conversational Forum (forum) 280 106 11 1 1 0.951
Biography (bio) 242 190 15 1 1 0.905
Frequently Asked Questions (faq) 201 140 8 1 1 0.915
Review 266 179 15 1 1 0.880
Story 184 24 38 1 7 0.953
Interview 185 154 11 1 1 0.905

Table 1: Statistics for each category illustrate source diversity and reliability of the corpus (Asheghi et
al., 2014). To save space, in this paper we use the abbreviation of genre labels which are specified after
the genre names.

matatos et al., 2000) and (Argamon et al., 1998))
use only topic independent features such as com-
mon words or function words in genre classifica-
tion. However, neither of these features are exclu-
sive to genre classification. Function words and
common words are used in authorship classifica-
tion (e.g. (Argamon et al., 2007)) because they can
capture the style of the authors without being in-
fluenced by the topics of the texts. On the other
hand, word unigrams are a popular document rep-
resentation in topic classification. If we want these
models to capture the genre of documents without
being influenced by their topics or the style of their
authors, we must eliminate the influence of these
factors on genre classification by keeping them
constant across the genre classes in the training
data. That means all the documents in the train-
ing set should be about the same topic and written
by the same person. However, constructing such a
dataset is practically impossible for genre classes
on the web. The other more practical solution to
this problem would be to collect data from various
topics and sources in order to minimize the im-
pact of these factors on genre classification. For
that reason, we (Asheghi et al., 2014) created a
web genre annotated corpus which is reliable (with
Fleiss’s kappa (Fleiss, 1971) equal to 0.874) and
source diverse. We tried to reduce the influence
of topic, the writing style of the authors as well as
the design of the websites on genre classification
by collecting data from various sources and top-
ics. The corpus consists of 3964 web pages from
2522 different websites, distributed across 15 gen-
res (Table 1).

Moreover, we prepared two versions of the

corpus: the original text and the main text cor-
pora. First, we converted web pages to plain
text by removing HTML markup using the Krd-
Wrd tool (Steger and Stemle, 2009). This re-
sulted in the original text corpus which contains
individual web pages with all the textual elements
present on them. Moreover, in order to investigate
the influence of boilerplate parts (e.g. advertise-
ments, headers, footers, template materials, navi-
gation menus and lists of links) of the web pages
on genre classification, we removed the boilerplate
parts and extracted the main text of each web page
using the justext tool 1. This resulted in the cre-
ation of the main text corpus. This is the first time
that the performance of genre classification mod-
els is compared on both the original and the main
text of the web pages.

Since the outputs of the justext tool for 518 of
the web pages were empty files, the main text cor-
pus has fewer pages. However, the main text cor-
pus still has a balanced distribution with a rela-
tively large number of web pages per category. Ta-
ble 2 compares the number of web pages in the two
versions of the corpus. For all the experiments we
use this corpus via 10-fold cross-validation on the
web pages. Also, in order to minimize the effect
of factors such as topic, the writing style of the au-
thors and the design of the websites even further,
we ensured that all the web pages from the same
website are in the same fold. Many, if not all of the
previous studies in automatic genre classification
on the web ignored this essential step when divid-
ing the data into folds. For machine learning, we

1http://code.google.com/p/justext/
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Number of web pages in corpora
Genre Original text Main text
php 304 221
com 264 190
edu 299 191
blog 244 242
shop 292 221
instruction 231 229
recipe 332 243
news 330 320
editorial 310 307
forum 280 251
bio 242 242
faq 201 160
review 266 262
story 184 184
interview 185 183

Table 2: Number of web pages in individual genre
classes in both original text and main text corpora.

chose Support Vector Machines (SVM) because
it has been shown by other researchers in AGI
(e.g. (Santini, 2007)) that SVM produces better or
at least similar results compared to other machine
learning algorithms. We used the one-versus-one
multi-class SVM implemented in Weka 2 with the
default setting. All the experiments are carried out
on both the original text and the main text corpora.

3.2 Features

In order to compare the performance of differ-
ent lexical and structural features used in previous
work, we reimplemented the following published
approaches to AGI: function words (Argamon et
al., 1998), part-of-speech n-grams (Santini, 2007),
word unigrams (Freund et al., 2006) and charac-
ter 4-grams binary representation (Sharoff et al.,
2010). We also explored the discriminative power
of other features such as readability features (Pitler
and Nenkova, 2008), HTML tags 3 and named en-
tity tags in genre classification (Table 3). This is
the first time that some of these features such as
average depth of syntax trees and entity coherence
features (Barzilay and Lapata, 2008) are used for
genre classification. To set a base-line, we used
a list of genre names (e.g. news, editorial, in-
terview, review) as features. We used two differ-
ent feature representations: binary and normalized
frequency. In the binary representation of a doc-
ument, the value for each feature is either one or
zero which represents the presence or the absence
of each feature respectively. In the normalized fre-

2http://www.cs.waikato.ac.nz/ml/weka/
3http://www.w3schools.com/tags/ref byfunc.asp

quency representation of a document, the value for
each feature is the frequency of that feature which
is normalized by the length of the document.

For extracting lexical features, we tokenized
each document using the Stanford tokenizer (in-
cluded as part of the Stanford part of speech tag-
ger (Toutanova et al., 2003)) and converted all the
tokens to lower case. For extracting POS tags
and named entity tags, we used the Stanford max-
imum entropy tagger 4 and the Stanford Named
Entity Recognizer 5 respectively. For extracting
some of the readability features such as average
parse tree height and average number of noun and
verb phrases per sentences, we used the Stanford
Parser (Klein and Manning, 2003). However, web
pages must be cleaned before they can be fed to
a parser, because parsers cannot handle tables and
list of links. Therefore, we only used the main
text of each web page as an input to the parser.
For web pages for which the justext tool produced
empty files, we treated these features as missing
values. Moreover, we used the Brown Coherence
Toolkit 6 to construct the entity grid for each web
page and computed the probability of each entity
transition type. This tool needs the parsed version
of the text as an input. Therefore, for web pages
for which the justext tool produced empty files, we
also treated these features as missing values.

3.3 Results and Discussion
Table 4 shows the result of the different feature
sets listed in the previous section on both the orig-
inal text and the main text corpora. At first glance,
we see that the results of genre classification on
the original text corpus are higher than the main
text corpus. This shows that boiler plates contain
valuable information which helps genre classifica-
tion.

Moreover, the results show that binary repre-
sentation of word unigrams is the best performing
feature set when we use the whole text of the web
pages. However, on the main text corpus, charac-
ter 4-grams outperform other features. This con-
firms the results reported in (Sharoff et al., 2010).
The results also highlight that the performance of
POS-based features are much less accurate than
that of textual features such as word unigrams and
character n-grams. The results also show that the
combination of word unigrams, text statistics and

4http://nlp.stanford.edu/software/tagger.shtml
5http://nlp.stanford.edu/software/CRF-NER.shtml
6http://www.cs.brown.edu/ melsner/manual.html
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Category Features
Token features number of tokens and number of types

normalized frequency of punctuation marks and currency characters
Named entity tags normalized frequency of tags: time, location, organization, person, money, date

average parse tree height
average sentence length and word length

Readability features standard deviation of sentence length and of word length
average number of syllables per word
type/token ratio
average number of noun phrases and verb phrases per sentence
entity coherence features (Barzilay and Lapata, 2008)

HTML tags normalized frequency of tags for: sections / style, formatting, programming,
visual features such as forms, images, lists and tables

Table 3: List of text statistics features explored in this paper

part of speech features resulted in improving genre
classification accuracy (compared to the accuracy
achieved by word unigrams alone), for both origi-
nal and main text corpora. However, while the im-
provement for the main text corpus is statistically
significant 7, there is no significant difference be-
tween these two models for the original corpus.
Surprisingly, adding part of speech 3-grams to the
word unigrams features decreased the genre clas-
sification accuracy in both original and main text
corpora. The reason could be that the model is
over-fitted on the training data and as a result, it
performs poorly on the test data. Therefore, com-
bining various features will not always improve
the performance of the classification task. More-
over, for extracting POS-based features and some
of the text statistics features we rely on tools such
as part-of-speech taggers and parsers whose per-
formance varies for different genres. Even the best
part-of-speech taggers and parsers are error prone
and cannot be trusted on new unseen genres.

4 Graph-based Classification

Until now we extracted features only from the con-
tent of the web pages. However, other sources
of information such as the connections and the
link patterns between the web pages could be ex-
ploited to improve genre classification. The under-
lying assumption of this approach is that a page is
more likely to be connected to pages with the same
genre category. For example, if the neighbouring
web pages of a particular web page are labelled
as shop, it is more likely that this web page is a
shop too, whereas, it is highly unlikely that it is a
news or editorial. This property (i.e. entities with
similar labels are more likely to be connected) is
known as homophily (Sen et al., 2008). We hy-

7McNemar test at the significance level of 5%

pothesis that homophily exists for genre classes
and it can help us to improve genre classifica-
tion on the web. In this paper, we use a semi-
supervised graph-based algorithm namely, multi-
class min-cut, which is a novel approach in genre
classification. This algorithm, which is a collec-
tive classification method, considers the class la-
bels of all the web pages within a graph.

4.1 Multi-class Min-cut: The Main Idea

The Min-cut classification algorithm originally
proposed by Blum and Chawla (2001) is based
on the idea that linked entities have a tendency
to belong to the same class. In other words, it
is based on the homophily assumption. There-
fore, it should be able to improve genre classifica-
tion on the web if our hypothesis holds. However,
this technique is a binary classification algorithm,
whereas, we have a multi-class problem. Unfor-
tunately, multi-class min-cut is NP-hard and there
is no exact solution for it. Nevertheless, Ganchev
and Pereira (2007) proposed a multi-class exten-
sion to Blum and Chawla (2001)’s min-cut algo-
rithm by encoding a multi-class min-cut problem
as an instance of metric labelling. Kleinberg and
Tardos (1999; 2002) introduced metric labelling
for the first time. The main idea of metric labelling
for web page classification can be described as fol-
lows:

Assume we have a weighted and undirected
graph G = (V,E) where each vertex v ∈ V is a
web page and the edges represent the hyper-links
between the web pages. The task is to classify
these web pages into a set of labels L. This task can
be denoted as a function f : V → L. In order to
do this labelling task in an optimal way, we need to
minimize two different types of costs. First, there
is a non-negative cost c(v, l) for assigning label l
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Feature set Original text Main text
genre names bin 57.39 29.02
genre name nf 38.29 14.16
function words bin 65.71 55.57
function words nf 74.95 66.86
word unigrams bin 89.32 76.61
word unigrams nf 85.21 74.91
character 4-grams bin 87.96 78.88
POS-3grams bin 73.18 61.23
POS-3grams nf 70.28 57.83
POS-2grams bin 64.10 54.91
POS-2grams nf 68.94 60.76
POS nf 60.14 54.64
text statistics 55.47 59.17
word unigrams bin + text statistics 89.48 78.09
word uni-grams bin + text statistics + POS nf 89.63 78.24
word uni-grams bin + POS 3-grams bin 88.14 75.59

Table 4: Classification accuracy of different features in genre classification. bin and nf refer to the use of
binary and normalized frequency representation of the features respectively.

to web page v. Second, if two web pages v1 and v2

are connected together with an edge e with weight
we, we need to pay a cost of we · d(f(v1), f(v2))
where d(., .) denotes distance between the two la-
bels. A big distance value between labels indicates
less similarity between them. Therefore, the total
cost of labelling task f is:

(1)

E(f) =
∑
v∈V

c(v, f(v)) +∑
e=(v1,v2)∈E

we · d(f(v1), f(v2))

Kleinberg and Tardos (1999; 2002) developed
an algorithm for minimizing E(f). However,
their algorithm uses linear programming which is
impractical for large data (Boykov et al., 2001).
In a separate study for metric labelling problems,
Boykov et al. (2001) have developed a multi-way
min-cut algorithm to minimize E(f). This algo-
rithm is very fast and can be applied to large-scale
problems with good performance (Boykov et al.,
2001).

4.2 Selection of unlabelled data

A web page w has different kind of neighbours on
the web such as parents, children, siblings, grand
parents and grand children which are mainly dif-
ferentiated based on the distance to the target web
page as well as the direction of the links (Qi and
Davison, 2009). Since the identification of chil-
dren of a web page (i.e. web pages which have

Cosine # of unlabelled Average # of
similarity web pages neighbours
≥ 0 103,372 40.65
≥ 0.1 98,824 39.08
≥ 0.2 87,834 34.23
≥ 0.3 70,602 26.46
≥ 0.4 50,232 17.52
≥ 0.5 28,437 8.62
≥ 0.6 13,919 3.77
≥ 0.7 7,241 1.86
≥ 0.8 3,772 0.98
≥ 0.9 1,732 0.44

Table 5: Number of unlabelled web pages with
different cosine similarity thresholds. The last col-
umn shows the average number of neighbours per
labelled page.

direct links from the target web page) is a straight-
forward task as their URLs can be extracted from
the HTML version of the target web page, in this
study, we explore the effect of the target web
pages’ children on genre classification. Therefore,
in this experiment, by neighbouring web pages we
mean the web pages’ children. In order to collect
the neighbouring web pages, for every web page in
the data set, we extracted all its out-going URLs
and downloaded them as unlabelled data. How-
ever, using all these neighbouring pages could
hurt the genre classification accuracy because web
pages are noisy (e.g. links to advertisements) and
some neighbours could have different genres than
the target page. In order to control the negative im-
pact of such neighbours, we could preselect a sub-
set of neighbours whose content are close enough
to the target page. To implement this idea, we
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computed the cosine similarity between the web
page w and its neighbouring web pages and used
different threshold to select the neighbours. If u is
a neighbour of w and −→u and −→w are the represen-
tative feature vectors of these two web pages re-
spectively, we could compute the cosine similarity
between these two web pages using the following
formula:

cos(−→w ,−→u ) =
−→w · −→u

‖ −→w ‖‖ −→u ‖
=

∑n
i=1 wi × ui√∑n

i=1(wi)2 ×
√∑n

i=1(ui)2

(2)

where n is the number of the dimensions of the
vectors and wi is the value of the ith dimension
of the vector −→w . Since the word unigrams bi-
nary representation model yields the best result for
content-based genre classification, we used this
representation of web pages to construct their fea-
ture vectors. Table 5 shows the number of unla-
belled data and the average number of neighbours
per labelled web page for different cosine similar-
ity thresholds.

4.3 Formulation of Semi-supervised
Multi-class Min-cuts

The formulation of semi-supervised multi-class
min-cut for genre classification involves the fol-
lowing steps:

1. We built the weighted and undirected graph
G = (V,E) where vertices are the web pages
(labelled and unlabelled) and the edges rep-
resent the hyper-links between the web pages
and set the weights to 1.

2. For training nodes, set the cost of the correct
label to zero and all other labels to a large
constant.

3. For test nodes and unlabelled nodes, we set
the cost of each label using a supervised clas-
sifier (SVM) using the following formula:

c(w, l) = 1− pl(w) (3)

where c(w, l) is the cost of label l for web
page w and pl(w) is the probability of w be-
longing to the label l which is computed by a
supervised SVM using word unigrams binary
representation of the web pages.

4. Set d(i, j), which denotes the distance be-
tween two labels i and j, to 1 if i 6= j and
zero otherwise.

5. Employ Boykov et al. (2001) algorithm to
find the minimum total cost using multiway
min-cut algorithm.

4.4 Results and Discussion

We divided the labelled data into 10 folds again
ensuring that all the web pages from the same
websites are in the same fold. We used 8 folds
for training, one fold for validation and one fold
for testing. We learnt the best cosine similar-
ity threshold using validation data and then eval-
uated it on the test data. Tables 6 and 7 illus-
trate the results of the multi-class min-cut algo-
rithm and the content-based algorithm (both using
word unigrams as features) respectively. The re-
sults show that the multi-class min-cut algorithm
significantly outperforms 8 the content-based clas-
sifier for the cosine similarity equal or greater than
0.8 which was chosen on the validation data. It
must be noted that the result of the multi-class
min-cut algorithm when we used all the neigh-
bouring pages was much lower than the content-
based algorithm due to noise. The results also
shows that some genre classes such as news, edito-
rial, blog, interview and instruction benefited more
than other genre classes from the neighbouring
web pages. Genre categories with improved re-
sults are shown in bold in Table 6. The homophily
property of these genre categories was the reason
behind this improvement. For example, the fact
that a news article is more likely to be linked to
other news articles, whereas, an editorial is more
likely to be linked to other editorials, helped us to
differentiate these two categories further. On the
other hand, we observe no improvement or even
decrease in F-measure for some genre categories
such as frequently asked questions, forums and
company home pages. Two reasons could have
contributed to these results. First, the homophily
property might not exist for these categories. Sec-
ond, the homophily property holds for these cate-
gories, however, in order to benefit from this prop-
erty, we need to examine other neighbours of the
target web pages such as parents, siblings, grand
parents, grand children or even more distant neigh-

8McNemar test at the significance level of 5%
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class Recall Precision F1-measure
php 0.928 0.850 0.887
forum 0.925 0.977 0.951
review 0.895 0.832 0.862
news 0.897 0.798 0.845
com 0.897 0.891 0.894
shop 0.860 0.965 0.910
instruction 0.870 0.914 0.892
recipe 0.994 0.991 0.993
blog 0.889 0.879 0.884
bio 0.905 0.948 0.926
editorial 0.800 0.932 0.861
faq 0.902 0.841 0.870
edu 0.957 0.963 0.960
story 0.902 0.943 0.922
interview 0.870 0.809 0.839

overall accuracy = 90.11%

Table 6: Recall, Precision and F-measure for multi-
class min-cut genre classification.

class Recall Precision F1-measure
php 0.938 0.798 0.862
forum 0.943 0.974 0.958
review 0.872 0.859 0.866
news 0.894 0.782 0.835
com 0.920 0.874 0.897
shop 0.849 0.950 0.897
instruction 0.866 0.889 0.877
recipe 0.988 0.988 0.988
blog 0.865 0.841 0.853
bio 0.884 0.926 0.905
editorial 0.765 0.926 0.837
faq 0.866 0.879 0.872
edu 0.950 0.969 0.959
story 0.864 0.941 0.901
interview 0.827 0.785 0.805

overall accuracy = 88.98% 9

Table 7: Recall, Precision and F-measure for content-based
genre classification using word unigrams feature set

bours.

5 Conclusions and Future work

In the first set of experiments, we compared
a diverse range of content-based features in
genre classification using a reliable and source
diverse genre-annotated corpus. The evaluation
shows that lexical features outperformed all
other features. Source diversity of the corpus
minimized the influence of topic, authorship and
web page design on genre classification. In the
second experiment, we significantly improved the
genre classification result using a semi-supervised
min-cut algorithm by employing the children of
the target web pages as unlabelled data. The
results of this method which takes advantage of
the graph structure of the web shows that some
genre classes benefit more than others from the
neighbouring web pages. The homophily property
of genre categories such as news, blogs and edi-
torial was the reason behind the improvement of
genre classification in this experiment. In future
work, we would like to examine the effect of other
types of neighbours on genre classification of
web pages and experiment with other graph-based
algorithms.
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Abstract

This paper examines the structure of lin-
guistic predications in English text. Iden-
tified by the copular “is-a” form, predi-
cations assert category membership (hy-
pernymy) or equivalence (synonymy) be-
tween two words. Because predication
expresses ontological structure, we hy-
pothesize that networks of predications
will form modular groups. To measure
this, we introduce a semantically mo-
tivated measure of predication strength
to weight relevant predications observed
in text. Results show that predications
do indeed form modular structures with-
out any weighting (Q ≈ 0.6) and that
using predication strength increases this
modularity (Q ≈ 0.9) without discard-
ing low-frequency items. This high
level of modularity supports the network-
based analysis and the use of predication
strength as a way to extract dense semantic
clusters. Additionally, words’ centrality
within communities exhibits slight corre-
lation with hypernym depths in WordNet,
underscoring the ontological organization
of predication.

1 Introduction & Background

Statistical patterns in language use are evident at
many levels and have proved useful in an increas-
ingly wide range of computational and cognitive
applications. Statistical regularities offer a way
to quantify and model how people create, encode
and use knowledge about the world. Statements
specifically about “what things are” (ie. onto-
logical statements) offer uniquely transparent evi-
dence about peoples’ knowledge of the world. Our
research adopts a corpus-based approach in which
networks of predications are analyzed to assess the
underlying structure of ontological assertions.

Word-word predications, observed as the copu-
lar is-a form in English, are important because,
unlike most grammatical constructions that have
few semantic constraints, predications tend to im-
ply category membership or equivalence. Take (i)
and (ii) for example:

(i) Safety is always a primary concern.
(ii) This organization is an institution
where [...].

(i) is a category assertion (safety as a type of con-
cern) and (ii) is an equivalence assertion (organi-
zation is an institution). Most predications can be
interpreted as category memberships like (i); ex-
plicit articulation of equivalence is actually quite
rare in language (Cimiano, 2006; Cimiano and
Völker, 2005). Although some categorical pred-
ications are metaphorical, many of these are inter-
preted using category matching or analogical map-
ping processes (Glucksberg et al., 1997; Bowdle
and Gentner, 2005). In both semantic interpreta-
tions, predications naturally form a directed net-
work of words. Consisting primarily of category
assertions, the structure of this network should ex-
hibit a degree of natural clustering owing natural
categories of the those things it represents.

Network representations of language have been
used to describe a wide range of structures in lan-
guage, including word-word and word-document
co-occurrences, term collocations, dependency
structure and named entity relations. Networks of
grammatical relations have been found to differ-
entiate word-classes (Ferrer i Cancho et al., 2004)
and semantic networks can be used to model vo-
cabulary growth (Steyvers and Tenenbaum, 2005).
Co-occurrence networks, which are perhaps the
most widely studied natural language network, are
the foundation of many vector-space models (Lan-
dauer and Dumais, 1997; Turney et al., 2010)
and can be used to mine synonyms (Cohen et
al., 2005), disambiguate word senses (Agirre et
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al., 2014; Biemann, 2006) and even help mark
the quality of essays (Foltz et al., 1999). Spec-
tral methods applied to linguistic networks have
been used to differentiate languages (Ferrer i Can-
cho et al., 2004), word-classes (Sun and Korho-
nen, 2009) and genres of text (Ferrer i Cancho et
al., 2007). Using spectral methods, research has
also found that syntactic and semantic distribu-
tional similarity networks have considerably dif-
ferent structure (Biemann et al., 2009). The use
of lexical graphs (networks of words) in particu-
lar, pre-dates modern NLP (Rapoport et al., 1966),
though the approach continues to influence a va-
riety of NLP and information retrieval tasks like
summarization and retrieval (Erkan and Radev,
2004; Véronis, 2004). Network-based methods
have even used community detection, similar to
the algorithm described in this paper, to extract
specialist terms from sets of multi-theme docu-
ments (Grineva et al., 2009) as well as unstruc-
tured texts (Gerow, 2014).

Because predications naturally form directed
chains of ontological assertions, we hypothesize
that their underlying structure is systematic and
modular, given its representation of naturally or-
ganized things in the world. Our method employs
community detection on networks of noun-noun
predications as a way to assess the overall struc-
ture of predication, but it could be extended to
hypernym and category extraction tasks (Hearst,
1992; Caraballo, 1999). Specifically, we test for
community structure in predications and explore
whether this structure becomes more highly re-
solved when using a semantic measure of predica-
tion strength introduced in the following section.
We also predict that central nodes (i.e. words)
in individual modules will correlate to categori-
cal super-ordinance or hypernymy. Thus, we first
seek to assess the overall community structure
of predication, testing whether or not it is more
resolved using a novel measure of predication
strength. Second, within communities of predi-
cations, we compare the words’ closeness central-
ity to their positions in WordNet’s hypernym tree
(Miller, 1995).

2 Method

Unlike co-occurrence networks, where words are
related simply by proximity, predication networks
are built using extracted grammatical relation-
ships. The implied relationship in a co-occurrence

network provides a natural way to weight edges,
but predications have no analogue to a proximity-
based weighting scheme. One option would be to
weight edges by the number of times given pred-
ications were observed. While this is perhaps the
most obvious way to account for important predi-
cations, it risks exaggerating high-frequency items
that are common for reasons other than importance
(perhaps they are idioms, collocates or found in
abnormally strong colligational structures). Fre-
quency weighting would also be susceptible to
noise from the many low-frequency items. To ad-
dress these concerns, we introduce a semantically
informed measure of predication relevance.

Wilks’ (1975; 1978) theory of preference se-
mantics proposes that subject- and object-verb re-
lationships evince “selectional preference”, which
can be thought of as the disposition verbs have
to select certain arguments – particular classes of
subjects or objects. To operationalize selectional
preference, Resnik (1997) introduced selectional
preference strength to measure the disposition or
“preference” of a verb, v:

SR(v) =
∑
c∈C

P (c|v) log
P (c|v)
P (c)

(1)

where C is a set of semantic classes from which
v can select and R is the grammatical relation in
question. Note that SR(v) is effectively the sum
K-L divergence between the probabilities of v and
c for all classes. In a corpus-based setting, the
probability of any word can be estimated by its
relative frequency: P (x) = f(x)∑

i
f(xi)

. Resnik goes

on to define a measure of selectional association
between a verb and a specific class, c:

AR(v, c) =
1

SR(v)
P (c|v) log

P (c|v)
P (c)

(2)

In the typical form of selectional preference induc-
tion – the task of estimating likelihoods over all
classes – Eq. 2 is used to measure a verb’s pref-
erence for classes of nominal subjects or objects
like vehicles, insects, birds, etc. (Resnik, 1997;
Shutova et al., 2013).

To test our assumptions regarding the modu-
lar structure of predications in English, a mea-
sure like selectional association should account
for predicates’ diversity (or uniformity) of attach-
ment. That is, the preference a predicate has to
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operate on a wide or narrow range of words. To ac-
count for this, we add a term, U(p), to account for
the relative number of unique words a predicate p
has been observed to predicate. Note that this is
not the total number of predications involving p,
which would produce problematically high values
were p to collocate strongly with the words it pred-
icates. Instead, U(p) addresses and normalizes for
the diversity with which p is applied. Additionally,
instead of using a pre-set collection of semantic
classes on which predication is assumed to oper-
ate, each predicate is treated as its own class. For
a predication consisting of word w predicated by
p, predication strength is defined as follows:

PS(w, p) =
1

SR(p)
log

P (w|p)
U(p)P (w)

(3)

PS thus combines three important properties of
predications: the relative frequency of a given
predication P (w|p), the relative frequency of a
word P (w) and the diversity of a word’s poten-
tial predications U(p). Defined like this, U(p)
helps diminish the contribution of predicates that
are widely applicable, under the assumption that
being widely used, they are in-fact somewhat less
significant. Using this measure to weight edges
in a predication network should help diminish
the contribution of exceptionally frequent predica-
tions as well as that from low-frequency predica-
tions without excluding them.

An example predication network is shown in
Figure 1. In these networks, a network is con-
structed over a set of documents where nodes are
the words in a predication, the direction follow-
ing the is-a link. Thus, example (i) would re-
sult in a link from safety to concern with weight
1. Were another predication involving concern to
be observed, another edge would be added from
that node. Note that circularities are allowed even
though this example is acyclic. To assess predi-
cation strength as a relevance function, we com-
pare the community structure of weighted and
unweighted networks. The example in Figure 1
shows a sample network (top) and the communi-
ties extracted from the unweighted and weighted
versions of the same network (middle and bottom).
Note the changes in community assignments from
the unweighted version to the weighted. In par-
ticular, observe the new clusters in the weighted
network around money, factor and murder. If our

Figure 1: Predication network from the enTen-
Ten corpus (pruned by frequency ≥ 170): the ini-
tial network (top), communities assigned by the
Infomap algorithm for the unweighted network
(middle) and for the network weighted by predi-
cation strength (bottom).
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intuitions about the systematic nature of linguis-
tic predication is correct, there should be at least
a moderate degree of community structure in the
unweighted networks, and if predication displays
semantic preference similar to selectional associa-
tion, this community structure should be stronger
for networks weighted by predication strength.

The school librarian may be the person that controls [...]
You may find Rachel is the one person who may [...]
Neither the state nor its government is a person.
An arbitrator is a person who is appointed [...]
On the other hand, an expert is a person to fix [...]
After all, the vendor is the person best able to [...]
An expert need not be an individual person.
The innocent party is a natural person.
If the indemnifier is a natural person, [...]
consumers who are natural persons under the Directive.

Table 1: Sample predications involving forms of
the word person as the target in the BNC. In each
case an edge would connect the predicate (in ital-
ics) to person (in bold).

3 Results

To explore the structure of predication networks,
we analyzed two corpora using the method de-
scribed above: the British National Corpus (BNC)
(Leech et al., 2001) and the enTenTen web corpus.
Predications were extracted templates over a POS-
tagged version of each corpus using the Sketch En-
gine1 tool (Kilgarriff et al., 2004). The BNC con-
tained about 112 million tokens and the enTenTen
collection has 3.2 billion tokens. For each collec-
tion, the top 1,000 most frequent nouns provided
a seed set from which to extract all predicate
and predicate of relations2 (see examples in
Table 1). For the BNC, this resulted in 40,721
predications (14,319 unique) and 260,555 (20,651
unique) for the enTenTen collection. Predication
strength scores were computed for every pred-
ication using within-corpus relative frequencies.
These scores were used to weight edges in one
version of the predication network, whereas the
edge-weights of the “unweighted” version were
uniformly set to 1.0. No node-weighting was ap-
plied in either case.

1http://www.sketchengine.co.uk/
2"NN.?.?" [tag="WP"|tag="PNQ"|tag="CJT"]

?[tag="RB.?"|tag="RB"|tag="VM"]0,5
[lemma="be" & tag="V.*"] "RB.?"0,2
[tag="DT.?"|tag="PP$"]0,1 "CD"0,2
[tag="JJ.?"|tag="RB.?"|word=","]0,3
"NN.?.?"0,2 2:"NN.?.?" [tag!="NN.?.?"]

Two methods were used to extract communities
from the predication networks: the Infomap and
walktrap algorithms. By using two methods, we
attain some assurance that our findings are not ar-
tifacts of the assumptions underlying either algo-
rithm. The Infomap algorithm is an information-
theoretic method that exploits the analogue be-
tween optimizing a compression dictionary and
simplifying a graph by describing “flow” through
nodes (Rosvall and Bergstrom, 2008). Infomap as-
sumes edges in a network induce such flow and
by deriving a minimum description of this flow,
the algorithm can find multi-level communities
in large networks (Rosvall and Bergstrom, 2011).
The second method, walktrap, operationalizes the
intuition that a large set of short random walks on
a network will leave walkers on some groups of
nodes more often than others (Pons and Latapy,
2005). By setting the walk distance to a small
value, relative to a network’s density, walkers will
tend toward communities if the walker sample is
sufficient. These algorithms are both known to
work well with large, directed networks and nei-
ther imposed intractable computational burdens at
our scale (Fortunato, 2010; Lancichinetti and For-
tunato, 2009). Because both algorithms require a
connected network, our analysis is restricted to the
largest connected component (LCC) for all net-
works, though we have no reason to believe results
would differ significantly for other components.

Community assignments can be assessed by
measuring how self-contained or “modular” the
resulting communities are. Modularity was intro-
duced as a way to choose the level of an optimal
cut for hierarchical partitioning algorithms, analo-
gous to the level in the dendrogram that yields the
best communities (Newman and Girvan, 2004).
For a network with adjacency matrix A and com-
munity assignments c, modularity is defined as:

Q =
1

2m

∑
ij

Aij − kikj

2m
δ(ci, cj) (4)

where m is the number of edges and ki is the
degree of node i. δ(ci, cj) is 1 when the com-
munity assignment of node i is the same as that
for node j. Modularity measures how likely it is
that nodes in a community are connected to one
another as opposed to nodes in other communi-
ties. Modularity is defined from -1.0 to 1.0 and
graphs where Q > 0.6 are conventionally said to
have relatively strong community structure (New-

51



man, 2010). Here, we use modularity instead of
a measure of semantic similarity or semantic co-
herence because predication is seldom an asser-
tion of equivalence or similarity. This means that
although words in predication communities may
be related in an ontological sense, such an assess-
ment would not expose the level of independence
between the communities.

Weighted and unweighted networks from both
corpora were submitted to each community detec-
tion algorithm, the results of which were assessed
using modularity. We also carried out this anal-
ysis on frequency-weighted networks, the results
of which were similar to the unweighted config-
uration, but are not reported for sake of brevity.
Figure 2 shows the modularity for each config-
uration with varying minimum predication fre-
quency (the number of times a predication had
to occur to be included). Varying the minimum
frequency thresholds helps simulate the effect of
corpus-size on the algorithm. In the BNC, un-
weighted networks with no minimum edge fre-
quency show slight modularity (Q = 0.30),
whereas in weighted networks it is quite strong
(Q = 0.89). The enTenTen corpus exhibits a
gap between the unweighted (Q = 0.61) and
weighted networks (Q = 0.88) at low edge thresh-
olds. This shows that predication strength is help-
ful in weighting relevant items without exclud-
ing low-frequency observations. The lower mod-
ularity scores (Q; Eq. 4) in the unweighted net-
works may be due to more novel, loose or figura-
tive associations found in low-frequency predica-
tions that inappropriately connect unrelated com-
munities. Interestingly, scores for unweighted and
weighted networks converge up to a point as the
minimum frequency increases (reducing the size
of the network). This pruning is helpful for the
unweighted networks, but has little effect on the
weighted versions. In all cases, sparsity takes a
toll as the LCC becomes quite small. The reason
for the eventual decline as the LCC shrinks below
70 nodes is because communities are less likely to
form at all in small networks.

In addition to the highly modular structure, the
communities of predications themselves are likely
to represent some semantic organization. Specifi-
cally, we looked for a categorical structure within
the communities by comparing words to the hy-
pernym tree in WordNet (Miller, 1995). Intu-
itively, one would expect words that are central in

Figure 2: Modularity of predication networks in
the BNC (top) and enTenTen (bottom). Note, as
the minimum frequency increases (bottom axis)
and the LCC contains fewer and fewer nodes (top
axis), the community detection algorithms may
not produce a solution with more than one com-
munity, resulting in undefined modularity.

a community to be members of higher-level cate-
gories. In figure 1, for example, summer, hour and
holiday all point to time, one could infer that time
is a shared hypernym. We use closeness centrality,
a graph-theoretic measure of node’s average prox-
imity to other nodes, as a within-community mea-
sure of super-ordinance (i.e. hypernymy). Though
there a number of network centrality measures,
closeness centrality is a robust measure, though it
tends not to scale well to larger networks because
it requires computing the distance between every
pair of nodes (Friedl et al., 2010).
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The centrality scores in the communities were
compared to WordNet using the first sense-entry
for each node (which is typically the most com-
mon) and words not found in the tree were dis-
carded. For the unweighted networks across both
corpora, we found a mean Spearman correlation of
r=0.35 (p < 0.01; using Fisher’s transformation)
for the Infomap algorithm and r=0.38 (p < 0.01)
for walktrap. In the weighted versions, Infomap
produced r=0.41 (p < 0.01) and walktrap pro-
duced r=0.44 (p < 0.01). This confirms that
predication communities tend to specify categor-
ical knowledge is moderately similar to WordNet.
Note these correlation values are comparable be-
tween the weighted and unweighted networks, im-
plying that relevance, as selectional association, is
not an important marker of the communities’ hy-
pernymic composition.

4 Discussion

The analysis in this paper is an attempt to iden-
tify whether or not ontological knowledge ex-
pressed in text consists of meaningful clusters.
With the network representation and our measure
of predication strength, results indicate that pred-
ication forms strong community structures. Over-
all, results point to the highly modular nature of
predication, previously unreported in language.
This confirms our prediction that predication com-
prises systematic clusters of related things and the
higher modularity observed in networks weighted
by predication strength implies that predication
exhibits a form of selectional preference. Predi-
cation’s strong community structure is important
because it supports the use of linguistic patterns
in establishing ontological representations, which
naturally form higher-level groups.

Technically, our measure of predication
strength, which is built on prior assessments of
selectional preference, identifies the modular
semantic structure of predication even when
low frequency predications are included. This
may be because low-frequency predications are
more likely to inscribe novel, loose or figurative
associations that reach between semantic clusters
to inappropriately decrease the overall modularity
if not down-weighted. As a result, more sys-
tematic comparison of weighted and unweighted
networks, and the relative location of predica-
tion within these structures, will reveal where
semantic innovation and figurative assertions are

most likely to occur. The predication networks
analyzed rely on a relatively tight definition of
predication, one that, in other languages, may not
be accessible by the copular form. Additionally,
the two literal interpretations of linguistic predica-
tions, equivalence or category membership, may
also not be common in all languages. To the extent
that parsers or taggers are available, a comparative
analysis would broaden the understanding of
predication in general.

Given their high modularity, predication struc-
tures could be exploited further for a number of
NLP tasks. The correlations between centrality
and hypernym depth mean that predication net-
works could help construct or update categorical
taxonomies. For example, these networks could
help automate the construction of a hypernym tax-
onomy with weighted branches, potentially aug-
menting resources like WordNet (Ruiz-Casado et
al., 2005; Miller, 1995). One could also ex-
amine the growth, combination and bifurcation
of specific communities to help track ontological
commitments, either over time as shifts in lan-
guage structures (Gerow and Ahmad, 2012), or
across genre and domain (Davies, 2010). Fur-
ther, because predication encodes categorical in-
formation, its community structure may also en-
code higher-level relations where strong inter-
community links imply relationships between
classes of objects.

Our study examined the topographical struc-
ture of English predications in general, struc-
ture that consists, in large part, of hypernym re-
lations. Though the relations in the examined
networks are defined by copular is-a predica-
tion structure, within-community hierarchies cor-
related only moderately with the hypernym hierar-
chy in WordNet. This implies that the predications
comprising our networks are either not entirely
hypernymic or that WordNet is not a good base-
line. Indeed, predication is a grammatical rela-
tionship that often asserts synonymy or figurative
hypernymy (perhaps sometimes also metonymy)
and it is not apparent from the surface structure
how these semantic interpretation could be disam-
biguated. One reason this correlation is not higher
is likely to do with the low coverage of the copular
form as evidence of hypernymy (Hearst, 1992).

Further work regarding the structure of predi-
cations could build on the network framework to
evaluate the communities themselves. What prop-
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erties differentiate communities? Are there se-
mantic, lexical or statistical properties that con-
tribute to the formation of communities? Are there
discernible differences between words that typify
communities as opposed to those that bridge com-
munities? Predication communities are primar-
ily semantic in nature, implying that central nodes
would typify meaningful aspects of their commu-
nity. It would also be relatively easy to extend
network representations to address more qualita-
tive aspects such as coherence, word norms and
word associations. Indeed, a variety of corpus-
based research could employ network-based meth-
ods like those exemplified in this paper, capitaliz-
ing on graph-theory, social network analysis and
statistical physics, without departing from rela-
tional structures inherent to language.
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Abstract

One research goal in Second Language Acqui-
sition (SLA) is to formulate and test hypothe-
ses about errors and the environments in which
they are made, a process which often involves
substantial effort; large amounts of data and
computational visualisation techniques promise
help here. In this paper we have defined a new
task for finding contexts for errors that vary
with the native language of the speaker that are
potentially useful for SLA research. We pro-
pose four models for approaching this task, and
find that one based only on error-feature co-
occurrence and another based on determining
maximum weight cliques in a feature associ-
ation graph discover strongly distinguishing
contexts, with an apparent trade-off between
false positives and very specific contexts.

1 Introduction
SLA researchers are interested in a wide variety of as-
pects of humans learning a new language (L2) different
from their native one (L1): cognitive issues and devel-
opmental sequences for learners Pienemann (2005), so-
ciocultural factors (Lantolf, 2001), and so on. One long-
standing question, dating back to at least Lado (1957),
is expressed by Ortega (2009) in the following way:
“What is the role played by first language in L2 develop-
ment, vis-à-vis the role of other universal development
forces?”

An example of SLA research that looks at this ques-
tion is the study of Diéz-Bedmar and Papp (2008), com-
paring Chinese and Spanish learners of English with
respect to the English article system (a, an, the) using
corpora of essays by native and non-native speakers
of English (Granger, 2011). Drawing on the 175 non-
native texts, they take a particular theoretical analysis
(the so-called Bickerton semantic wheel), use the simple
Wordsmith tools designed to extract data for lexicogra-
phers to identify errors in a semi-automatic way, and
evaluate whether Chinese and Spanish L1 speakers do
behave differently via hypothesis testing (ANOVA, chi-

square and z-tests, in their case). They conclude that
Chinese and Spanish do have characteristic differences,
with patterns of zero article and definite article use dif-
fering according to semantic context. Such studies are
typically carried out on relatively small datasets, and
use fairly elementary tools. Sources such as Ellis (2008)
and Ortega (2009) give good overviews of such studies
and of SLA research in general.

A goal of this paper is to investigate a particular way
in which Natural Language Processing (NLP) can use-
fully contribute to SLA. In terms of existing work, the
subfield of Native Language Identification (NLI) has
been quite active recently, which looks at predicting
the L1 of writers writing in a common L2 within a
classification task framework; see for example the re-
cent NLI shared task with 29 entrants (Tetreault et al.,
2013).1 From within linguistics, there has been much
interest in how data-driven approaches can contribute to
SLA. Granger (2011) discusses a body of work based
on the the methodology of carrying out corpus-based
approaches to SLA with a focus on NLP tools; Jarvis
and Crossley (2012) in an edited collection present re-
cent work by linguists who extend the corpus-based
setup by using a text classification approach, looking at
what feature selection might say for SLA. From within
NLP, Swanson and Charniak (2013) and Swanson and
Charniak (2014) take a data-driven approach to SLA
investigations much in the spirit of this work.

One particular approach to finding aspects of texts
characteristic of their L1s that has motivated the present
work is described in Yannakoudakis et al. (2012), the
goal of which is to develop visualisation tools for SLA
researchers. They present graphs of the relationships
between errors and their contexts, such that SLA re-
searchers can navigate through the graphs to find con-
texts for particular errors that can lead to hypotheses
like that of Diéz-Bedmar and Papp (2008) above. In this
paper, we look at approaches to finding such hypothesis
candidates automatically in the context of L1–L2 inter-
action by analysing the graphs used in the visualisations

1http://sites.google.com/site/
nlisharedtask2013/
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of Yannakoudakis et al. (2012). Specifically, we do the
following:

• We propose a new task that is more directly ori-
ented to SLA research than NLI has been for the
most part, with the goal of identifying error-related
contexts that are characteristic of L1s.

• We evaluate a number of models for finding such
contexts, ranging from a simple baseline to treat-
ing the problem as a graph-theoretic maximum
weighted clique one.

• We examine the results of some of the models to
see how the task and the models might contribute
to SLA research.

Because we draw heavily on the work of Yan-
nakoudakis et al. (2012), we first review relevant aspects
of that work in §2; we then present our task definition
and experimental setup in §3; we give results along with
a discussion in §4; we follow with some more detail on
related work in §5; and we conclude in §6.

2 Developing Hypotheses: A
Visualisation Tool

The context of the Yannakoudakis et al. (2012) work
is automated grading of English as a Second or Other
Language (ESOL) exam scripts, as described in Briscoe
et al. (2010). The automated grading takes a classifi-
cation approach, using a binary discriminative learner,
with useful features including lexical and part-of-speech
(PoS) n-grams.

The publicly available dataset on which the work was
carried out consists of texts from the First Certificate in
English (FCE) exam, aimed at upper-intermediate stu-
dents of English across various L1s, and was presented
in Yannakoudakis et al. (2011). This FCE corpus2 con-
sists of a subset of 1244 texts of the Cambridge Learner
Corpus,3 and is manually annotated with errors and their
corrections, as well as a classification according to an
error typology, as in Figure 1.

Yannakoudakis et al. (2012) present their English
Profile (EP) visualiser as a way to “visually analyse as
well as perform a linguistic interpretation of discrimi-
native features that characterise learner English”, using
the features of this essay classification task. They de-
fine a measure of co-occurrence of features, among
themselves and with errors, as a core part of their
analysis. Given the set of all sentences in the corpus
S = {s1, s2, . . . , s|S|} and the set of all features F =
{f1, f2, . . . , f|F |}, a feature fi ∈ F is associated with
a feature fj ∈ F (i 6= j, 1 ≤ i, j ≤ M ) according to
the score given in Equation (1), for sk ∈ S, 1 ≤ k ≤ N

2http://ilexir.co.uk/applications/
ep-visualiser/

3http://www.cup.cam.ac.uk/gb/elt/
catalogue/subject/custom/item364603/

and exists() a binary function returning true if the input
feature occurs in sk.

scoreff(fj , fi) =
∑|S|

k=1 exists(fj , fi, sk)∑|S|
k=1 exists(fi, sk)

(1)

They mention an analogous measure for feature-error
co-occurrence; we assume given the set of all errors
E = {e1, e2, . . . , e|E|} that this is defined as follows:

scoreef(fj , ei) =
∑|S|

k=1 exists(fj , ei, sk)∑|S|
k=1 exists(ei, sk)

(2)

A graph is defined with features and errors as vertices;
an edge between features (resp. features and errors) is
established if scoreff() (resp. scoreef ) is within some
user-defined range. This graph of feature–feature (resp.
feature–error) relationships is then presented visually.

The paper then presents a case study of how the EP vi-
sualiser can be used to assist SLA researchers. The case
study starts by noting that RG_JJ_NN1 is the 18th most
discriminative negative feature from the essay classi-
fier; then, further inspecting the graph of discriminative
features, that it’s linked to JJ_NN1_II and VBZ_RG.
Then, looking at feature-error relations, it investigates
an association with error MD (missing determiner), and
presents some examples that match the features (e.g.
Unix is very powerful system but there is one thing
against it), along with a discussion of relationships to
various L1s. It is this process of finding interesting fea-
tures and linking them to particular errors and L1s that
we present an approach to automating in this paper.

3 Task Definition & Experimental Setup
At a general level, our goal is to find which kinds of
constructions (in a loose sense) centred around errors
are particularly characteristic of various L1s.

The specific task we define for this paper, then, is
to select a set of features (in the terminology of Yan-
nakoudakis et al. (2012))—which we refer to as the
ERROR CONTEXT—that, when combined with the er-
ror, show a strong association with L1, in a manner
we describe below. So, for example, this may involve
finding that an MD error in the context of RG_JJ_NN1,
JJ_NN1_II and VBZ_RG shows a strong association
with L1. We investigate a number of models for this
selection process: the task then is the identification of
which models produce poor error contexts (which will
not rank highly in hypothesis testing) and which pro-
duce good ones (potentially worth considering by an
SLA researcher). Below we discuss the data we use,
the measure of association for an error and its context,
the set of errors chosen, and the models for selecting
context.

3.1 Data
The corpus we use for evaluating the models for our task
is derived from the FCE corpus of Yannakoudakis et al.
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Verb Agreement <p>Some people <ns type="AGV"><i>says</i><c>say</c></ns> ...</p>
Incorrect Verb <p>The day I <ns type="IV"><i>shaked</i><c>shook</c></ns> their
Inflection hands,...</p>
Missing Determiner <p>I am <ns type="MD"><c>a</c></ns> really good singer.</p>

Figure 1: FCE corpus examples. Error types indicated by <ns type>...</ns>; errors indicated by <i>...</i>;
corrections indicated by <c>...</c>.

language size
Chinese CHI 66
French FRE 146
German GER 69
Italian ITA 76
Japanese JAP 81
Korean KOR 86
Spanish SPA 200
Turkish TUR 75

Table 1: FCESUB, broken down by language

(2012). The full FCE corpus consists of 1244 scripts
over 16 languages; script counts range from 2 (Dutch)
to 200 (Spanish).

The features used by Yannakoudakis et al. (2012)
were derived from their essay classification task. As we
are interested in associations with L1, we instead use
features from a system submitted to the NLI shared task
(Anonymous, 2013), which was applied to a dataset of
Test of English as a Foreign Language (TOEFL) scripts:
the task and its designated corpus are described in the
task overview paper (Tetreault et al., 2013). In this work
we use a system trained on the TOEFL11 corpus con-
sisting of texts written in English from speakers of 11
different L1s, with 1100 essays per L1 and balanced
across topic. We only use PoS n-grams (n = 1, 2, 3) as
features in this work. Note that we use the terminology
of Yannakoudakis et al. (2012) here: what had their
origin as features in the essay classification task are still
referred to as features in the visualisation tool, although
the task carried out there is not a classification one. Sim-
ilarly, we refer to our PoS n-grams as features, although
we are not classifying errors using these features and
so are not carrying out feature selection for the typical
purpose of optimising classification performance.

For this, as did Yannakoudakis et al. (2012), we use
the RASP parser (Briscoe et al., 2006) for tagging; the
tags are consequently from the CLAWS2 tagset,4 which
are more fine-grained in terms of linguistic analysis than
the more frequently used Penn Treebank tags.

For our task, we then used the subset of the FCE cor-
pus where the languages overlapped with the TOEFL11
corpus: we refer to this as FCESUB. This gives 799
scripts over 8 languages, distributed as in Table 1; a
positive byproduct is that the L1s are more similar in
size than the full FCE corpus.

4http://ucrel.lancs.ac.uk/claws2tags.
html

language mean
CHI 0.885790
FRE 0.460894
GER 0.366587
ITA 0.581401
JAP 1.058159
KOR 1.067211
SPA 0.472253
TUR 1.014129

F-stat 18.031
sig. <0.001

Table 2: ANOVA results giving mean score (number
of sentences with MD error per 10 sentences) for each
language, the ANOVA F-statistic, and significance value

3.2 Association Measure

We noted in §1 that SLA studies such as Diéz-Bedmar
and Papp (2008) use standard hypothesis testing tech-
niques. We take this as a starting point. We could, for
example, evaluate whether a particular raw error (that
is, without a feature context) is strongly associated with
L1s by using a single factor ANOVA test.5 The indepen-
dent variable would be the L1. The dependent variable
could be one of a number of alternatives; we choose the
number of sentences with a particular error per 10 sen-
tences.6 To illustrate, we give the ANOVA results from
FCESUB for the MD error in Table 2. The ANOVA
calculation is based on an F-statistic which compares
variance between treatments against variance within
treatments; this is compared against critical values for
the F-statistic to determine statistical significance. The
expected value of the F-statistic under the null hypoth-
esis is 1, with values above 1 increasingly inconsistent
with the null hypothesis. The data in Table 2 shows
that the MD error does vary significantly with L1; a
post-hoc Tukey HSD test lets us identify which specific
languages exhibit this difference and shows that, for
example (and as can be observed in the means), German
L1 speakers are significantly different from Korean L1
speakers in the occurrence of MD errors.

For our task we are not interested in significance per
se. Rather, we are interested in whether we can find oc-
currences of errors plus contexts that are more strongly
associated with, or that vary across, L1s, e.g. that an

5See, e.g., Jackson (2009).
6We note that the texts differ significantly in length by L1,

so it would not be suitable to normalise as occurrences per
document.
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type name F-stat p-val N
DJ Wrong Derived 3.27 .002 332

Adjective
DN Wrong Derived 0.70 .671 294

Noun
MD Missing Determiner 18.03 .000 1702
MT Missing Preposition 2.81 .007 985
UD Unnecessary Determiner 1.20 .301 807
UT Unnecessary Preposition 0.26 .968 689
UV Unnecessary Verb 0.78 .606 317

Table 3: Error types chosen for evaluation, including F-
statistic, ANOVA p-value and corpus count of sentences
containing error.

MD error in the context of RG_JJ_NN1, JJ_NN1_II
and VBZ_RG is more strongly associated with L1s; and
we are also interested in which of our proposed methods
for identifying an error’s feature context does this best.
For this purpose, then, we use just the F-statistic from
the ANOVA test, this time with the dependent variable
as the ratio of occurrences of error plus error context
per 10 sentences: a higher F-statistic shows a stronger
association with L1s.7

We also consider the χ2-statistic from Pearson’s chi-
squared test, noting that it is also used in SLA hypothe-
sis testing and that it was additionally found by Swanson
and Charniak (2013) to be good at distinguishing inter-
esting features in their related task (see §5 for more
detail). The F-statistic and χ2-statistic are closely re-
lated: a random variate of the F-distribution is the ratio
of two chi-squared variates scaled by their degrees of
freedom. A difference is that χ2 compares observed
versus expected counts rather than proportions: to take
account of the differing text lengths, our observed fre-
quency is the number of sentences with error and error
context per L1; our expected frequency is the total num-
ber of sentences with that error and error context scaled
according to the proportion of sentences labelled with
that L1 relative to the corpus as a whole.

3.3 Errors Chosen

From the 74 error types in the FCE corpus, we select a
subset to evaluate our models. In addition to the MD er-
ror used in the case study of Yannakoudakis et al. (2012),
we choose a subset which has a range of F-statistic val-
ues as described above: some show very similar patterns
across L1s (i.e. with low F-statistic), such as DN Wrong
Derived Noun (e.g. hot vs heat); others do vary signif-
icantly with L1, such as DJ Wrong Derived Adjective
(e.g. reasonally vs reasonable). Having errors with
a range of F-statistic values lets us evaluate whether
finding good error contexts works only for strongly L1-
associated errors, weakly L1-associated errors, or across

7As we are only using the F-statistic to evaluate ranks, we
do not need a multiple comparison adjustment such as the
Bonferroni correction: this would only apply for comparisons
to a significance threshold, and in any case the Bonferroni is
monotonic and does not affect rankings.

the spectrum. Our subset is in Table 3, along with their
F-statistic, ANOVA p-value and counts in FCESUB.

3.4 Models
We propose four models for choosing error contexts.
These models rank error contexts; we evaluate the
ranked error contexts by F-statistic and χ2-statistic val-
ues (§3.2).

ERRORCOOCC In this model we rank features by
error-feature co-occurrence scores given by Equation
(2). The L1 is not taken into account, so this will just
return common features which may be equally strongly
associated with errors across all L1s. We look at results
for when k = 1..3 features are chosen. For k = 2, 3,
we add the individual error-feature scores together for
the ranking.8 It may be the case that interesting results
could be obtained for k > 3, but we only look at the
k = 1..3 in this preliminary work to see if there are
any discernible trends suggesting that larger values of k
could help.

L1ASSOC Here we use features that are strongly as-
sociated with the L1s from the TOEFL11 corpus and
NLI shared task. Specifically, we rank features by their
Information Gain with respect to L1s as in the process of
feature selection from the shared task.9 The relationship
between errors and features (in the form of error-feature
co-occurrence scores) is not taken into account here.
Again, we look at results for when k = 1..3 features
are chosen, and for k = 2, 3, we add the individual
error-feature scores together for the ranking.

MAXWEIGHTCLIQUE Both of the preceding mod-
els look only at one factor that might be relevant: error-
feature scores (finding features that are related to the
errors) and a measure of the association of features with
L1s; but there is no link between them, and interaction
of features is not taken into account. In Yannakoudakis
et al. (2012), the visualiser provides to the SLA re-
searcher a graph showing the relatedness of features,
based on Equation (1), and the SLA researcher com-
bines this with error-feature scores to find interesting
candidate error contexts; we create a similar graph and
aim to imitate the process by incorporating error-feature
scores as follows.

We define a weighted undirected graph G = (V,A)
such that V is the set of features used in the above
models (i.e. PoS n-grams from ERRORCOOCC); A is
defined such that (vi, vj) ∈ A for vertices vi, vj ∈ V
if 0.8 ≤ scoreff(vi, vj) ≤ 1.0 where scoreff() is as
defined as in Equation (1).10 Given our set of errors
E defined at Equation (2) above, the weight of a ver-
tex vi is defined as scoreef(vi, ej) for some ej ∈ E.

8For k = 2 the combinations were made from the top 100
features from k = 1, and for k = 3 from the top 50.

9We recalculated this over the subset of eight languages
used in this paper.

10We choose this threshold value as it is the one used in the
graph definition of Yannakoudakis et al. (2012).

59



model r
ERRORCOOCC 0.95
L1ASSOC 0.97
MAXWEIGHTCLIQUE 0.95
MAXWEIGHTCLIQUE-L1 0.92

Table 4: Average correlation coefficient r between F-
statistic and χ2-statistic for each model

Given this graph, it is possible to characterise the find-
ing of related features with strong aggregate associations
with errors as an instance of the MAXIMUM WEIGHT
CLIQUE PROBLEM (Bomze et al., 1999). As the name
suggests, this finds a clique of maximum weight, here
the strongest aggregate feature–error association. While
this is an NP-hard problem, there are quite efficient algo-
rithms for solving it; we use one proposed by Östergård
(1999).11

MAXWEIGHTCLIQUE-L1 We also look at a vari-
ant of MAXWEIGHTCLIQUE where we construct the
graphs based only on relationships among features for
a particular L1. That is, there will be eight weighted
graphs per error of interest.

4 Results and Discussion
4.1 Overall Results
We only present the F-statistic results here; the χ2-
statistic showed very similar patterns. The average
correlation between the two for each model shows the
strong similarity (Table 4).

For the F-statistic results, presented in Table 5, we
report the highest F-statistic in the N -best list (N =
1, 5, 20, 50) for each model. For models ERRORCOOCC
and L1ASSOC we report the highest F-statistic for each
value of k (k = 1, 2, 3). The number of occurrences
of the error context with the highest F-statistic is given
in parentheses after the F-statistic; the highest value
for each N is in bold. For MAXWEIGHTCLIQUE-L1,
we also note the language of the graph from which the
highest score was derived.

We note by comparing Table 5 with Table 3 that for
each error type except for MD, it is possible to find
an error context that is more strongly associated with
L1s than is the raw error type alone. For MD this is
not surprising, as its frequency of occurrence is very
strongly linked to the L1, as noted in Table 2 and §3.2.12

(For the error type MT also, no model produces an error
context more strongly associated with the L1 for the
single best choice where N = 1, but does for larger
values of N .)

11Code for the used wclique is available at http://tcs.
legacy.ics.tkk.fi/˜pat/wclique.html.

12The fact that determiner errors are very widely studied in
terms of analysing cross-linguistic influence suggests a broad
consensus that they vary strongly with L1. In addition to Diéz-
Bedmar and Papp (2008), a sample of other studies includes
Parrish (1987), Young (1996) and Ionin and Montrul (2010).

With respect to the individual models, the simple ER-
RORCOOCC scores highly, giving the best result about
half the time, and the best results can occur for any
of k = 1, 2, 3. The number of instances returned for
each error plus error context is larger than for the other
models as well, which is not surprising as the model
aims to find contexts strongly associated with the errors
rather than with L1s. However, these are then likely to
be features that are fairly common across L1s; we look
at some examples in §4.2.

L1ASSOC performs fairly poorly on our evaluation
measure, although in many cases it does find an error
context more strongly associated with the L1 than just
the raw error type. Counts are also lower. Also, for this
model, k = 2, 3 are always worse than k = 1: bringing
in a second context feature reduces the number of oc-
currences to such an extent that the F-statistic can drop
dramatically. This is probably in part an artefact of the
size of the FCE corpus (and particularly our FCESUB
subcorpus): these features derived from the TOEFL11
corpus just do not occur sufficiently often in our evalua-
tion corpus (and in fact there are often large numbers of
zero occurrences for k = 2, 3).

MAXWEIGHTCLIQUE also performs fairly poorly.
However, in many cases it also finds an error context
more strongly associated with L1 than the raw error type
alone (DN, MT, UD, UT, UV), even if not always for
N = 1, and it has intermediate counts of occurrences.

MAXWEIGHTCLIQUE-L1 gives the best results in
the other half of the cases where ERRORCOOCC does
not. The error contexts that it finds, however, are very
specific, often to a single language (as might be expected
by its definition) with very small numbers of counts.

4.2 Some Examples

We look at some examples in Figure 2, to illustrate both
interesting error contexts found and areas where the
models do a poor job. In these sample sentences, only
errors of interest are retained and highlighted.

The DJ error with context { JJ, NN1 } illustrates the
top result found under the ERRORCOOCC model for
N = 20. In the first sentence the model seems to find a
useful pattern: the adjective that is at the centre of the
error occurs in the context of a singular noun. On the
other hand, the second sentence illustrates a problem:
because the range of the context is the whole sentence,
frequent features such as NN1 will occur a lot in other
parts of the sentence that have no apparent relation to
the actual error. The ERRORCOOCC model is thus likely
to be picking up false positives by virtue of the relatively
high frequencies of its error contexts.

The UV error with context { TO_VV0_II, NNL1,
II, NN2, VV0_II } illustrates the top result found
under the MAXWEIGHTCLIQUE-L1 model for N =
5. This is very specific, and its three instances only
appear in Turkish. But all three are similar errors from
different documents, so it appears likely to be a genuine
pattern, although the NN2 seems only to have a tenuous
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error context example sentences
DJ JJ, NN1 Basically/RR ,/, I/PPIS1 helped/VVD them/PPHO2 liaise/VV0

with/IW the/AT local/JJ police/NN and/CC get/VV0 some/DD
<ns type="DJ"><i>electronical</i><c>electronic/JJ</c></ns> equipmen-
t/NN1 that/CST they/PPHS2 needed/VVD.
The/AT show/NN1 will/VM be/VB0 at/II the/AT Central/JJ
Exhibition/NN1 Hall/NP1 and/CC it/PPH1 will/VM be/VB0
<ns type="DJ"><i>opened</i><c>open/JJ</c></ns> until/ICS 7/MC.

UV TO_VV0_II,
NNL1, II, NN2,
VV0_II

I/PPIS1 used/VMK to/TO <ns type="UV"><i>be</i></ns> play/VV0 in/II the/AT
school/NNL1 team/NN1 . . . and/CC our/APP$ team/NN1 was/VBDZ one/MC1 of/IO the/AT
best/JJT basketball/NN1 teams/NN2 . . .

DN XX, XX_VV0,
VM_XX_VV0, NN1

Never/RR the/AT less/DAR ,/, in/II summer/NNT1 we/PPIS2 can/VM n’t/XX resist/VV0
such/DA <ns type="DN"><i>hot</i><c>heat/NN1</c></ns>!
. . . I/PPIS1 think/VV0 you/PPY should/VM have/VH0 a/AT1 <ns type="DN"><i>baby-
parking</i><c>kindergarten/NP1</c></ns> ,/, in/II fact/NN1 a/AT1 certain/JJ num-
ber/NN1 of/IO women/NN2 could/VM n’t/XX see/VV0 the/AT Festival/NN1 because/CS
of/IO their/APP$ sons/NN2.

MD VBZ_RG,
RG_JJ_NN1

The/AT first/MD and/CC most/RR important/JJ thing/NN1 is/VBZ that/RG modern/JJ
technology/NN1 has/VHZ made/VVN our/APP$ life/NN1 easier/JJR ,/, for/IF instance/NN1
<ns type="MD"><c>the/AT</c></ns> rice/NN1 cooker/NN1 is/VBZ a/AT1 great/JJ
invention/NN1 . . .

Figure 2: Examples for sample error types and specific error contexts. Error contexts are bolded.

connection.
The DN error with context { XX, XX_VV0,

VM_XX_VV0, NN1 } illustrates the top result found un-
der the MAXWEIGHTCLIQUE-L1 model for N = 50.
A number of this reasonably sized set are similar to the
first sentence, where the context appears interesting. In
this example, hot is used for heat; the other examples
of this type are from Spanish and Italian (similarly, e.g.,
live for life), where the error seems to be connected
to words where the English derivational morphology
is not simply affixation. However, there are some like
the second sentence, where (as for the DJ error) the
error context appears in a different clause, and likely
irrelevant.

The MD error in the last row we examine because (a
more complex version of) it was the focus of the case
study in Yannakoudakis et al. (2012), which from the
examples of that paper looked quite convincing as an
error context of relevance to SLA research. However, it
and the related examples of Yannakoudakis et al. (2012)
were not in the publicly available corpus,13 and in fact
there is only one example of this error and context in the
whole FCE corpus, illustrating the issue of data sparsity.
Further, this example also illustrates the issue of tagging
error: that is tagged as RG (degree adverb) where it
should be CST.

So as might be anticipated from the frequency num-
bers in Table 5, the MAXWEIGHTCLIQUE-L1 model
produces context that looks interesting from an SLA per-
spective, but is relatively limited in scope; the ERROR-
COOCC model produces a much larger set of candidates,
and can successfully find error context such that they
behave differently with respect to the L1s according
to the ANOVA F-statistic, but produces false positives.
Overall, a recurring issue illustrated for all models by

13We assume that the multiple examples come from the
larger CLC corpus.

the examples is the proposal of error context far away
from any likely relevance to SLA.

5 Related Work
While Native Language Identification (NLI) as a sub-
field of NLP has seen much new work in the last few
years — the papers from the shared task (Tetreault et
al., 2013) provide a recent sample — the emphasis on
optimising classification task results, for example by
using classifier ensembles (Malmasi et al., 2013), ver-
sus analysing features for relevance to other tasks has
varied. Below we discuss works which directly look
at how features might be related to language-learning
tasks or SLA research.

The seminal work of Koppel et al. (2005) that pre-
sented NLI as a classification task included, in addition
to standard lexical and PoS n-gram features, errors made
by the writers; these errors were automatically identi-
fied using Microsoft Word grammar checker. Kochmar
(2011) used the FCE corpus for NLI, including the man-
ually annotated errors as features, and presented an anal-
ysis of usefulness of features (including errors) with
respect to L1.

Wong and Dras (2011) used syntactic features on the
basis of SLA theory that posits that L1 constructions
may be reflected in some form of characteristic errors or
patterns in L2 constructions to some extent, or through
overuse or avoidance of particular constructions in L2
(Lado, 1957; Ellis, 2008); they did note distributional
differences of features related to L1. Wong et al. (2012)
induced topic models over function words and PoS n-
grams, where some of the topics appeared to reflect L1-
specific characteristics. These works, while interested
in the nature of the features, do not evaluate them except
via classification accuracy.

Swanson and Charniak (2012) similarly explore us-
ing syntax, where they propose a richer representation
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for L1-specific constructions through Tree Substitution
Grammar (TSG). Swanson and Charniak (2013) sub-
sequently examine both relevancy and redundancy of
features through a number of metrics (including the
χ2-statistic used in this paper). They then extend a
Bayesian induction model for TSG inference based on
a supervised mixture of hierarchical grammars, in order
to extract a filtered set of more linguistically informed
features that could benefit both NLI and SLA research;
an aim was to find relatively rare features that are nev-
ertheless useful for L1 prediction. Swanson and Char-
niak (2014) continue on from this with a data-driven
approach to inferring possible relationships between L1
and L2 structures, again using TSGs. Malmasi and Dras
(2014c) also propose a method for identifying potential
language transfer effects by using additional linguistic
features such as adaptor grammars and grammatical de-
pendencies to analyse differences in learner language.
This body of work thus shares some similarities with the
present paper, but our focus is on errors rather than on
the distributional differences, and we look at error con-
texts that may not constitute a TSG tree or grammatical
dependency.

Coming from a linguistic perspective, the works in
Jarvis and Crossley (2012) use Linear Discriminant
Analysis for classification of texts by L1, and identify
interesting features by a stepwise feature selection pro-
cess in the course of classification, rather than via the
measurement of their variability across L1s as here.

More recently, several of these NLI techniques have
been adapted and applied to languages other than En-
glish, such as Arabic and Chinese (Malmasi and Dras,
2014a; Malmasi and Dras, 2014b).

6 Conclusion

In this paper, prompted by work on using computa-
tional visualisation techniques to help SLA researchers
form hypotheses about errors and the environments in
which they are made, we have defined a new task for
finding interesting contexts for errors that vary with
the native language of the speaker. We proposed four
models, ranging from one based on simple error-feature
co-occurrence statistics to one based on the maximum
weighted clique on an L1-specific feature association
graph; these all managed to find contexts that were more
strongly associated with L1s than the raw errors alone,
and produced (albeit with many false positives in the
case of the simple model) some error contexts that look
potentially useful for SLA.

This paper is largely intended to prompt more work
on applying NLP techniques to SLA more broadly. As
such, there are many ways in which the work could be
further developed. First, to get rid of obviously incor-
rect cases, the size of the area over which the feature-
feature and feature-error scores are calculated could be
restricted, perhaps to the relevant clause or a certain
window size. Second, it may not be the case that the
ANOVA F-statistic or χ2 are the best evaluation mea-

sure: in medical work, for example, there is the notion
of clinical significance, which takes effect size into ac-
count and is often more relevant to the practitioner than
statistical significance. Similarly, the current features
may not be the most meaningful. As part of this, an im-
portant step would be to bring in SLA researchers, to as-
sess proposed error contexts and look at what evaluation
measures best relate to this. The role of the present work
would then be to rule out models for producing error
contexts (like L1ASSOC) that produce weaker results in
hypothesis testing: it would thus be complementary to
the visualisation work from which it stems, guiding SLA
researchers away from unproductive areas of the space
of possible hypotheses. And third, the size of the corpus
is (as always) an issue: as these error-annotated corpora
are few and far between, a semi-supervised approach
or one that in some way incorporated unannotated data
would be useful, perhaps using some of the extensive
recent work on error annotation.
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Marı́a Belén Diéz-Bedmar and Szilvia Papp. 2008. The
use of the English article system by Chinese and Span-
ish learners. Language and Computers, 66(1):147–
176.

Rod Ellis. 2008. The Study of Second Language Acqui-
sition, 2nd edition. Oxford University Press, Oxford,
UK.

Sylviane Granger. 2011. How to Use Foreign and Sec-
ond Language Learner Corpora. In Alison Mackey
and Susan M. Gass, editors, Research Methods in
Second Language Acquisition: A Practical Guide.
Wiley-Blackwell.

Tania Ionin and Silvina Montrul. 2010. The role of L1
transfer in the interpretation of articles with definite
plurals. Language Learning, 60(4):877–925.

Sherri L. Jackson. 2009. Statistics: Plain and Simple.
Wadsworth, Cengage Learning, Belmont, CA, US.

Scott Jarvis and Scott Crossley, editors. 2012. Ap-
proaching Language Transfer Through Text Classi-
fication: Explorations in the Detection-based Ap-
proach. Multilingual Matters, Bristol, UK.

63



Ekaterina Kochmar. 2011. Identification of a writer’s
native language by error analysis. MPhil thesis, Uni-
versity of Cambridge.

Moshe Koppel, Jonathan Schler, and Kfir Zigdon. 2005.
Automatically determining an anonymous author’s
native language. In Intelligence and Security In-
formatics, volume 3495 of LNCS, pages 209–217.
Springer-Verlag.

Robert Lado. 1957. Linguistics Across Cultures: Ap-
plied Linguistics for Language Teachers. Univ. of
Michigan Press, Ann Arbor, MI, US.

James P. Lantolf. 2001. Sociocultural Theory and
Second Language Learning. Oxford University Press,
Oxford, UK.

Shervin Malmasi and Mark Dras. 2014a. Arabic Na-
tive Language Identification. In Proceedings of the
Arabic Natural Language Processing Workshop (co-
located with EMNLP 2014), Doha, Qatar, October.
Association for Computational Linguistics.

Shervin Malmasi and Mark Dras. 2014b. Chinese Na-
tive Language Identification. Proceedings of the 14th
Conference of the European Chapter of the Associa-
tion for Computational Linguistics.

Shervin Malmasi and Mark Dras. 2014c. Language
Transfer Hypotheses with Linear SVM Weights. Pro-
ceedings of the 2014 Conference on Empirical Meth-
ods in Natural Language Processing (EMNLP).

Shervin Malmasi, Sze-Meng Jojo Wong, and Mark Dras.
2013. NLI Shared Task 2013: MQ Submission. In
Proceedings of the Eighth Workshop on Innovative
Use of NLP for Building Educational Applications,
pages 124–133, Atlanta, Georgia, June. Association
for Computational Linguistics.

Lourdes Ortega. 2009. Understanding Second Lan-
guage Acquisition. Hodder Education, Oxford, UK.

Patric Östergård. 1999. A New Algorithm for the
Maximum-Weight Clique Problem. Electronic Notes
in Discrete Mathematics, 3:153–156, May.

Betsy Parrish. 1987. A New Look at Methodologies in
the Study of Article Acquisition for Learners of ESL.
Language Learning, 37(3):361–384.

Manfred Pienemann. 2005. Cross-linguistic Aspects of
Processability Theory. John Benjamins, Amsterdam,
Netherlands.

Benjamin Swanson and Eugene Charniak. 2012. Native
Language Detection with Tree Substitution Gram-
mars. In Proc. Meeting Assoc. Computat. Linguistics
(ACL), pages 193–197.

Ben Swanson and Eugene Charniak. 2013. Extracting
the native language signal for second language ac-
quisition. In Proc. Conf. North American Assoc. for
Computat. Linguistics: Human Language Technolo-
gies (NAACL-HLT), pages 85–94, Atlanta, Georgia,
June.

Ben Swanson and Eugene Charniak. 2014. Data Driven
Language Transfer Hypotheses. In Proc. Conf. Euro-
pean Assoc. for Computat. Linguistics (EACL), pages
169–173, Gothenburg, Sweden, April.

Joel Tetreault, Daniel Blanchard, and Aoife Cahill.
2013. A report on the first native language identi-
fication shared task. In Proceedings of the Eighth
Workshop on Innovative Use of NLP for Building Ed-
ucational Applications (BEA), pages 48–57, Atlanta,
Georgia, June.

Sze-Meng Jojo Wong and Mark Dras. 2011. Exploiting
parse structures for native language identification. In
Proc. Conf. Empirical Methods in Natural Language
Processing (EMNLP), pages 1600–1610.

Sze-Meng Jojo Wong, Mark Dras, and Mark Johnson.
2012. Exploring Adaptor Grammars for Native Lan-
guage Identification. In Proc. Conf. Empirical Meth-
ods in Natural Language Processing (EMNLP), pages
699–709.

Helen Yannakoudakis, Ted Briscoe, and Ben Medlock.
2011. A New Dataset and Method for Automatically
Grading ESOL Texts. In Proc. Meeting Assoc. Com-
putat. Linguistics (ACL), pages 180–189.

Helen Yannakoudakis, Ted Briscoe, and Theodora Alex-
opoulou. 2012. Automating Second Language Ac-
quisition Research: Integrating Information Visualisa-
tion and Machine Learning. In Proc. EACL Workshop
of LINGVIS & UNCLH, pages 35–43.

Richard Young. 1996. Form-Function Relations in Arti-
cles in English Interlanguage. In R. Bayley and D. R.
Preston, editors, Second Language Acquisition and
Linguistic Variation, pages 135–175. John Benjamins,
Amsterdam, The Netherlands.

64



Author Index

Desai, Swara, 25
Dras, Mark, 56

Evans, James, 48

Ganguly, Niloy, 25
Gerow, Aaron, 48
Glavaš, Goran, 34
Goyal, Pawan, 25

Laokulrat, Natsuda, 6

Malmasi, Shervin, 56
Markert, Katja, 39
Mesgar, Mohsen, 1
Miwa, Makoto, 6

Parveen, Daraksha, 15

Rajkumar, Pujari, 25
Rezapour Asheghi, Noushin, 39

Sharoff, Serge, 39
Šnajder, Jan, 34
Strube, Michael, 1, 15

Tsuruoka, Yoshimasa, 6

65


	Program
	Normalized Entity Graph for Computing Local Coherence
	Exploiting Timegraphs in Temporal Relation Classification
	Multi-document Summarization Using Bipartite Graphs
	A Novel Two-stage Framework for Extracting Opinionated Sentences from News Articles
	Constructing Coherent Event Hierarchies from News Stories
	Semi-supervised Graph-based Genre Classification for Web Pages
	The Modular Community Structure of Linguistic Predication Networks
	From Visualisation to Hypothesis Construction for Second Language Acquisition

