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Introduction

The papers in these precedings were presented at the Fourth Annual Workshop on Cognitive Modeling
and Computational Linguistics (CMCL), held in Sofia, Bulgaria on 8 August 2013, in conjunction with
the Annual Meeting of the Association for Computational Linguistics (CMCL). The CMCL workshop
series provides a unique venue for work on the interdisciplinary field of computational psycholinguistics,
described by ACL Lifetime Achievement Award recipient Martin Kay as “build[ing] models of language
that reflect in some interesting way on the ways in which people use language”. This workshop series
builds on the tradition of earlier meetings, including the 1997 computational psycholinguistics meeting
at the 1997 Annual Conference of the Cognitive Science Society in Berkeley, CA, and on the Incremental
Parsing workshop held in 2004 at the Annual Meeting of the Association for Computational Linguistics.

We received nineteen submissions to the 2013 CMCL workshop, of which we accepted eleven for final
appearance in the conference program. The overall quality of workshop submissions was extremely
strong, reflecting the perennially increasing quality of work in this field. This year we also expanded
the workshop by including keynote talks from two invited speakers, Dr Sharon Goldwater from the
University of Edinburgh and Professor Rick Lewis from the University of Michigan, leading researchers
in computational psycholinguistics. We would like to thank all submitting authors for allowing us
to consider their work, the program committee for an outstanding job in reviewing and discussing
submissions, and of course our invited speakers. We also gratefully acknowledge funding from the
Cognitive Science Society for the Best Student Paper award, and to the Cluster of Excellence on
“Multimodal Computing and Interaction” for assisting with funding of our invited speakers. Many thanks
to all of you for your continued support of this workshop.

Vera Demberg and Roger Levy
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Abstract

Cross-linguistic studies on unsupervised
word segmentation have consistently
shown that English is easier to segment
than other languages. In this paper, we
propose an explanation of this finding
based on the notion of segmentation
ambiguity. We show that English has a
very low segmentation ambiguity com-
pared to Japanese and that this difference
correlates with the segmentation perfor-
mance in a unigram model. We suggest
that segmentation ambiguity is linked
to a trade-off between syllable structure
complexity and word length distribution.

1 Introduction

During the course of language acquisition, in-
fants must learn to segment words from continu-
ous speech. Experimental studies show that they
start doing so from around 7.5 months of age
(Jusczyk and Aslin, 1995). Further studies indi-
cate that infants are sensitive to a number of word
boundary cues, like prosody (Jusczyk et al., 1999;
Mattys et al., 1999), transition probabilities (Saf-
fran et al., 1996; Pelucchi et al., 2009), phonotac-
tics (Mattys et al., 2001), coarticulation (Johnson
and Jusczyk, 2001) and combine these cues with
different weights (Weiss et al., 2010).

Computational models of word segmentation
have played a major role in assessing the relevance
and reliability of different statistical cues present
in the speech input. Some of these models focus
mainly on boundary detection, and assess differ-
ent strategies to identify them (Christiansen et al.,
1998; Xanthos, 2004; Swingley, 2005; Daland and
Pierrehumbert, 2011). Other models, sometimes
called lexicon-building algorithms, learn the lexi-
con and the segmentation at the same time and use
knowledge about the extracted lexicon to segment

novel utterances. State-of-the-art lexicon-building
segmentation algorithms are typically reported to
yield better performance than word boundary de-
tection algorithms (Brent, 1999; Venkataraman,
2001; Batchelder, 2002; Goldwater, 2007; John-
son, 2008b; Fleck, 2008; Blanchard et al., 2010).

As seen in Table 1, however, the performance
varies considerably across languages with English
winning by a high margin. This raises a general-
izability issue for NLP applications, but also for
the modeling of language acquisition since, obvi-
ously, it is not the case that in some languages,
infants fail to acquire an adult lexicon. Are these
performance differences only due to the fact that
the algorithms might be optimized for English? Or
do they also reflect some intrinsic linguistic differ-
ences between languages?

Lang. F-score Model Reference
English 0.89 AG Johnson (2009)
Chinese 0.77 AG Johnson (2010)
Spanish 0.58 DP Bigram Fleck (2008)
Arabic 0.56 WordEnds Fleck (2008)
Sesotho 0.55 AG Johnson (2008)
Japanese 0.55 BootLex Batchelder (2002)
French 0.54 NGS-u Boruta (2011)

Table 1: State-of-the-art unsupervised segmentation scores
for eight languages.

The aim of the present work is to understand
why English usually scores better than other lan-
guages, as far as unsupervised segmentation is
concerned. As a comparison point, we chose
Japanese because it is among the languages that
have given the poorest word segmentation scores.
In fact, Boruta et al. (2011) found an F-score
around 0.41 using both Brent (1999)’s MBDP-1
and Venkataraman (2001)’s NGS-u models, and
Batchelder (2002) found an F-score that goes
from 0.40 to 0.55 depending on the corpus used.
Japanese also differs typologically from English
along several phonological dimensions such as
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number of syllabic types, phonotactic constraints
and rhythmic structure. Although most lexicon-
building segmentation algorithms do not attempt
to model these dimensions, they still might be rel-
evant to speech segmentation and help explain the
performance difference.

The structure of the paper is as follows. First,
we present the class of lexical-building segmen-
tation algorithm that we use in this paper (Adap-
tor Grammar), and our English and Japanese cor-
pora. We then present data replicating the basic
finding that segmentation performance is better for
English than for Japanese. We then explore the hy-
pothesis that this finding is due to an intrinsic dif-
ference in segmentation ambiguity in the two lan-
guages, and suggest that the source of this differ-
ence rests in the structure of the phonological lexi-
con in the two languages. Finally, we use these in-
sights to try and reduce the gap between Japanese
and English segmentation through a modification
of the Unigram model where multiple linguistic
levels are learned jointly.

2 Computational Framework and
Corpora

2.1 Adaptor Grammar
In this study, we use the Adaptor Grammar frame-
work (Johnson et al., 2007) to test different mod-
els of word segmentation on English and Japanese
Corpora. This framework makes it possible to
express a class of hierarchical non-parametric
Bayesian models using an extension of probabilis-
tic context-free grammars called Adaptor Gram-
mar (AG). It allows one to easily define models
that incorporate different assumptions about lin-
guistic structure and is therefore a useful practical
tool for exploring different hypotheses about word
segmentation (Johnson, 2008b; Johnson, 2008a;
Johnson et al., 2010; Börschinger et al., 2012).

For mathematical details and a description of
the inference procedure for AGs, we refer the
reader to Johnson et al. (2007). Briefly, AG uses
the non-parametric Pitman-Yor-Process (Pitman
and Yor, 1997) which, as in Minimum Descrip-
tion lengths models, finds a compact representa-
tion of the input by re-using frequent structures
(here, words).

2.2 Corpora
In the present study, we used both Child Di-
rected Speech (CDS) and Adult Directed Speech

(ADS) corpora. English CDS was derived from
the Bernstein-Ratner corpus (Bernstein-Ratner,
1987), which consists in transcribed verbal inter-
action of parents with nine children between 1
and 2 years of age. We used the 9,790 utter-
ances that were phonemically transcribed by Brent
and Cartwright (1996). Japanese CDS consists in
the first 10, 000 utterances of the Hamasaki cor-
pus (Hamasaki, 2002). It provides a phonemic
transcript of spontaneous speech to a single child
collected from when the child was 2 up to when
it was 3.5 years old. Both CDS corpora are avail-
able from the CHILDES database (MacWhinney,
2000).

As for English ADS, we used the first 10,000
utterances of the Buckeye Speech Corpus (Pitt et
al., 2007) which consists in spontaneous conver-
sations with 40 speakers in American English. To
make it comparable to the other corpora in this
paper, we only used the idealized phonemic tran-
scription. Finally, for Japanese ADS, we used
the first 10,000 utterances of a phonemic tran-
scription of the Corpus of Spontaneous Japanese
(Maekawa et al., 2000). It consists of recorded
spontaneous conversations, or public speeches in
different fields ranging from engineering to hu-
manities. For each corpus, we present elementary
statistics in Table 2.

3 Unsupervised segmentation with the
Unigram Model

3.1 Setup
In this experiment we used the Adaptor Gram-
mar framework to implement a Unigram model of
word segmentation (Johnson et al., 2007). This
model has been shown to be equivalent to the orig-
inal MBDP-1 segmentation model (see Goldwater
(2007)). The model is defined as:

—
Utterance→Word+

Word→ Phoneme+

—
In the AG framework, an underlined non-

terminal indicates that this non-terminal is
adapted, i.e. that the AG will cache (and learn
probabilities for) entire sub-trees rooted in this
non-terminal. Here, Word is the only unit that the
model effectively learns, and there are no depen-
dencies between the words to be learned. This
grammar states that an utterance must be analyzed
in terms of one or more Words, where a Word is a
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Corpus Child Directed Speech Adult Directed Speech

— English Japanese English Japanese
Tokens
— Utterances 9, 790 10, 000 10, 000 10, 000
— Words 33, 399 27, 362 57, 185 87, 156
— Phonemes 95, 809 108, 427 183, 196 289, 264
Types
— Words 1, 321 2, 389 3, 708 4, 206
— Phonemes 50 30 44 25
Average Lengths
— Words per utterance 3.41 2.74 5.72 8.72
— Phonemes per utterance 9.79 10.84 18.32 28.93
— Phonemes per word 2.87 3.96 3.20 3.32

Table 2 : Characteristics of phonemically transcribed corpora

sequence of Phonemes.
We ran the model twice on each corpus for

2,000 iterations with hyper-parameter sampling
and we collected samples throughout the process,
following the methodology of Johnson and Gold-
water (2009)1. For evaluation, we performed their
Minimum Bayes Risk decoding using the col-
lected samples to get a single score.

3.2 Evaluation

For the evaluation, we used the same measures as
Brent (1999), Venkataraman (2001) and Goldwa-
ter (2007), namely token Precision (P), Recall (R)
and F-score (F). Precision is defined as the num-
ber of correct word tokens found out of all tokens
posited. Recall is the number of correct word to-
kens found out of all tokens in the gold standard.
The F-score is defined as the harmonic mean of
Precision and Recall , F = 2∗P∗R

P+R .
We will refer to these scores as the segmentation

scores. In addition, we define similar measures for
word boundaries and word types in the lexicon.

3.3 Results and discussion

The results are shown in Table 3. As expected,
the model yields substantially better scores in En-
glish than Japanese, for both CDS and ADS. In
addition, we found that in both languages, ADS
yields slightly worse results than CDS. This is to
be expected because ADS uses between 60% and
300% longer utterances than CDS, and as a result
presents the learner with a more difficult segmen-
tation problem. Moreover, ADS includes between

1We used incremental initialization

70% and 280% more word types than CDS, mak-
ing it a more difficult lexical learning problem.
Note, however, that despite these large differences
in corpus statistics, the difference in segmentation
performance between ADS and CDS are small
compared to the differences between Japanese and
English.

An error analysis on English data shows that
most errors come from the Unigram model mistak-
ing high frequency collocations for single words
(see also Goldwater (2007)). This leads to an
under-segmentation of chunks like “a boy” or “is
it” 2. Yet, the model also tends to break off fre-
quent morphological affixes, especially “-ing” and
“-s” , leading to an over-segmentation of words
like “talk ing” or “black s”.

Similarly, Japanese data shows both over-
and under-segmentation errors. However, over-
segmentation is more severe than for English, as
it does not only affect affixes, but surfaces as
breaking apart multi-syllabic words. In addition,
Japanese segmentation faces another kind of er-
ror which acts across word boundaries. For exam-
ple, “ni kashite” is segmented as “nika shite” and
“nurete inakatta” as “nure tei na katta”. This leads
to an output lexicon that, on the one hand, allows
for a more compact analysis of the corpus than
the true lexicon: the number of word types drops
from 2,389 to 1,463 in CDS and from 4,206 to
2,372 in ADS although the average token length –
and consequently, overall number of tokens – does
not change as dramatically, dropping from 3.96 to

2For ease of presentation, we use orthography to present
examples although all experiments are run on phonemic tran-
scripts.
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— Child Directed Speech Adult Directed Speech

— English Japanese English Japanese

— F P R F P R F P R F P R
Segmentation 0.77 0.76 0.77 0.55 0.51 0.61 0.69 0.66 0.73 0.50 0.48 0.52
Boundaries 0.87 0.87 0.88 0.72 0.63 0.83 0.86 0.81 0.91 0.76 0.74 0.79
Lexicon 0.62 0.65 0.59 0.33 0.43 0.26 0.41 0.48 0.36 0.30 0.42 0.23

Table 3 : Word segmentation scores of the Unigram model

3.31 for CDS and from 3.32 to 3.12 in ADS. On
the other hand, however, most of the output lex-
icon items are not valid Japanese words and this
leads to the bad lexicon F-scores. This, in turn,
leads to the bad overall segmentation performance.

In brief, we have shown that, across two dif-
ferent corpora, English yields consistently better
segmentation results than Japanese for the Uni-
gram model. This confirms and extends the results
of Boruta et al. (2011) and Batchelder (2002). It
strongly suggests that the difference is neither due
to a specific choice of model nor to particularities
of the corpora, but reflects a fundamental property
of these two languages.

In the following section, we introduce the no-
tion of segmentation ambiguity, it to English and
Japanese data, and show that it correlates with seg-
mentation performance.

4 Intrinsic Segmentation Ambiguity

Lexicon-based segmentation algorithms like
MBDP-1, NGS-u and the AG Unigram model
learn the lexicon and the segmentation at the
same time. This makes it difficult, in case of
poor performance, to see whether the problem
comes from the intrinsic segmentability of the
language or from the quality of the extracted
lexicon. Our claim is that Japanese is intrinsically
more difficult to segment than English, even when
a good lexicon is already assumed. We explore
this hypothesis by studying segmentation alone,
assuming a perfect (Gold) lexicon.

4.1 Segmentation ambiguity

Without any information, a string of N phonemes
could be segmented in 2N−1 ways. When a lexi-
con is provided, the set of possible segmentations
is reduced to a smaller number. To illustrate this,
suppose we have to segment the input utterance:

/ay s k r iy m/ 3, and that the lexicon contains the
following words : /ay/ (I), /s k r iy m/ (scream),
/ay s/ (ice), /k r iy m/ (cream). Only two segmen-
tations are possible : /ay skriym/ (I scream) and
/ays kriym/ (ice cream).

We are interested in the ambiguity generated by
the different possible parses that result from such a
supervised segmentation. In order to quantify this
idea in general, we define a Normalized Segmenta-

tion Entropy. To do this, we need to assign a prob-
ability to every possible segmentation. To this end,
we use a unigram model where the probability of a
lexical item is its normalized frequency in the cor-
pus and the probability of a parse is the product
of the probabilities of its terms. In order to obtain
a measure that does not depend on the utterance
length, we normalize by the number of possible
boundaries in the utterance. So for an utterance of
length N , the Normalized Segmentation Entropy
(NSE) is computed using Shannon formula (Shan-
non, 1948) as follows:

—

NSE = −
�

i Pilog2(Pi)/(N − 1)
—

where Pi is the probability of the parse i .
For CDS data we found Normalized Segmen-

tation Entropies of 0.0021 bits for English and
0.0156 bits for Japanese. In ADS data we
found similar results with 0.0032 bits for English
and 0.0275 bits for Japanese. This means that
Japanese needs between 7 and 8 times more bits
than English to encode segmentation information.
This is a very large difference, which is of the
same magnitude in CDS and ADS. These differ-
ences clearly show that intrinsically, Japanese is
more ambiguous than English with regards to seg-
mentation.

One can refine this analysis by distinguishing
two sources of ambiguity: ambiguity across word

boundaries, as in ”ice cream / [ay s] [k r iy m]”
3We use ARPABET notation to represent phonemic input.
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Figure 1 : Correlation between Normalized Segmentation Entropy (in bits) and the segmentation F-score for CDS (left) and
ADS (Right)

vs ”I scream / [ay] [s k r iy m]”. And ambigu-
ity within the lexicon, that occurs when a lexical
item is composed of two or more sub-words (like
in “Butterfly”).

Since we are mainly investigating lexicon-
building models, it is important to measure the am-
biguity within the lexicon itself, in the ideal case
where this lexicon is perfect. To this end, we com-
puted the average number of segmentations for a
lexicon item. For example, the word “butterfly”
has two possible segmentations : the original word
“butterfly” and a segmentation comprising the two
sub-words : “butter” and “fly”. For English to-
kens, we found an average of 1.039 in CDS and
1.057 in ADS. For Japanese tokens, we found an
average of 1.811 in CDS and 1.978 in ADS. En-
glish’s averages are close to 1, indicating that it
doesn’t exhibit lexicon ambiguity. Japanese, how-
ever, has averages close to 2 which means that lex-
ical ambiguity is quite systematic in both CDS and
ADS.

4.2 Segmentation ambiguity and supervised
segmentation

The intrinsic ambiguity in Japanese only shows
that a given sentence has multiple possible seg-
mentations. What remains to be demonstrated is
that these multiple segmentations result in system-
atic segmentation errors. To do this we propose
a supervised segmentation algorithm that enumer-
ates all possible segmentations of an utterance
based on the gold lexicon, and selects the segmen-
tation with the highest probability. In CDS data,
this algorithm yields a segmentation F-score equal
to 0.99 for English and 0.95 for Japanese. In ADS
we find an F-score of 0.96 for English and 0.93 for
Japanese. These results show that lexical informa-
tion alone plus word frequency eliminates almost

all segmentation errors in English, especially for
CDS. As for Japanese, even if the scores remain
impressively high, the lexicon alone is not suffi-
cient to eliminate all the errors. In other words,
even with a gold lexicon, English remains easier
to segment than Japanese.

To quantify the link between segmentation en-
tropy and segmentation errors, we binned the sen-
tences of our corpus in 10 bins according to the
Normalized Segmentation Entropy, and correlate
this with the average segmentation F-score for
each bin. As shown Figure 1, we found significant
correlations: (R = −0.86, p < 0.001) for CDS
and (R = −0.93, p < 0.001) for ADS, showing
that segmentation ambiguity has a strong effect
even on supervised segmentation scores. The cor-
relation within language was also significant but
only in the Japanese data : R = −0.70 for CDS
and R = −0.62 for ADS.

—
Next, we explore one possible reason for this

structural difference between Japanese and En-
glish, especially at the level of the lexicon.

4.3 Syllable structure and lexical
composition of Japanese and English

One of the most salient differences between En-
glish and Japanese phonology concerns their syl-
lable structure. This is illustrated in Figure 2
(above), where we plotted the frequency of the dif-
ferent syllabic structures of monosyllabic tokens
in English and Japanese CDS. The statistics show
that English has a very rich syllabic composition
where a diversity of consonant clusters is allowed,
whereas Japanese syllable structure is quite simple
and mostly composed of the default CV type. This
difference is bound to have an effect on the struc-
ture of the lexicon. Indeed, Japanese has to use
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Figure 2 : Trade-off between the complexity of syllable structure (above) and the word token length in terms of syllables
(below) for English and Japanese CDS.

multisyllabic words in order to achieve a large size
lexicon, whereas, in principle, English could use
mostly monosyllables. In Figure 2 (below) we dis-
play the distribution of word length as measured
in syllables in the two languages for the CDS cor-
pora. The English data is indeed mostly composed
of mono-syllabic words whereas the Japanese one
is made of words of more varied lengths. Overall,
we have documented a trade-off between the di-
versity of syllable structure on the one hand, and
the diversity of word lengths on the other (see Ta-
ble 4 for a summary of this tradeoff expressed in
terms of entropy).

— CDS ADS

— Eng. Jap. Eng. Jap.
Syllable types 2.40 1.38 2.58 1.03
Token lengths 0.62 2.04 0.99 1.69

Table 4 : Entropies of syllable types and token lengths in
terms of syllables (in bits)

We suggest that this trade-off is responsible for
the difference in the lexicon ambiguity across the
two languages. Specifically, the combination of
a small number of syllable types and, as a conse-
quence, the tendency for multi-syllabic word types
in Japanese makes it likely that a long word will
be composed of smaller ones. This cannot happen
very often in English, since most words are mono-
syllabic, and words smaller than a syllable are not
allowed.

5 Improving Japanese unsupervised
segmentation

We showed in the previous section that ambigu-
ity impacts segmentation even with a gold lexicon,
mainly because the lexicon itself could be ambigu-
ous. In an unsupervised segmentation setting, the
problem is worse because ambiguity within and
across word boundaries leads to a bad lexicon,
which in turn results in more segmentation errors.
In this section, we explore the possibility of miti-
gating some of these negative consequences.

In section 3, we saw that when the Unigram
model tries to learn Japanese words, it produces an
output lexicon composed of both over- and under-
segmented words in addition to words that re-
sult from a segmentation across word boundaries.
One way to address this is by learning multiple
kinds of units jointly, rather than just words; in-
deed, previous work has shown that richer mod-
els with multiple levels improve segmentation for
English (Johnson, 2008a; Johnson and Goldwater,
2009).

5.1 Two dependency levels
As a first step, we will allow the model to not
just learn words but to also memorize sequences of
words. Johnson (2008a) introduced these units as
“collocations” but we choose to use the more neu-
tral notion of level for reasons that become clear
shortly. Concretely, the grammar is:
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— CDS ADS

— English Japanese English Japanese

— F P R F P R F P R F P R
Level 1
— Segmentation 0.81 0.77 0.86 0.42 0.33 0.55 0.70 0.63 0.78 0.42 0.35 0.50
— Boundaries 0.91 0.84 0.98 0.63 0.47 0.96 0.86 0.76 0.98 0.73 0.61 0.90
— Lexicon 0.64 0.79 0.54 0.18 0.55 0.10 0.36 0.56 0.26 0.15 0.68 0.08
Level 2
— Segmentation 0.33 0.45 0.26 0.59 0.65 0.53 0.50 0.60 0.43 0.45 0.54 0.38
— Boundaries 0.56 0.98 0.40 0.71 0.87 0.60 0.76 0.95 0.64 0.73 0.92 0.60
— Lexicon 0.36 0.25 0.59 0.47 0.44 0.49 0.46 0.38 0.56 0.43 0.37 0.50

Table 5 : Word segmentation scores of the two levels model

—
Utterance→ level2+

level2→ level1+

level1→ Phoneme+

—
We run this model under the same conditions

as the Unigram model but evaluate two different
situations. The model has no inductive bias that
would force it to equate level1 with words, rather
than level2. Consequently, we evaluate the seg-
mentation that is the result of taking there to be a
boundary between every level1 constituent (Level
1 in Table 5) and between every level2 constituent
(Level 2 in Table 5 ). From these results , we see
that English data has better scores when the lower
level represents the Word unit and when the higher
level captures regularities above the word. How-
ever, Japanese data is best segmented when the
higher level is the Word unit and the lower level
captures sub-word regularities.

Level 1 generally tends to over-segment utter-
ances as can be seen by comparing the Boundary
Recall and Precision scores (Goldwater, 2007). In
fact when the Recall is much higher than the Pre-
cision, we can say that the model has a tendency
to over-segment. Conversely, we see that Level 2
tends to under-segment utterances as the Bound-
ary Precision is higher than the Recall.

Over-segmentation at Level 1 seems to benefit
English since it counteracts the tendency of the
Unigram model to cluster high frequency colloca-
tions. As far as segmentation is concerned, this
effect seems to outweigh the negative effect of
breaking words apart (especially in CDS), as En-
glish words are mostly monosyllabic.

For Japanese, under-segmentation at Level 2

seems to be slightly less harmful than over-
segmentation at Level 1, as it prevents, to some
extent, multi-syllabic words to be split. However,
the scores are not very different from the ones we
had with the Unigram model and slightly worse
for the ADS. What seems to be missing is an inter-
mediate level where over- and under-segmentation
would counteract one another.

5.2 Three dependency levels

We add a third dependency level to our model as
follows :

—
Utterance→ level3+

level3→ level2+

level2→ level1+

level1→ Phoneme+

—
As with the previous model, we test each of the

three levels as the word unit, the results are shown
in Table 6.

Except for English CDS, all the corpora
have their best scores with this intermediate
level. Level 1 tends to over-segment Japanese
utterances into syllables and English utterances
into morphemes. Level 3, however, tends to
highly under-segment both languages. English
CDS seems to be already under-segmented at
Level 2, very likely caused by the large number
of word collocations like ”is-it” and ”what-is”,
an observation also made by Börschinger et al.
(2012) using different English CDS corpora.
English ADS is quantitatively more sensitive to
over-segmentation than CDS mainly because it
has a richer morphological structure and relatively
longer words in terms of syllables (Table 4).
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— CDS ADS

— English Japanese English Japanese

— F P R F P R F P R F P R
Level 1
— Segmentation 0.79 0.74 0.85 0.27 0.20 0.41 0.35 0.28 0.48 0.37 0.30 0.47
— Boundaries 0.89 0.81 0.99 0.56 0.39 0.99 0.68 0.52 0.99 0.70 0.57 0.93
— Lexicon 0.58 0.76 0.46 0.10 0.47 0.05 0.13 0.39 0.07 0.10 0.70 0.05
Level 2
— Segmentation 0.49 0.60 0.42 0.70 0.70 0.70 0.77 0.76 0.79 0.60 0.65 0.55
— Boundaries 0.71 0.97 0.56 0.81 0.82 0.81 0.90 0.88 0.92 0.81 0.90 0.74
— Lexicon 0.51 0.41 0.64 0.53 0.59 0.47 0.58 0.69 0.50 0.51 0.57 0.46
Level 3
— Segmentation 0.18 0.31 0.12 0.39 0.53 0.30 0.43 0.55 0.36 0.28 0.42 0.21
— Boundaries 0.26 0.99 0.15 0.46 0.93 0.31 0.71 0.98 0.55 0.59 0.96 0.43
— Lexicon 0.17 0.10 0.38 0.32 0.25 0.41 0.37 0.28 0.51 0.27 0.20 0.42

Table 6 : Word segmentation scores of the three levels model

6 Conclusion

In this paper we identified a property of lan-
guage, segmentation ambiguity, which we quan-
tified through Normalized Segmentation Entropy.
We showed that this quantity predicts performance
in a supervised segmentation task.

With this tool we found that English was in-
trinsically less ambiguous than Japanese, account-
ing for the systematic difference found in this pa-
per. More generally, we suspect that Segmentation
Ambiguity would, to some extent, explain much
of the difference observed across languages (Ta-
ble 1). Further work needs to be carried out to test
the robustness of this hypothesis on a larger scale.

We showed that allowing the system to learn
at multiple levels of structure generally improves
performance, and compensates partially for the
negative effect of segmentation ambiguity on un-
supervised segmentation (where a bad lexicon am-
plifies the effect of segmentation ambiguity). Yet,
we end up with a situation where the best level of
structure may not be the same across corpora or
languages, which raises the question as to how to
determine which level is the correct lexical level,
i.e., the level that can sustain successful grammat-
ical and semantic learning. Further research is
needed to answer this question.

Generally speaking, ambiguity is a challenge in
many speech and language processing tasks: for
example part-of-speech tagging and word sense

disambiguation tackle lexical ambiguity, proba-
bilistic parsing deals with syntactic ambiguity and
speech act interpretation deals with pragmatic am-
biguities. However, to our knowledge, ambiguity
has rarely been considered as a serious problem in
word segmentation tasks.

As we have shown, the lexicon-based approach
does not completely solve the segmentation am-
biguity problem since the lexicon itself could be
more or less ambiguous depending on the lan-
guage. Evidently, however, infants in all lan-
guages manage to overcome this ambiguity. It has
to be the case, therefore, that they solve this prob-
lem through the use of alternative strategies, for
instance by relying on sub-lexical cues (see Jarosz
and Johnson (2013)) or by incorporating semantic
or syntactic constraints (Johnson et al., 2010). It
remains a major challenge to integrate these strate-
gies within a common model that can learn with
comparable performance across typologically dis-
tinct languages.
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Abstract
Computational work in the past decade
has produced several models accounting
for phonetic category learning from distri-
butional and lexical cues. However, there
have been no computational proposals for
how people might use another powerful
learning mechanism: generalization from
learned to analogous distinctions (e.g.,
from /b/–/p/ to /g/–/k/). Here, we present
a new simple model of generalization in
phonetic category learning, formalized in
a hierarchical Bayesian framework. The
model captures our proposal that linguis-
tic knowledge includes the possibility that
category types in a language (such as
voiced and voiceless) can be shared across
sound classes (such as labial and velar),
thus naturally leading to generalization.
We present two sets of simulations that
reproduce key features of human perfor-
mance in behavioral experiments, and we
discuss the model’s implications and di-
rections for future research.

1 Introduction

One of the central problems in language acqui-
sition is how phonetic categories are learned, an
unsupervised learning problem involving mapping
phonetic tokens that vary along continuous di-
mensions onto discrete categories. This task may
be facilitated by languages’ extensive re-use of a
set of phonetic dimensions (Clements 2003), be-
cause learning one distinction (e.g., /b/–/p/ vary-
ing along the voice onset time (VOT) dimension)
might help learn analogous distinctions (e.g., /d/–
/t/, /g/–k/). Existing experimental evidence sup-
ports this view: both infants and adults general-
ize newly learned phonetic category distinctions to
untrained sounds along the same dimension (Mc-
Claskey et al. 1983, Maye et al. 2008, Perfors

& Dunbar 2010, Pajak & Levy 2011a). However,
while many models have been proposed to account
for learning of phonetic categories (de Boer &
Kuhl 2003, Vallabha et al. 2007, McMurray et al.
2009, Feldman et al. 2009, Toscano & McMur-
ray 2010, Dillon et al. 2013), there have been no
computational proposals for how generalization
to analogous distinctions may be accomplished.
Here, we present a new simple model of gener-
alization in phonetic category learning, formal-
ized in a hierarchical Bayesian framework. The
model captures our proposal that linguistic knowl-
edge includes the possibility that category types
in a language (such as voiced and voiceless) can
be shared across sound classes (defined as previ-
ously learned category groupings, such as vowels,
consonants, nasals, fricatives, etc.), thus naturally
leading to generalization.

One difficulty for the view that learning one dis-
tinction might help learn analogous distinctions is
that there is variability in how the same distinc-
tion type is implemented phonetically for differ-
ent sound classes. For example, VOT values are
consistently lower for labials (/b/–/p/) than for ve-
lars (/g/–/k/) (Lisker & Abramson 1970), and the
durations of singleton and geminate consonants
are shorter for nasals (such as /n/–/nn/) than for
voiceless fricatives (such as /s/–/ss/) (Giovanardi
& Di Benedetto 1998, Mattei & Di Benedetto
2000). Improving on our basic model, we imple-
ment a modification that deals with this difficulty
by explicitly building in the possibility for analo-
gous categories along the same dimension to have
different absolute phonetic values along that di-
mension (e.g., shorter overall durations for nasals
than for fricatives).

In Section 2 we discuss the relevant background
on phonetic category learning, including previ-
ous modeling work. Section 3 describes our ba-
sic computational model, and Section 4 presents
simulations demonstrating that the model can re-
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produce the qualitative patterns shown by adult
learners in cases when there is no phonetic vari-
ability between sound classes. In Section 5 we
describe the extended model that accommodates
phonetic variability across sound classes, and in
Section 6 we show that the improved model qual-
itatively matches adult learner performance both
when the sound classes implement analogous dis-
tinction types in identical ways, and when they dif-
fer in the exact phonetic implementation. Section 7
concludes with discussion of future research.

2 Background

One important source of information for unsuper-
vised learning of phonetic categories is the shape
of the distribution of acoustic-phonetic cues. For
example, under the assumption that each phonetic
category has a unimodal distribution on a particu-
lar cue, the number of modes in the distribution
of phonetic cues can provide information about
the number of categories: a unimodal distribution
along some continuous acoustic dimension, such
as VOT, may indicate a single category (e.g., /p/,
as in Hawaiian); a bimodal distribution may sug-
gest a two-category distinction (e.g., /b/ vs. /p/, as
in English); and a trimodal distribution implies a
three-category distinction (e.g., /b/, /p/, and /ph/,
as in Thai). Infants extract this distributional infor-
mation from the speech signal (Maye et al. 2002,
2008) and form category representations focused
around the modal values of categories (Kuhl 1991,
Kuhl et al. 1992, Lacerda 1995). Furthermore, in-
formation about some categories bootstraps learn-
ing of others: infants exposed to a novel bimodal
distribution along the VOT dimension for one
place of articulation (e.g., alveolar) not only learn
that novel distinction, but also generalize it to an
analogous contrast for another (e.g., velar) place
of articulation (Maye et al. 2008). This ability is
preserved beyond infancy, and is potentially used
during second language learning, as adults are also
able to both learn from distributional cues and use
this information when making category judgments
about untrained sounds along the same dimensions
(Maye & Gerken 2000, 2001, Perfors & Dunbar
2010, Pajak & Levy 2011a,b).

The phonetic variability in how different sound
classes implement the same distinction type might
in principle hinder generalization across classes.
However, there is evidence of generalization even
in cases when sound classes differ in the exact

phonetic implementation of a shared distinction
type. For example, learning a singleton/geminate
length contrast for the class of voiceless fricatives
(e.g., /s/–/ss/, /f/–/ff/) generalizes to the class of
sonorants (e.g., /n/–/nn/, /j/–/jj/) even when the ab-
solute durations of sounds in the two classes are
different – overall longer for fricatives than for
sonorants (Pajak & Levy 2011a) – indicating that
learners are able to accomodate the variability of
phonetic cues across different sound classes.

Phonetic categorization from distributional cues
has been modeled using Gaussian mixture mod-
els, where each category is represented as a Gaus-
sian distribution with a mean and covariance ma-
trix, and category learning involves estimating
the parameters of each mixture component and
– for some models – the number of components
(de Boer & Kuhl 2003, Vallabha et al. 2007, Mc-
Murray et al. 2009, Feldman et al. 2009, Toscano
& McMurray 2010, Dillon et al. 2013).1 These
models are successful at accounting for distribu-
tional learning, but do not model generalization.
We build on this previous work (specifically, the
model in Feldman et al. 2009) and implement gen-
eralization of phonetic distinctions across different
sound classes.

3 Basic generalization model

The main question we are addressing here con-
cerns the mechanisms underlying generalization.
How do learners make use of information about
some phonetic categories when learning other
categories? Our proposal is that learners expect
category types (such as singleton and geminate,
or voiced and voiceless) to be shared among
sound classes (such as sonorants and fricatives).
We implement this proposal with a hierarchical
Dirichlet process (Teh et al. 2006), which allows
for sharing categories across data groups (here,
sound classes). We build on previous computa-
tional work in this area that models phonetic cate-
gories as Gaussian distributions. Furthermore, we
follow Feldman et al. (2009) in using Dirichlet
processes (Ferguson 1973), which allow the model
to learn the number of categories from the data,
and implementing the process of learning from
distributional cues via nonparametric Bayesian in-
ference.

1In Dillon et al. (2013) each phoneme is modeled as a
mixture of Gaussians, where each component is an allophone.
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Figure 1: The graphical representation of the basic
model.

H : µ ∼ N (µ0,
σ2

κ0
)

σ2 ∼ InvChiSq(ν0,σ
2
0 )

G0 ∼ DP(γ,H)
Gc ∼ DP(α0,G0)
zic ∼ Gc

dic ∼ N (µzic ,σ
2
zic

)

fc ∼ N (0,σ2
f )

dic ∼ N (µzic ,σ
2
zic

)+ fc

Figure 2: Mathematical description of the model.
The variables below the dotted line refer to the ex-
tended model in Figure 6.

3.1 Model details

As a first approach, we consider a simplified sce-
nario of a language with a set of sound classes,
each of which contains an unknown number of
phonetic categories, with perceptual token defined
as a value along a single phonetic dimension.
The model learns the set of phonetic categories
in each sound class, and the number of categories
inferred for one class can inform the inferences
about the other class. Here, we make the simpli-
fying assumption that learners acquire a context-
independent distribution over sounds, although the
model could be extended to use linguistic con-
text (such as coarticulatory or lexical information;
Feldman et al. 2009).

Figure 1 provides the graphical representation
of the model, and Figure 2 gives its mathematical

Variable Explanation

H
base distribution over means and
variances of categories

G0
distribution over possible
categories

Gc
distribution over categories in
class c

γ,α0 concentration parameters
zic category for datapoint dic

dic datapoint (perceptual token)
nc number of datapoints in class c
C set of classes
fc offset parameter

σ f standard deviation of prior on fc

Table 1: Key for the variables in Figures 1, 2,
and 6. The variables below the dotted line refer
to the extended model in Figure 6.

description. Table 1 provides the key to the model
variables. In the model, speech sounds are pro-
duced by selecting a phonetic category zic, which
is defined as a mean µzic and variance σ2

zic
along

a single phonetic dimension,2 and then sampling
a phonetic value from a Gaussian with that mean
and variance. We assume a weak prior over cat-
egories that does not reflect learners’ prior lan-
guage knowledge (but we return to the possible
role of prior language knowledge in the discus-
sion). Learners’ beliefs about the sound inventory
(distribution over categories and mean and vari-
ance of each category) are encoded through a hier-
archical Dirichlet process. Each category is sam-
pled from the distribution Gc, which is the distri-
bution over categories in a single sound class. In
order to allow sharing of categories across classes,
the Gc distribution for each class is sampled from a
Dirichlet process with base distribution G0, which
is shared across classes, and concentration param-
eter α0 (which determines the sparsity of the dis-
tribution over categories). G0, then, stores the full
set of categories realized in any class, and it is
sampled from a Dirichlet process with concentra-
tion parameter γ and base distribution H, which
is a normal inverse chi-squared prior on category

2Although we are modeling phonetic categories as having
values along a single dimension, the model can be straight-
forwardly extended to multiple dimensions, in which case the
variance would be replaced by a covariance matrix Σzic .
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means and variances.3 The parameters of the nor-
mal inverse chi-squared distribution are: ν0 and κ0,
which can be thought of as pseudo-observations,
as well as µ0 and σ2

0 , which determine the prior
distribution over means and variances, as in Fig-
ure 2.

3.2 Inference

The model takes as input the parameters of the
base distribution H, the concentration parameters
α0 and γ , and the data, which is composed of a
list of phonetic values. The model infers a poste-
rior distribution over category labels for each data-
point via Gibbs sampling. Each iteration of Gibbs
sampling resamples the assignments of each data-
point to a lower-level category (in Gc) and also re-
samples the assignments of lower-level categories
to higher-level categories (in G0). We marginalize
over the category means and variances.

4 Simulations: basic model

The first set of simulations has three goals: first,
to establish that our model can successfully per-
form distributional learning and second, to show
that it can use information about one type of class
to influence judgements about another, in the case
that there is no variability in category structure
between classes. Finally, these simulations reveal
a limitation of this basic model, showing that it
cannot generalize in the presence of substantial
between-class variability in category realizations.
We address this limitation in Section 5.

4.1 The data

The data we use to evaluate the model come
from the behavioral experiments in Pajak & Levy
(2011a). Adult native English speakers were ex-
posed to novel words, where the middle conso-
nant varied along the length dimension from short
(e.g., [ama]) to long (e.g., [amma]). The distri-
butional information suggested either one cate-
gory along the length dimension (unimodal distri-
bution) or two categories (bimodal distribution),
as illustrated in Figure 3. In Experiment 1, the
training included sounds in the sonorant class (4
continua: [n]-...-[nn], [m]-...-[mm], [j]-...-[jj], [l]-
...-[ll]) with the duration range of 100–205msec.
In Experiment 2 the training included sounds in

3In the case of categories defined along multiple di-
mensions, the base distribution would be a normal inverse-
Wishart.
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Figure 3: Experiment 1 & 2 training (Pajak and
Levy 2011a). The y axis reflects the frequency
of tokens from each training continuum. The four
points indicate the values of the untrained data-
points.

the voiceless fricative class (4 continua: [s]-...-
[ss], [f]-...-[ff], [T]-...-[TT], [S]-...-[SS]) with the du-
ration range of 140–280msec. The difference in
duration ranges between the two classes reflected
the natural duration distributions of sounds in
these classes: generally shorter for sonorants and
longer for fricatives (Greenberg 1996, Giovanardi
& Di Benedetto 1998, Mattei & Di Benedetto
2000).

Subsequently, participants’ expectations about
the number of categories in the trained class and
another untrained class were probed by asking for
judgments about tokens at the endpoints of the
continua: participants were presented with pairs
of words (e.g., sonorant [ama]–[amma] or frica-
tive [asa]–[assa]) and asked whether these were
two different words in this language or two rep-
etitions of the same word. As illustrated in Ta-
ble 2, in the test phase of Experiment 1 the du-
rations of both the trained and the untrained class
were identical (100msec for any short consonant
and 205msec for any long consonant), whereas
in the test phase of Experiment 2 the durations
were class-specific: longer for trained fricatives
(140msec for a short fricative and 280msec for a
long fricative) and shorter for untrained sonorants
(100msec for a short sonorant and 205msec for a
long sonorant).

The experiment results are illustrated in Fig-
ure 4. The data from the ‘trained’ condition shows
that learners were able to infer the number of cat-
egories from distributional cues: they were more
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Figure 4: Experiment 1 & 2 results: proportion of ‘different’ responses on ‘different’ trials (Pajak and
Levy, 2011a).

Expt. 1 Expt. 2

trained
(sonorants) (fricatives)
100ms – 205ms 140ms – 280ms

untrained
(fricatives) (sonorants)
100ms – 205ms 100ms – 205ms

Table 2: Experiment 1 & 2 test (Pajak and Levy,
2011a).

likely to posit two categories (i.e., respond ‘dif-
ferent’ on ‘different’ trials) when the distribution
was bimodal than when the distribution was uni-
modal. In addition, as demonstrated by the ‘un-
trained’ condition, learners used the information
about the trained class to make inferences about
the untrained class: they were more likely to ac-
cept length-based category distinctions for frica-
tives after learning the distinction for sonorants
(Expt. 1), and vice versa (Expt. 2). This general-
ization occurred both (a) when each class imple-
mented the distinction in exactly the same way
(with the same absolute durations; Expt. 1), and
(b) when the classes differed in how the shared dis-
tinction type was implemented (the absolute dura-
tions of the untrained class were shifted relative to
the trained class; Expt. 2).

The model simulations described below at-
tempt to replicate the key features of human per-
formance: distributional learning and generaliza-
tion. We model both experiments of Pajak &
Levy (2011a): (a) ‘same durations’ across classes
(Expt. 1), and (b) ‘different durations’ across
classes (Expt. 2). Thus, the datasets we used
were closely modeled after their experimental de-
sign: (1) Expt. 1 bimodal, (2) Expt. 1 unimodal,
(3) Expt. 2 bimodal, and (4) Expt. 2 unimodal. In
each dataset, the data consisted of a list of pho-
netic values (duration in msec), where each data-

point was tagged as belonging to either the sono-
rant or the fricative class. The frequencies of the
‘trained’ class were as listed in Figure 3 (simu-
lating a single training continuum). In addition to
the ‘trained’ class, each dataset included two dat-
apoints from the ‘untrained’ class with the values
as listed in Table 2 in the ‘untrained’ condition.
These two datapoints were included in order to
evaluate the model’s categorization of sounds for
which no distributional evidence is available, thus
assessing the extent of generalization. We sim-
ulated weak perceptual noise by adding to each
datapoint normally-distributed error with standard
deviation of 0.3 times the distance between adja-
cent continuum steps.

4.2 Methodology
We ran the basic model on each of the four
datasets. For each, we performed 1,000,000 iter-
ations of Gibbs sampling, and analyzed the re-
sults for the second half. To assess convergence,
we ran four Markov chains for each dataset, us-
ing two overdispersed initializations: (1) assigning
one category label to all datapoints, and (2) as-
signing a different label to each datapoint. We
used a weak prior base distribution H (κ0 = .001;
ν0 = .001; σ2

0 = 1; µ0 was set to the overall mean
of the data), and set the concentration parameters
γ = α0 = 1.

4.3 Results and discussion
The simulation results are illustrated in Figure 5,4

plotting the proportion of samples on which the
model assigned the datapoints to two different cat-
egories, as opposed to a single category.5 Note that

4All variables we report in all simulations appear to have
converged to the posterior, as assessed by R̂ values of 1.1 or
less, calculated across the 4 chains (Gelman & Rubin 1992).

5No models we report assign the trained category data-
points to more than two categories more than 1% of the time.
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Figure 5: Simulation results for the basic model.
Error bars give 95% binomial confidence intervals,
computed using the estimated number of effec-
tively independent samples in the Markov chains.

in the ‘trained’ condition, this means categoriza-
tion of all datapoints along the continuum. In the
‘untrained’ condition, on the other hand, it is cat-
egorization of two datapoints: one from each end-
point of the continuum.

The results in the ‘trained’ conditions demon-
strate that the model was able to learn from the
distributional cues, thus replicating the success of
previous phonetic category learning models.

Of most interest here are the results in the ‘un-
trained’ condition. The figure on the left shows
the results modeling the ‘same-durations’ exper-
iment (Expt. 1), demonstrating that the model cat-
egorizes the two datapoints in the untrained sound
class in exactly the same way as it did for the
trained sound class: two categories in the bimodal
condition, and one category in the unimodal con-
dition. Thus, these results suggest that we can suc-
cessfully model generalization of distinction types
across sound classes in phonetic category learning
by assuming that learners have an expectation that
category types (such as short and long, or voice-
less and voiced) may be shared across classes.

The figure on the right shows the results model-
ing the ‘different-durations’ experiment (Expt. 2),
revealing a limitation of the model: failure to gen-
eralize when the untrained class has the same cat-
egory structure but different absolute phonetic val-
ues (overall shorter in the untrained class than in
the trained class). Instead, the model categorizes
both untrained datapoints as belonging to a single
category. This result diverges from the experimen-
tal results, where learners generalize the learned
distinction type in both cases, whether the abso-

lute phonetic values of the analogous categories
are identical or not. We address this problem in
the next section by implementing a modification
to the model that allows more flexibility in how
each class implements the same category types.

5 Extended generalization model

The goal of the extended model is to explicitly al-
low for phonetic variability across sound classes.
As a general approach, we could imagine func-
tions that transform categories across classes so
that the same categories can be “reused” by be-
ing translated around to different parts of the pho-
netic space. These functions would be specific op-
erations representing any intrinsic differences be-
tween sound classes. Here, we use a very simple
function that can account for one widely attested
type of transformation: different absolute phonetic
values for analogous categories in distinct sound
classes (Ladefoged & Maddieson 1996), such as
longer overall durations for voiceless fricatives
than for sonorants. This type of transformation
has been successfully used in prior modeling work
to account for learning allophones of a single
phoneme that systematically vary in phonetic val-
ues along certain dimensions (Dillon et al. 2013).

5.1 Model details

We implement the possibility for between-class
variability by allowing for one specific type of
idiosyncratic implementation of categories across
classes: learnable class-specific ‘offsets’ by which
the data in a class are shifted along the phonetic
dimension, as illustrated in Figure 6 (the key for
the variables is in Table 1).

5.2 Inference

Each iteration of MCMC now includes a
Metropolis-Hastings step to resample the offset
parameters fc, which uses a zero-mean Gaussian
proposal, with standard deviation σp = range of data

5 .

6 Simulations: extended model

This second set of simulations has two goals: (1) to
establish that the extended model can successfully
replicate the performance of the basic model in
both distributional learning and generalization in
the no-variability case, and (2) to show that ex-
plicitly allowing for variability across classes lets
the model generalize when there is between-class
variability in category realizations.
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Figure 6: The graphical representation of the ex-
tended model.

6.1 Methodology

We used the same prior as in the first set of sim-
ulations, and used a Gaussian prior on the offset
parameter with standard deviation σ f = 1000. Be-
cause only the relative values of offset parameters
are important for category sharing across classes,
we set the offset parameter for one of the classes
to zero. The four Markov chains now crossed cate-
gory initialization with two different initial values
of the offset parameter.

6.2 Results and discussion

The simulation results are illustrated in Fig-
ure 7. The figure on the left demonstrates that
the extended model performs similarly to the ba-
sic model in the case of no variability between
classes. The figure on the right, on the other
hand, shows that – unlike the basic model –
the extended model succeeds in generalizing the
learned distinction type to an untrained sound
class when there is phonetic variability between
classes. These results suggest that allowing for
variability in category implementations across
sound classes may be necessary to account for
human learning. Taken together, these results are
consistent with our proposal that language learn-
ers have an expectation that category types can be
shared across sound classes. Furthermore, learn-
ers appear to have implicit knowledge of the ways
that sound classes can vary in their exact phonetic
implementations of different category types. This
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Figure 7: Simulation results for the extended
model. Error bars give 95% binomial confidence
intervals, computed using the estimated number
of effectively independent samples in the Markov
chains.

type of knowledge may include – as in our ex-
tended generalization model – the possibility that
phonetic values of categories in one class can be
systematically shifted relative to another.

7 General discussion

In this paper we presented the first model of gen-
eralization in phonetic category learning, in which
learning a distinction type for one set of sounds
(e.g., /m/–/mm/) immediately generalizes to an-
other set of sounds (e.g., /s/–/ss/), thus reproduc-
ing the key features of adult learner performance
in behavioral experiments. This extends previous
computational work in phonetic category learn-
ing, which focused on modeling the process of
learning from distributional cues, and did not ad-
dress the question of generalization. The basic
premise of the proposed model is that learners’
knowledge of phonetic categories is represented
hierarchically: individual sounds are grouped into
categories, and individual categories are grouped
into sound classes. Crucially, the category struc-
ture established for one sound class can be di-
rectly shared with another class, although differ-
ent classes can implement the categories in id-
iosyncratic ways, thus mimicking natural variabil-
ity in how analogous categories (e.g., short /m/ and
/s/, or long /mm/ and /ss/) are phonetically imple-
mented for different sound classes.

The simulation results we presented succeed
in reproducing the human pattern of generaliza-
tion performance, in which the proportion of two-
category inferences about the untrained class is
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very similar to that for the trained class. Note,
however, that there are clear quantitative dif-
ferences between the two in learning perfor-
mance: the model learns almost perfectly from
the available distributional cues (‘trained’ condi-
tion), while adult learners are overall very conser-
vative in accepting two categories along the length
dimension, as indicated by the overall low num-
ber of ‘different’ responses. There are two main
reasons why the model might be showing more
extreme categorization preferences than humans
in this particular task. First, humans have cogni-
tive limitations that the current model does not,
such as those related to memory or attention. In
particular, imperfect memory makes it harder for
humans to integrate the distributional information
from all the trials in the exposure, and longer train-
ing would presumably improve performance. Sec-
ond, adults have strong native-language biases that
affect learning of a second language (Flege 1995).
The population tested by Pajak & Levy (2011a)
consisted of adult native speakers of American En-
glish, a language in which length is not used con-
trastively. Thus, the low number of ‘different’ re-
sponses in the experiments can be attributed to
participants’ prior bias against category distinc-
tions based on length. The model, on the other
hand, has only a weak prior that was meant to be
easily overridden by data.

This last point is of direct relevance for the
area of second language (L2) acquisition, where
one of the main research foci is to investigate
the effects of native-language knowledge on L2
learning. The model we proposed here can poten-
tially be used to systematically investigate the role
of native-language biases when learning category
distinctions in a new language. In particular, an L2
learner, whose linguistic representations include
two languages, could be implemented by adding
a language-level node to the model’s hierarchical
structure (through an additional Dirichlet process).
This extension will allow for category structures to
be shared not just within a language for different
sound classes, but also across languages, thus ef-
fectively acting as a native-language bias.

As a final note, we briefly discuss alternative
ways of modeling generalization in phonetic cat-
egory learning. In the model we described in this
paper, whole categories are generalized from one
class to another. However, one might imagine an-
other approach to this problem where generaliza-

tion is a byproduct of learners’ attending more
to the dimension that they find to be relevant for
distinguishing between some categories in a lan-
guage. That is, learners’ knowledge would not in-
clude the expectation that whole categories may
be shared across classes, as we argued here, but
rather that a given phonetic dimension is likely
to be reused to distinguish between categories in
multiple sound classes.

This intuition could be implemented in differ-
ent ways. In a Dirichlet process model of category
learning, the concentration parameter α might be
learned, and shared for all classes along a given
phonetic dimension, thus producing a bias to-
ward having a similar number of categories across
classes. Alternatively, the variance of categories
along a given dimension might be learned, and
also shared for all classes. Under this scenario,
learning category variance along a given dimen-
sion would help categorize novel sounds along that
dimension. That is, two novel datapoints would be
likely categorized into separate categories if the in-
ferred variance along the relevant dimension was
smaller than the distance between the datapoints,
but into a single category if the inferred variance
was comparable to that distance.

Finally, this model assumes that sound classes
are given in advance, and that only the categories
within each class are learned. While this assump-
tion may seem warranted for some types of per-
ceptually dissimilar sound classes (e.g., conso-
nants and vowels), and also may be appropriate
for L2 acquisition, it is not clear that it is true for
all sound classes that allow for generalization in
infancy. It remains for future work to determine
how learners may generalize while simultaneously
learning the sound classes.

We plan to pursue all these directions in fu-
ture work with the ultimate goal of improving our
understanding how human learners represent their
linguistic knowledge and how they use it when ac-
quiring a new language.
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Abstract
Recent work in computational psycholin-
guistics shows that morpheme lexica can
be acquired in an unsupervised man-
ner from a corpus of words by select-
ing the lexicon that best balances pro-
ductivity and reuse (e.g. Goldwater et
al. (2009) and others). In this paper,
we extend such work to the problem of
acquiring non-concatenative morphology,
proposing a simple model of morphology
that can handle both concatenative and
non-concatenative morphology and apply-
ing Bayesian inference on two datasets of
Arabic and English verbs to acquire lex-
ica. We show that our approach success-
fully extracts the non-contiguous triliteral
root from Arabic verb stems.

1 Introduction

What are the basic structure-building operations
that enable the creative use of language, and how
do children exposed to a language acquire the in-
ventory of primitive units which are used to form
new expressions? In the case of word forma-
tion, recent work in computational psycholinguis-
tics has shown how an inventory of morphemes
can be acquired by selecting a lexicon that best
balances the ability of individual sound sequences
to combine productively against the reusability of
those sequences (e.g., Brent (1999), Goldwater et
al. (2009), Feldman et al. (2009), O’Donnell et al.
(2011), Lee et al. (2011).) However, this work
has focused almost exclusively on one kind of
structure-building operation: concatenation. The
languages of the world, however, exhibit a variety
of other, non-concatenative word-formation pro-
cesses (Spencer, 1991).

Famously, the predominant mode of Semitic
word formation is non-concatenative. For exam-
ple, the following Arabic words, all related to

the concept of writing, share no contiguous se-
quences of segments (i.e., phones), but they do
share a discontinuous subsequence

√
ktb, which

has been traditionally analyzed as an independent
morpheme, termed the “root”.

kataba “he wrote”
kutiba “it was written”
yaktubu “he writes”
ka:tib “writer”
kita:b “book”
kutub “books”
maktab “office”

Table 1: List of Arabic words with root
√

ktb

Many Arabic words appear to be constructed
via a process of interleaving segments from dif-
ferent morphemes, as opposed to concatenation.

Concatenative
cook

PAST

c o o k e d

Non-concatenative
cook

PAST

T a b a x a

Figure 1: Schematic of concatenative vs non-
concatenative morphology

Such non-concatenative morphology is perva-
sive in the world’s languages. Even English,
whose morphology is fundamentally concatena-
tive, displays pockets of non-concatenative behav-
ior, for example in the irregular past tenses (see
Table 2).

In these words, the stem vowels undergo ablaut
changing between tenses. This cannot be han-
dled in a purely concatenative framework unless
we consider these words listed exceptions. How-
ever, such irregulars do show limited productiv-
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bite /bajt/ bit /bIt/
sing /sIN/ sang /sæN/
give /gIv/ gave /gejv/
feel /fil/ felt /fElt/

Table 2: Examples of English irregular verbs

ity (see Albright and Hayes (2003), Prasada and
Pinker (1993), Bybee and Slobin (1982), Bybee
and Moder (1983), Ambridge (2010)), and in other
languages such stem changing processes are fully
productive.

In Semitic, it is clear that non-concatenative
word formation is productive. Borrowings from
other languages are modified to fit the avail-
able non-concatenative templates. This has also
been tested psycholinguistically: Berman (2003),
for instance, shows that Hebrew-speaking pre-
schoolers can productively form novel verbs out
of nouns and adjectives, a process that requires the
ability to extract roots and apply them to existing
verbal templates.

Any model of word formation, therefore, needs
to be capable of generalizing to both concatenative
and non-concatenative morphological systems. In
this paper, we propose a computational model of
word formation which is capable of capturing both
types of morphology, and explore its ramifications
for morphological segmentation.

We apply Bayesian inference on a small cor-
pus of Arabic and English words to learn the mor-
phemes that comprise them, successfully learning
the Arabic root with great accuracy, but less suc-
cessfully English verbal inflectional suffixes. We
then examine the shortcomings of the model and
propose further directions.

2 Arabic Verbal Morphology

In this paper, we focus on Arabic verbal stem mor-
phology. The Arabic verbal stem is built from
the interleaving of a consonantal root and a vo-
calism that conveys voice (active/passive) and as-
pect (perfect/imperfect). The stem can then un-
dergo further derivational prefixation or infixation.
To this stem inflectional affixes indicating the sub-
ject’s person, number and gender are then added.
In the present work, we focus on stem morphol-
ogy, leaving inflectional morphology to future ex-
tensions of the model.

There are nine common forms of the Arabic ver-
bal stem, also known by the Hebrew grammati-

cal term binyan. In Table 3,
√

fQl represents the
triconsonantal root. Only the perfect forms are
given.

Form Active Passive
I faQal fuQil
II faQQal fuQQil
III faaQal fuuQil
IV PafQal PufQil
V tafaQQal tufuQQil
VI tafaaQal tufuuQil
VII PinfaQal -
VIII PiftaQal PiftiQil
X PistafQal PistufQil

Table 3: List of common Arabic verbal binyanim

Each of these forms has traditionally been asso-
ciated with a particular semantics. For example,
Form II verbs are generally causatives of Form I
verbs, as is kattab “to cause to write” (c.f. katab
“to write”). However, as is commonly the case
with derivational morphology, these semantic as-
sociations are not completely regular: many forms
have been lexicalized with alternative or more spe-
cific meanings.

2.1 Theoretical accounts
The traditional Arab grammarians’ account of the
Arabic verb was as follows: each form was asso-
ciated with a template with slots labelled C1, C2

and C3, traditionally represented with the conso-
nants

√
fQl, as described above. The actual root

consonants were slotted into these gaps. Thus the
template of the Form VIII active perfect verb stem
was taC1aC2C2aC3. This, combined with the tri-
consonantal root, made up the verbal stem.

Template t a C1 a C2 C2 a C3

Root f Q l

Figure 2: Traditional analysis of Arabic Form V
verb

The first generative linguistic treatment of Ara-
bic verbal morphology (McCarthy, 1979; Mc-
Carthy, 1981) adopted the notion of the root
and template, but split off the derivational pre-
fixes and infixes and vocalism from the template.
Borrowing from the technology of autosegmental
phonology (Goldsmith, 1976), the template was
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now comprised of C(onsonant) and V(owel) slots.
Rules governing the spreading of segments en-
sured that consonants and vowels appeared in the
correct positions within a template.

Under McCarthy’s model, the analysis for
[tafaQQal] would be as follows:

CV Template C V C V C C V C

Prefix
t Root

f Q l

Vocalism
a

Figure 3: McCarthy analysis of Arabic Form V
verb

While increasing the number of morphemes as-
sociated with each verb, the McCarthy approach
economized on the variety of such units in the lex-
icon. The inventory of CV templates was limited;
there were three vocalisms corresponding to active
and passive voice intersecting with perfect and im-
perfect aspect; and only four derivational prefixes
(/P/,/n/,/t/,/st/), one of which became an infix via
morphophonological rule in Form VIII.1

We adopt a middle ground between the tradi-
tional Arab grammarians’ description of the ver-
bal stem and McCarthy’s analysis as our starting
point. We describe this approach in the next sec-
tion.

3 The Approach

Our initial model of morphology adopts Mc-
Carthy’s notion of an abstract template, but coa-
lesces the prefixes and infixes with the vocalism
into what we term the “residue.” Each stem is
thus composed of two morphemes: the root and
the residue, and their interleaving is dictated by a
template with slots for root and residue segments.

For example, Piktatab = - - - r - - r - r (template)
+ ktb (root) + Pitaa (residue), where r indicates a
root segment and - a residue segment.

The residue may be of length 0, effectively mak-
ing the word consist of a single morpheme. Con-
catenative morphology may be modelled in this

1Other theories of Arabic morphology that reject the ex-
istence of the root are also extant in the literature; see e.g.
(Bat-El, 1994) for a stem modification and vowel overwriting
approach.

framework by grouping all the root segments to-
gether, for example cooked [kukt] = r r r - (tem-
plate) + kuk (root) + t (residue).

The template, root and residue are each drawn
from a separate sub-lexicon, modeled using tools
from Bayesian non-parametric statistics (see Sec-
tion 4). These tools put a prior distribution on the
lexica that biases them in favour of reusing exist-
ing frequent forms and small lexica by promoting
maximal sharing of morphemes.

When applied to data, we derive a segmentation
for each word into a root and a residue.

4 Model

Following earlier work on Bayesian lexicon learn-
ing (e.g. Goldwater et al. (2009), we use a distri-
bution over lexical items known as the Pitman–Yor
Process (PYP) (Pitman and Yor, 1995). LetG be a
distribution over primitive phonological elements
of the lexicon (e.g., words, roots, residues, tem-
plates, morphemes, etc.). The behavior of PYP
process PYP(a, b,G) with base measure G and pa-
rameters a and b can be described as follows. The
first time we sample from PYP(a, b,G) a new lex-
ical item will be sampled using G. On subsequent
samples from PYP(a, b,G), we either reuse an ex-
isting lexical item i with probability ni−a

N+b , where
N is the number of lexical items sampled so far, ni

is the number of times that lexical item i has been
used in the past, and 0 ≤ a ≤ 1 and b > −a are
parameters of the model. Alternatively, we sample
a new lexical item with probability aK+b

N+b , where
K is the number of times a new lexical item was
sampled in the past from the underlying distribu-
tionG. Notice that this process induces a rich-get-
richer scheme for sampling from the process. The
more a particular lexical item has been reused, the
more likely it is to be reused in the future. The
Pitman–Yor process also produces a bias towards
smaller, more compact lexica.

In our model, we maintain three sublexica for
templates (LTp), roots (LRt), and residues (LRs)
each drawn from a Pitman–Yor process with its
own hyperparameters.

LX ∼ PYP(aX, bX , GX) (1)

where X ∈ {Tp,Rt,Rs} Words are drawn by
first drawing a template, then drawing a root and
a residue (of the appropriate length) and inserting
the segments from the root and residue in the ap-
propriate positions in the word as indicated by the
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template. Our templates are strings in {Rt,Rs}∗
indicating for each position in a word whether that
position is part of the word’s root (Rt) or residue
(Rs). These templates themselves are drawn from
a base measure GTp which is defined as follows.
To add a new template to the template lexicon first
draw a length for that template, K, from a Poisson
distribution.

K ∼ POISSON(5) (2)

We then sample a template of length K by
drawing a Bernoulli random variable ti for each
position i ∈ 1..K is a root or residue position.

ti ∼ BERNOULLI(θ) (3)

The base measure over templates, GTp, is de-
fined as the concatenation of the ti’s.

The base distributions over roots and residues,
GRt and GRs, are drawn in the following manner.
Having drawn a template, T we know the lengths
of the root, KRt, and residue KRt. For each posi-
tion in the root or residue ri where i ∈ 1..KRt/Rs,
we sample a phone from a uniform distribution
over phones.

ri ∼ UNIFORM(|alphabet|) (4)

5 Inference

Inference was performed via Metropolis–Hastings
sampling. The sampler was initialized by assign-
ing a random template to each word in the training
corpus. The algorithm then sampled a new tem-
plate, root, and residue for each word in the corpus
in turn. The proposal distribution over templates
for our sampler considered all templates currently
in use by another word, as well as a randomly gen-
erated template from the prior. Samples from this
proposal distribution were corrected into the true
distribution using the Metropolis–Hastings crite-
rion.

6 Related work

The approach of this paper builds on previ-
ous work on Bayesian lexicon learning start-
ing with Goldwater et al. (2009). However,
to our knowledge, this approach has not been
applied to non-concatenative morphological seg-
mentation. Where it has been applied to Arabic
(e.g. Lee et al. (2011)), it has been applied to un-
vowelled text, since standard Arabic orthography

drops short vowels. However, this has the effect of
reducing the problem mostly to one of concatena-
tive morphology.

Non-concatenative morphology has been ap-
proached computationally via other research,
however. Kataja and Koskenniemi (1988) first
showed that Semitic roots and patterns could be
described using regular languages. This insight
was subsequently computationally implemented
using finite state methods by Beesley (1991) and
others. Roark and Sproat (2007) present a model
of both concatenative and non-concatenative mor-
phology based on the operation of composition
that is similar to the one we describe above.

The narrower problem of isolating roots from
Semitic words, for instance as a precursor to in-
formation retrieval, has also received much atten-
tion. Existing approaches appear to be mostly
rule-based or dictionary-based (see Al-Shawakfa
et al. (2010) for a recent survey).

7 Experiments

We applied the morphological model and infer-
ence procedure described in Sections 4 and 5 to
two datasets of Arabic and English.

7.1 Data

The Arabic corpus for this experiment consisted
of verbal stems taken from the verb concordance
of the Quranic Arabic Corpus (Dukes, 2011). All
possible active, passive, perfect and imperfect
fully-vowelled verbal stems for Forms I–X, ex-
cluding the relatively rare Form IX, were gener-
ated. We used this corpus rather than a lexicon as
our starting point to obtain a list of relatively high
frequency verbs.

This list of stems was then filtered in two ways:
first, only triconsonantal “strong” roots were con-
sidered. The so-called “weak” roots of Arabic ei-
ther include a vowel or semi-vowel, or a doubled
consonant. These undergo segmental changes in
various environments, which cannot be handled by
our current generative model.

Secondly, the list was filtered through the Buck-
walter stem lexicon (Buckwalter, 2002) to obtain
only stems that were licit according to the Buck-
walter morphological analyzer.

This process yielded 1563 verbal stems, com-
prising 427 unique roots, 26 residues, and 9 tem-
plates. The stems were supplied to the sampler in
the Buckwalter transliteration.
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The English corpus was constructed along sim-
ilar lines. All verb forms related to the 299 most
frequent lemmas in the Penn Treebank (Marcus et
al., 1999) were used, excluding auxiliaries such as
might or should. Each lemma thus had up to five
verbal forms associated with it: the bare form (for-
get), the third person singular present (forgets), the
gerund (forgetting), past tense (forgot), and past
participle (forgotten).

This resulted in 1549 verbal forms, compris-
ing 295 unique roots, 108 residues, and 55 tem-
plates. CELEX (Baayen et al., 1995) pronuncia-
tions for these words were supplied to the sampler
in CELEX’s DISC transliteration.

Deriving a gold standard analysis for English
verbs was less straightforward than in the Arabic
case. The following convention was used: The
root was any subsequence of segments shared by
all the forms related to the same lemma. Thus, for
the example lemma of forget, the correct template,
root and residue were deemed to be:

forget f@gEt r r r - r f@gt E
forgets f@gEts r r r - r - f@gt Es
forgot f@gQt r r r - r f@gt Q
forgetting f@gEtIN r r r - r - - f@gt EIN
forgotten f@gQtH r r r - r - f@gt QH

Table 4: Correct analyses under the root/residue
model for the lemma forget

37 templates were concatenative, and 18 non-
concatenative. The latter were necessary to ac-
commodate 46 irregular lemmas associated with
254 forms.

7.2 Results and Discussion

We ran 10 instances of the sampler for 200 sweeps
through the data. For the Arabic training set, this
number of sweeps typically resulted in the sam-
pler finding a local mode of the posterior, making
few further changes to the state during longer runs.
An identical experimental set-up was used for En-
glish. Evaluation was performed on the final state
of each sampler instance.

The correctness of the sampler’s output was
measured in terms of the accuracy of the tem-
plates it predicted for each word. The word-level
accuracy indicates the number of words that had
their entire template correctly sampled, while the
segment-level accuracy metric gives partial credit
by considering the average number of correct bits
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r - - r - r

r - r - - r

r - - - r - r

- - r - r - r
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Figure 4: Unweighted accuracy with which each
template was sampled

(r versus -) in each sampled template.
Table 5 shows the average accuracy of the 10

samples, weighted by each sample’s joint proba-
bility.

Accuracy Word-level Segment-level
Arabic 92.3% 98.2%
English 43.9% 85.3%

Table 5: Average weighted accuracy of samples

Arabic Analyses Figure 4 shows the average
unweighted accuracy with which each of the 9
Arabic templates was sampled.

Figure 4 reveals an effect of both the rarity and
the length of each template. For instance, the per-
formance on template r - - r - r (second bar from
left) is exceptionally low, but this is the result
of there being only one instance of this template
in the training set: Euwqib, the passive form of
the Form III verb of root Eqb, in the Buckwalter
transliteration.2 In addition, the longer the word,

2This is an artifact of Arabic orthography and the Buck-
walter transliteration, which puts the active form EAqab with
template r - r - r in correspondence with the passive template
r - - r - r.
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the poorer the performance of the model. This is
likely the result of the difficulty of searching over
the space of templates for longer forms. Since the
number of potential templates increases exponen-
tially with the length of the form, finding the cor-
rect template becomes increasingly difficult. This
problem can likely be addressed in future mod-
els by adopting an analysis similar to McCarthy’s
whereby the residue is further subdivided into vo-
calism, prefixes and infixes. Note that even in such
long forms, however, the letters belonging to the
root were generally isolated in one of the two mor-
phemes.

English Analyses The English experiment
yielded poorer results than the Arabic dataset.
The statistics of the datasets reveal the cause of the
failure of the English model: the English dataset
had several times more residues and templates
than the Arabic dataset did, thus lacking as much
uniform structure. Nevertheless, the relatively
high segment-level accuracy shows that the model
tended to find templates that were only incorrect
in 1 or 2 positions.

The dominant pattern of errors was in the di-
rection of overgeneralization of the concatenative
templates to the irregular forms. Out of the 254
words related to a lemma with an irregular past
form, 241 received incorrect templates, 232 of
which were concatenative, often correctly splitting
off the regular suffix where there was one. For
example, sing and singing were parsed as sing+∅
and sing+ing, while sung was parsed as a separate
root. Note that under an analysis of English ir-
regulars as separate memorized lexical items, the
sampler behaved correctly in such cases.

However, out of 1295 words related to perfectly
regular lemmas, the sampler determined 628 tem-
plates incorrectly. Out of these, 325 were given
concatenative templates, but with too much or too
little segmental material allocated to the suffix.
For example, the word invert was analyzed as in-
ver+t, with its other forms following suit as in-
ver+ted, inver+ting and inver+ts. This is likely
due to subregularities in the word corpus: with
many words ending with -t, this analysis becomes
more attractive.

The remaining 303 regular verbs were given
non-concatenative templates. For instance, iden-
tify was split up into dfy and ienti. No consistent
pattern could be discerned from these cases.

8 Conclusion

We have proposed a model of morpheme-lexicon
learning that is capable of handling concatena-
tive and non-concatenative morphology up to the
level of two morphemes. We have seen that
Bayesian inference on this model with an Ara-
bic dataset of verbal stems successfully learns the
non-contiguous root and residue as morphemes.

In future work, we intend to extend our sim-
plified model of morphology to McCarthy’s com-
plete model by adding concatenative prefixation
and suffixation processes and segment-spreading
rules. Besides being capable of handling the in-
flectional aspects of Arabic morphology, we an-
ticipate that this extension will improve the per-
formance of the model on Arabic verbal stems
as well, since the number of non-concatenative
templates that have to be learned will decrease.
For example, the template for the Form V verb
[tafaQQal] can be reduced to that for the Form II
verb [faQQal] plus an additional prefix.

We also anticipate that the performance on En-
glish will be vastly improved, since the dominant
mode of word formation in English is concate-
native, while the small number of irregular past
tenses and plurals that undergo ablaut can be han-
dled using the non-concatenative architecture of
the model. This would also be more in line with
native speakers’ intuitions and linguistic analyses
of English morphology.
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Abstract

We use a set of enriched n-gram models to track

grammaticality judgements for different sorts of

passive sentences in English. We construct these

models by specifying scoring functions to map the

log probabilities (logprobs) of an n-gram model for

a test set of sentences onto scores which depend

on properties of the string related to the parame-

ters of the model. We test our models on classifica-

tion tasks for different kinds of passive sentences.

Our experiments indicate that our n-gram models

achieve high accuracy in identifying ill-formed pas-

sives in which ill-formedness depends on local rela-

tions within the n-gram frame, but they are far less

successful in detecting non-local relations that pro-

duce unacceptability in other types of passive con-

struction. We take these results to indicate some of

the strengths and the limitations of word and lexical

class n-gram models as candidate representations of

speakers’ grammatical knowledge.

1 Introduction

Most advocates (Pereira, 2000; Bod et al., 2003)
and critics (Chomsky, 1957; Fong et al., 2013) of a
probabilistic view of grammatical knowledge have
assumed that this view identifies the grammatical
status of a sentence directly with the probability of
its occurrence. By contrast, we seek to character-
ize grammatical knowledge statistically, but with-
out reducing grammaticality directly to probabil-
ity. Instead we specify a set of scoring procedures
for mapping the logprob value of a sentence into
a relative grammaticality score, on the basis of the
properties of the sentence and of the logprobs that
an n-gram word model generates for the corpus
containing the sentence. A scoring procedure in
this set generates scores in terms of which we con-
struct a grammaticality classifier, using a param-
eterized standard deviation from the mean value.
The classifier provides a procedure for testing the

accuracy of different scoring criteria in separat-
ing grammatical from ungrammatical passive sen-
tences.

We evaluate this approach by applying it to
the task of distinguishing well and ill-formed sen-
tences with passive constructions headed by four
different sorts of verbs: intransitives (appear,
last), pseudo-transitives, which take a restricted
set of notional objects (laugh a hearty laugh,
weigh 10 kg), ambiguous transitives, which allow
both agentive and thematic subjects (the jeans /
the tailor fitted John), and robust transitives that
passivize freely (write, move). Intransitives and
pseudo-transitives generally yield ill-formed pas-
sives. Passives formed from ambiguous transitives
tend to be well-formed only on the agentive read-
ing. Robust transitives, for the most part, yield
acceptable passives, even if they are semantically
(or pragmatically) odd.

Experimenting with several scoring procedures
and alternative values for our standard deviation
parameter, we found that our classifier can distin-
guish pairwise between elements of the first two
classes of passives and those of the latter two with
a high degree of accuracy. However, its perfor-
mance is far less reliable in identifying the differ-
ence between ambiguous and robust transitive pas-
sives. The first classification task relies on local
lexical patterns that can be picked up by n-gram
models, while the second requires identification of
anomalous relations between passivized verbs and
by-phrases, which are not generally accessible to
measurement within the range of an n-gram.

We also observed that as we increased the size
of the training corpus, the performance of our en-
riched models on the classification task also in-
creased. This result suggests that better n-gram
language models are more sensitive to the sorts of
patterns that our scoring procedures rely on to gen-
erate accurate grammaticality classifications.

We note the important difference between

28



grammaticality and acceptability. Following stan-
dard assumptions, we take grammaticality to be
a theoretical notion, and acceptability to be an
empirically testable property. Acceptability is, in
part, determined by grammaticality, but also by
factors such as sentence length, processing limi-
tations, semantic acceptability and many other el-
ements. Teasing apart these two concepts, and ex-
plicating their precise relationship raises a host of
subtle methodological issues that we will not ad-
dress here. Oversimplifying somewhat, we are try-
ing to reconstruct a gradient notion of grammati-
cality which is derived from probabilistic models,
that can serve as a core component of a full model
of acceptability.

We distinguish our task from the standard task
of error detection in NLP (e.g. Post (2011)),
that can be used in various language processing
systems, such as machine translation (Pauls and
Klein, 2012), language modeling and so on. In
error detection, the problem is a supervised learn-
ing task. Given a corpus of examples labeled as
grammatical or ungrammatical, the problem is to
learn a classifier to distinguish them. We use su-
pervised learning as well, but only to measure the
upper bound of an unsupervised learning method.
We assume that native speakers do not, in general,
have access to systematic sets of ungrammatical
sentences that they can use to calibrate their judge-
ment of acceptability. Rather ungrammatical sen-
tences are unusual or unlikely. However, we use
some ungrammatical sentences to set an optimal
threshold for our scoring procedures.

2 Enriched N-Gram Language Models

We assume that we have some high quality lan-
guage model which defines a probability distri-
bution over whole sentences. As has often been
noted, it is not possible to reduce grammatical-
ity directly to a probability of this type, for sev-
eral reasons. First, if one merely specifies a fixed
probability value as a threshold for grammatical-
ity, where strings are deemed to be grammatical
if and only if their probability is higher than the
threshold, then one is committed to the existence
of only a finite number of grammatical sentences.
The probabilities of the possible strings of words
in a language sum to 1, and so at most 1/ε sen-
tences can have a probability of at least ε. Second,
probability can be affected by factors that do not
influence grammaticality. For example, the word

’yak’ is rarer (and therefore less probable) than the
word ’horse’, but this does not affect the relative
grammaticality of ’I saw a horse’ versus ’I saw a
yak’. Third, a short ungrammatical sentence may
have a higher probability than a long grammatical
sentence with many rare words.

In spite of these arguments against a naive re-
duction of grammaticality, probabilistic inference
does play a role in linguistic judgements, as in-
dicated by the fact that they are often gradient.
Probabilistic inference is pervasive throughout all
domains of cognition (Chater et al., 2006), and
therefore it is plausible to assume that knowledge
of language is also probabilistic in nature. More-
over language models do seem to play a crucial
role in speech recognition and sentence process-
ing. Without them we would not be able to under-
stand speech in a noisy environment.

We propose to accommodate these different
considerations by using a scoring function to map
probabilities to grammaticality rankings. This
function does not apply directly to probabilities,
but rather to the parameters of the language model.
The probability of a particular sentence with re-
spect to a log-linear language model will be the
product of certain parameters: in log space, the
sum. We define scores that operate on this collec-
tion of parameters.

2.1 Scores

We have experimented with scores of two differ-
ent types that correlate with the grammaticality
of a sentence. Those of the first type are dif-
ferent implementations of the idea of normaliz-
ing the logprob assigned by an n-gram model to
a string by eliminating the significance of factors
that do not influence the grammatical status of a
sentence, such as sentence length and word fre-
quency. Scores of the second type are based on the
intuition that the (un)grammaticality of a sentence
is largely determined by its problematic compo-
nents. These scores are functions of the lowest
scoring n-grams in the sentence.

Mean logprob (ML) This score is the logprob
of the entire sentence divided by the length of the
sentence, or equivalently the mean of the logprobs
for the single trigrams:
ML = 1

n logPTRIGRAM(〈w1, . . . , wn〉)
By normalizing the logprob for the entire sentence
by its length we eliminate the effect of sentence
length on the acceptability score.
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Weighted mean logprob (WML) This score is
calculated by dividing the logprob of the entire
sentence by the sum of the unigram probabilities
of the lexical items that compose the sentence:
WML = log PTRIGRAM(〈w1,...,wn〉)

log PUNIGRAM(〈w1,...,wn〉)
This score eliminates at the same time the effect of
the length of the sentence and the lower probabil-
ity assigned to sentences with rare lexical items.

Synctactic log odds ratio (SLOR) This score
was first used by Pauls and Klein (2012) and
performs a normalization very similar to WML
(we will see below that in fact the two scores are
basically equivalent):
SLOR =
log PTRIGRAM(〈w1,...,wn〉)−log PUNIGRAM(〈w1,...,wn〉)

n

Minimum (Min) This score is equal to the low-
est logprob assigned by the model to the n-grams
of the sentence divided by the unigram logprob of
the lexical item heading the n-gram:
Min = mini

[
log P (wi|wi−2wi−1)

log P (wi)

]
In this way, if a single n-gram is assigned a low
probability (normalized for the frequency of its
head lexical item), then this low score is in some
sense propagated to the whole sentence.

Mean of the first quartile (MFQ) This score
is a generalization of the Min score. We order
the single n-gram logprobs from the lowest to the
highest, and we consider the first (lowest) quar-
tile. We then normalize the logprobs for these n-
grams by the unigram probability of the head lex-
ical item, and we take the mean of these scores.
In this way we obtain a score that is more robust
than the simple Min, as, in general, a grammatical
anomaly influences the logprob of more than one
n-gram.

2.2 N-Gram Models
We are using n-gram models on the understand-
ing that they are fundamentally inadequate for de-
scribing natural languages in their full syntactic
complexity. In spite of their limitations, they are a
good starting point, as they perform well as lan-
guage models across a wide range of language
modeling tasks. They are easy to train, as they
do not require annotated training data.

We do not expect that our n-gram based gram-
maticality scores will be able to idenitfy all of the
cases of ungrammaticality that we encounter. Our
working hyposthesis is that they can capture cases

of ill-formedness that depend on local factors, that
can be identified within n-gram frames, as op-
posed to those which involve non-local relations.
If these models can detect local grammaticality vi-
olations, then we will have a basis for thinking
that richer, more structured language models can
recognize non-local as well as local sources of un-
grammaticality.

3 Experiments with Passives

Rather than trying to test the performance of these
models over all types of ungrammaticality, we
limit ourselves to a case study of the passive. By
tightly controlling the verb types and grammat-
ical construction to which we apply our models
we are better able to study the power and the lim-
its of these models as candidate representations of
grammatical knowledge.

3.1 Types of Passives

Our controlled experiments on passives are, in
part, inspired by speakers’ judgments discussed in
Ambridge et al. (2008). Their experimental work
measures the acceptability of various passive sen-
tences.

The active-passive alternation in English is ex-
emplified by the pair of sentences

• John broke the window.

• The window was broken by John.

The acceptability of the passive sentence de-
pends largely on lexical properties of the verb.
Some verbs do not allow the formation of the pas-
sive, as in the case of pure intransitive verbs like
appear, discussed below, which permit neither the
active transitive, nor the passive.

We conducted some prelimiary experiments,
not reported here, on modelling the data on pas-
sives from recent work in progress that Ben Am-
bridge and his colleagues are doing, and which
he was kind enough to make available to us. We
observed that the scores we obtained for our lan-
guage models did not fully track these judgements,
but we did notice that we obtained much better
correlation at the low end of the judgment distri-
bution. In Ambridge’s current data this judgement
range corresponds to passives constructed with in-
transitive verbs.

The Ambridge data indicates that the capacity
of verbs to yield well-formed passive verb phrases
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forms a continuum. Studying the judgement pat-
terns in this data we identified four reasonably
salient points along this hierarchial continuum.

First, at the low end, we have intransitives
like appear: (*John appeared the book. *The
book was appeared). Next we have what may be
described as pseudo-transitives verbs like laugh,
which permit only notional NP objects and do not
easily passivize (Mary laughed a hearty laugh/*a
joke. ?A hearty laugh/*A joke was laughed by
Mary) above them. These are followed by cases
of ambiguous transitives like fit, which, in active
form, carry two distinct readings that correspond
to an agentive and a thematic subject, respectively.

• The tailor fitted John for a new suit.

• The jeans fitted John

Only the agentive reading can be passivized.

• John was fitted by the tailor.

• *John was fitted by the jeans.

Finally, the most easily passivized verbs are ro-
bust transitives, which take the widest selection of
NP subjects in passive form (John wrote the book.
The book was written by John).

This continuum causes well-formedness in pas-
sivization to be a gradient property, as the Am-
bridge data illustrates. Passives tend to be more
or less acceptable along this spectrum. The gradi-
ence of acceptability for passives implies the par-
tial overlap of the score distributions for the differ-
ent types of passives that our experiments show.

The experiments were designed to test our hy-
pothesis that n-gram based language models are
capable of detecting ungrammatical patterns only
in cases where they do not depend on relations
between words that cross the n-word boundary
applied in training. Therefore we expect such a
model to be capable of detecting the ungrammati-
cality of a sentence like A horrible death was died
by John, because the trigrams death was died, was
died by and died by John are unlikely to appear
in any corpus of English. On the other hand, we
do not expect a trigram model to store the infor-
mation necessary to identify the relative anomaly
of a sentence like Two hundred people were held
by the theater, because all the trigrams (as well as
the bigrams and the unigrams) that constitute the
sentence are likely to appear with reasonable fre-
quency in a large corpus of English.

The experiments generalize this observation
and test the performance of n-gram models on a
wider range of verb types. To quantify the per-
formance of the different models we derive simple
classifiers using the scores we have defined and
testing them in a binary classification task. This
task measures the ability of the classifier to dis-
tinguish between grammatical sentences, and sen-
tences containing different types of grammatical
errors.

The models are trained in an unsupervised man-
ner using only corpus data, which we assume to be
uniformly grammatical. In order to evaluate the
scoring methods, we use some supervised data to
set the optimal value of a simple threshold. This is
not however a supervised classification task: we
want to see how well the scores could be used
to separate grammatical and ungrammatical data,
and though unorthodox, this seems a more direct
way of measuring this conditional property than
stipulating some fixed threshold.

3.2 Training data

We used the British National Corpus (BNC) (BNC
Consortium, 2007) to obtain our training data. We
trained six different language models, using six
different subcorpora of the BNC. The first model
used the entire collection of written texts anno-
tated in the BNC, for a total of approximately 100
million words. The other models were trained on
increasingly smaller portions of the written texts
collection: 40 million words, 30 million words, 15
million words, 7.6 million words, and 3.8 million
words. We constructed these corpora by randomly
sampling an appropriate number of complete sen-
tences.

All models were trained on word sequences.
For smoothing the n-gram probability distribu-
tions we used Kneser-Ney interpolation, as de-
scribed in Goodman (2001).

3.3 Test data

We constructed the test data for our hypothesis in
a controlled fashion. We first compiled a list of
verbs for each of the four verb types that we con-
sider (intransitives, pseudo-transitives, ambiguous
transitives, and robust transitives). We selected
verbs from the BNC that appeared at least 100
times in their past participle form in the entire cor-
pus in order to ensure a sufficient number of pas-
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sive uses in the training data.1 We selected 40 in-
transitive verbs, 13 pseudo transitives, 23 ambigu-
ous transitives and 40 transitive verbs. To clas-
sify the verbs we relied on our intuitions as native
speakers of English.

Using these lists we automatically generated
four corpora by selecting an agent and a patient
from a predefined pool of NPs, randomly select-
ing a determiner (if necessary) and a number (if
the NP allows plurals). The resulting corpora are
of the following sizes:

• intransitive verbs – 24480 words, 3240 sen-
tences,

• pseudo transitive verbs – 7956 words, 1053
sentences,

• ambiguous transitive verbs – 14076 words,
1863 sentences,

• robust transitive verbs – 24480 words, 3240
sentences.

Each corpus was evaluated by the six models.
We computed our derived scores for each sentence
on the basis of the logprobs that the language mod-
els assigns.

3.4 Binary classifiers

For each model and for each score we constructed
a set of simple binary classifiers on the basis of
the results obtained for the transitive verb corpus.
We took the mean of each score assigned by the
model to the transitive sentences, and we set dif-
ferent thresholds by subtracting from this value
a number of standard deviations ranging from 0
to 2.75. The rationale behind these classifiers is
that, assuming the passives of the robust transi-
tives to be grammatical, the scores for the other
cases should be comparatively lower. Therefore
by setting a threshold “to the left” of the mean we
should be able to distinguish between grammati-
cal sentences, whose score is to the right of the
threshold, and ungrammatical ones, expected to a
have a score lower than the threshold. Formally
the classifier is defined as follows:

cs(w) =

{
+ if s(w) ≥ m− S · σ
− otherwise

(1)

1Notice that in most cases the past participle form is the
same as the simple past form, and for this reason we set the
threshold to such a high value.

where s is one of our scores, w is the sentence to
be classified, s(w) represents the value assigned
by the score to sentence w, m is the mean for
the score in the transitive condition, σ is the stan-
dard deviation for the score again in the transitive
condition, and S is a factor by which we move
the threshold away from the mean. The classi-
fier assigns the grammatical (+) tag only to those
sentences that are assigned values higher than the
threshold m− S · σ.

Alternatively in terms of the widely used z-
score, defined as zs(w) = (s(w) −m)/σ we can
say that w is classified as grammatical iff zs(w) ≥
−S.

4 Results

For reasons of space we will limit the presenta-
tion of our detailed results to the 100 million word
model, as it offers the sharpest effects. We will,
however, also report comparisons on the most im-
portant metrics for the complete set of models.

In Figure 1 we show the distribution of the five
scores for the four different corpora (transitive,
ambiguous, pseudo, and intransitive) obtained us-
ing the 100 million word model. In all cases we
observe the same general pattern: the sentences in
the corpus generated with robust transitives are as-
signed comparatively high scores, and these grad-
ually decrease when we consider the ambiguous,
the pseudo and the intransitive conditions. Inter-
estingly, this order reflects the degree of “transi-
tivity” that these verb types exhibit. Notice, how-
ever, that the four conditions seem to group into
two different macro-distributions. On the right
we have the transitive-ambiguous sentences and
on the left the pseudo-intransitive cases. This par-
tially confirms our hypothesis that n-gram mod-
els have problems recognizing lexical dependen-
cies that determine the felicitousness of passives
constructed using ambiguous transitive verbs, as
these are, for the most part, non-local. Neverthe-
less, it is important to note that the overlap of the
distributions for these two cases is also due to the
fact that many cases in the ambiguous transitive
corpus are indeed grammatical.

Figure 2 summarizes the (balanced) accuracies
obtained by our classifiers for each comparison,
by each model. These results confirm our hy-
pothesis that the classifiers tend to perform better
when distinguishing passive sentences constructed
with a robust transitive verbs from those headed by
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Figure 1: Distributions of the six scores Logprob, ML, WML, SLOR, Min and MFQ for the four differ-
ent conditions (robust transitive passives, ambiguous transitive passives, pseudo transitive passives and
intransitive passives) for the 100 million words language model.

pseudo-transitives and intransitives.

In the comparison between transitive and am-
biguous transitive sentences, the classifiers are
“stuck” at around 60% accuracy. Using larger
training corpora produces only a marginal im-
provement. This contrasts with what we observe
for the transitive/pseudo and transitive/intransitive
classification tasks. In the transitive/pseudo task,
we already obtain reasonable accuracy with the
model trained with the smallest BNC subset.
Oddly, the overall best result is achieved with 30
million words, although the result obtained with
the model trained on the full BNC corpus is not
much lower. For the transitive/intransitive classifi-
cation task we observe a much steadier and larger
growth in accuracy, reaching the overall best result
of 85.1%. Table 1 reports the best results for each
comparison by each language model. For each
condition we report the best accuracy obtained, the
corresponding F1 score, the score that achieves the
best result, and the best accuracy obtained by just
using the logprobs. These results are obtained us-

ing different values for the S parameter. However,
in general the best results are obtained when the S
parameter is set to a value in the interval [0.5, 1.5].

In comparing the performance of the individ-
ual scores, we first notice that, while for the tran-
sitive/ambiguous comparison all scores perform
pretty much at the same level, there is a clear hier-
archy between scores for the other comparisons.

We observe that the baseline raw logprob as-
signed by the n-grams models performs much
worse than the scores, resulting in roughly 10%
less accuracy than the best performing score in ev-
ery condition. ML performs slightly better, obtain-
ing around 5% greater accuracy than logprob as a
predictor. This shows that even though the length
of the sentences in our test data is relatively con-
stant (between 9 and 11 words), there is still an
improvement if we take this structural factor into
account. The two scores WML and SLOR display
the same pattern, showing that they are effectively
equivalent. This is not surprising given that they
are designed to modify the raw logprob by tak-
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Figure 2: Accuracies for the classifiers for each model. S represents the number of standard deviations
“to the left” of the mean of the transitive condition score, used to set the threshold.

ing into account exactly the same factors (length
of the sentence and frequency of the unigrams that
compose the sentence). These two scores perform
generally better in the transitive/ambiguous com-
parison, and they achieve good performance when
the size of the training model is small. However,
for the most part, the two scores derived from the
logprobs of the least probable n-grams in the sen-
tence, Min and MFQ, get the best results. Min
exhibits erratic behavior (mainly due to its non-
normal distribution for each condition, as shown

in figure 1), and it seems to be more stable only
in the presence of a large training set. MFQ has
a much more robust contour, as it is significantly
less dependent on the choice of S.

5 Conclusions and Future Work

In Clark and Lappin (2011) we propose a model
of negative evidence that uses probability of oc-
currence in primary linguistic data as the basis for
estimating non-grammaticality through relatively
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Model Comparison Best accuracy F1 Best performing score Logprob accuracy
transitive/ambiguous 60.9% 0.7 SLOR 57.3%

3.8M transitive/pseudo 77% 0.81 MFQ 67.6%
transitive/intransitive 73.8% 0.72 SLOR 65.6%
transitive/ambiguous 62.9% 0.68 MFQ 57.8%

7.6M transitive/pseudo 78.5% 0.76 MFQ 69.1%
transitive/intransitive 75.8% 0.72 MFQ 67.3%
transitive/ambiguous 62.3% 0.66 WML 57.8%

15M transitive/pseudo 72.6% 0.78 SLOR 66.5%
transitive/intransitive 79.5% 78.3 MFQ 69.5%
transitive/ambiguous 63.3% 0.75 WML 58.9%

30M transitive/pseudo 83.1% 0.88 Min 71.2%
transitive/intransitive 81.8% 0.82 MFQ 72.2%
transitive/ambiguous 63.8% 0.75 SLOR 59.5%

40M transitive/pseudo 80.1% 0.86 Min 69.7%
transitive/intransitive 83.5% 0.83 SLOR 72.6%
transitive/ambiguous 63.3% 0.75 SLOR 58.4%

100M transitive/pseudo 80.3% 0.9 MFQ 71.3%
transitive/intransitive 85.1% 0.85 SLOR 73.8%

Table 1: Best accuracies

low frequency in a sample of this data. Here we
follow Clark et al. (2013) in effectively inverting
this strategy.

We identify a set of scoring functions based on
parameters of probabilistic models that we use to
define a grammaticality threshold, which we use
to classify strings as grammatical or ill-formed.
This model offers a stochastic characterisation of
grammaticality without reducing grammaticality
to probability.

We expect enriched lexical n-gram models of
the kind that we use here to be capable of rec-
ognizing the distinction between grammatical and
ungrammatical sentences when it depends on local
factors within the frame of the n-grams on which
they are trained. We further expect them not to be
able to identify this distinction when it depends on
non-local relations that fall outside of the n-gram
frame.

It might be thought that this hypothesis con-
cerning the capacities and limitations of n-gram
models is too obvious to require experimental sup-
port. In fact, this is not the case. Reali and Chris-
tiansen (2005) show that n-gram models can be
used to distinguish grammatical from ungrammat-
ical auxiliary fronted polar questions with a high
degree of success. More recently Frank et al.
(2012) argue for the view that a purely sequen-
tial, non-hierarchical view of linguistic structure is

adequate to account for most aspects of linguistic
knowledge and processing.

We have constructed an experiment with differ-
ent (pre-identified) passive structures that provides
significant support for our hypothesis that lexical
n-gram models are very good at capturing local
syntactic relations, but cannot handle more distant
dependencies.

In future work we will be experimenting with
more expressive language models that can repre-
sent non-local syntactic relations. We will pro-
ceed conservatively by first extending our enriched
lexical n-gram models to chunking models, and
then to dependency grammar models, using only
as much syntactic structure as is required to iden-
tify the judgement patterns that we are studying.

To the extent that this research is successful it
will provide motivation for the view that syntactic
knowledge is inherently probabilistic in nature.
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Abstract

Reading experiments using naturalistic

stimuli have shown unanticipated facili-

tations for completing center embeddings

when frequency effects are factored out.

To eliminate possible confounds due to

surface structure, this paper introduces a

processing model based on deep syntac-

tic dependencies. Results on eye-tracking

data indicate that completing deep syntac-

tic embeddings yields significantly more

facilitation than completing surface em-

beddings.

1 Introduction

Self-paced reading and eye-tracking experiments

have often been used to support theories about

inhibitory effects of working memory operations

in sentence processing (Just and Carpenter, 1992;

Gibson, 2000; Lewis and Vasishth, 2005), but it

is possible that many of these effects can be ex-

plained by frequency (Jurafsky, 1996; Hale, 2001;

Karlsson, 2007). Experiments on large naturalis-

tic text corpora (Demberg and Keller, 2008; Wu et

al., 2010; van Schijndel and Schuler, 2013) have

shown significant memory effects at the ends of

center embeddings when frequency measures have

been included as separate factors, but these mem-

ory effects have been facilitatory rather than in-

hibitory.

Some of the memory-based measures that pro-

duce these facilitatory effects (Wu et al., 2010; van

Schijndel and Schuler, 2013) are defined in terms

of initiation and integration of connected compo-

nents of syntactic structure,1 with the presumption

∗*Thanks to Micha Elsner and three anonymous review-
ers for their feedback. This work was funded by an Ohio State
University Department of Linguistics Targeted Investment
for Excellence (TIE) grant for collaborative interdisciplinary
projects conducted during the academic year 2012–13.

1Graph theoretically, the set of connected components

that referents that belong to the same connected

component may cue one another using content-

based features, while those that do not must rely

on noisier temporal features that just encode how

recently a referent was accessed. These measures,

based on left-corner parsing processes (Johnson-

Laird, 1983; Abney and Johnson, 1991), abstract

counts of unsatisfied dependencies from noun or

verb referents (Gibson, 2000) to cover all syntactic

dependencies, motivated by observations of Dem-

berg and Keller (2008) and Kwon et al. (2010) of

the inadequacies of Gibson’s narrower measure.

But these experiments use naturalistic stimuli

without constrained manipulations and therefore

might be susceptible to confounds. It is possible

that the purely phrase-structure-based connected

components used previously may ignore some in-

tegration costs associated with filler-gap construc-

tions, making them an unsuitable generalization of

Gibson-style dependencies. It is also possible that

the facilitatory effect for integration operations in

naturally-occurring stimuli may be driven by syn-

tactic center embeddings that arise from modifiers

(e.g. The CEO sold [[the shares] of the com-

pany]), which do not require any dependencies

to be deferred, but which might be systematically

under-predicted by frequency measures, produc-

ing a confound with memory measures when fre-

quency measures are residualized out.

In order to eliminate possible confounds due to

exclusion of unbounded dependencies in filler-gap

constructions, this paper evaluates a processing

model that calculates connected components on

deep syntactic dependency structures rather than

surface phrase structure trees. This model ac-

counts unattached fillers and gaps as belonging

to separate connected components, and therefore

performs additional initiation and integration op-

of a graph 〈V, E〉 is the set of maximal subsets of
it {〈V1, E1〉, 〈V2, E2〉, ...} such that any pair of vertices in
each Vi can be connected by edges in the corresponding Ei.
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Figure 1: Graphical representation of (a) a single

connected component of surface syntactic phrase

structure corresponding to (b) two connected com-

ponents of deep syntactic dependency structure for

the noun phrase the person who officials say stole

millions, prior to the word say. Connections es-

tablished prior to the word say are shown in black;

subsequent connections are shown in gray.

erations in filler-gap constructions as hypothesized

by Gibson (2000) and others. Then, in order to

control for possible confounds due to modifier-

induced center embedding, this refined model is

applied to two partitions of an eye-tracking cor-

pus (Kennedy et al., 2003): one consisting of sen-

tences containing only non-modifier center em-

beddings, in which dependencies are deferred, and

the other consisting of sentences containing no

center embeddings or containing center embed-

dings arising from attachment of final modifiers,

in which no dependencies are deferred. Processing

this partitioned corpus with deep syntactic con-

nected components reveals a significant increase

in facilitation in the non-modifier partition, which

lends credibility to the observation of negative

integration cost in processing naturally-occurring

sentences.

2 Connected Components

The experiments described in this paper evalu-

ate whether inhibition and facilitation in reading

correlate with operations in a hierarchic sequen-

tial prediction model that initiate and integrate

connected components of hypothesized syntactic

structure during incremental parsing. The model

used in these experiments refines previous con-

nected component models by allowing fillers and

gaps to occur in separate connected components

of a deep syntactic dependency graph (Mel’čuk,

1988; Kintsch, 1988), even when they belong to

the same connected component when defined on

surface structure.

For example, the surface syntactic phrase struc-

ture and deep syntactic dependency structure for

the noun phrase the person who officials say stole

millions are shown in Figure 1.2 Notice that af-

ter the word officials, there is only one connected

component of surface syntactic phrase structure

(from the root noun phrase to the verb phrase with

gap), but two disjoint connected components of

deep syntactic dependency structure (one ending

at i3, and another at i5). Only the deep syntactic

dependency structure corresponds to familiar (Just

and Carpenter, 1992; Gibson, 1998) notions of

how memory is used to store deferred dependen-

cies in filler-gap constructions. The next section

will describe a generalized categorial grammar,

which (i) can be viewed as context-free, to seed a

latent-variable probabilistic context-free grammar

to accurately derive parses of filler-gap construc-

tions, and (ii) can be viewed as a deep syntactic

dependency grammar, defining dependencies for

connected components in terms of function appli-

cations.

3 Generalized Categorial Grammar

In order to evaluate memory effects for hypothe-

sizing unbounded dependencies between referents

of fillers and referents of clauses containing gaps,

a memory-based processor must define connected

components in terms of deep syntactic dependen-

cies (including unbounded dependencies) rather

than in terms of surface syntactic phrase structure

trees. To do this, at least some phrase structure

edges must be removed from the set of connec-

tions that define a connected component.

Because these unbounded dependencies are not

represented locally in the original Treebank for-

mat, probabilities for operations on these modified

2Following Mel’čuk (1988) and Kintsch (1988),
the graphical dependency structure adopted here uses
positionally-defined labels (‘0’ for the predicate label, ‘1’
for the first argument ahead of a predicate, ‘2’ for the last
argument behind, etc.) but includes unbounded dependen-
cies between referents of fillers and referents of clauses
containing gaps. It is assumed that semantically-labeled
structures would be isomorphic to the structures defined
here, but would generalize across alternations such as active
and passive constructions, for example.
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connected components are trained on a corpus an-

notated with generalized categorial grammar de-

pendencies for ‘gap’ arguments at all categories

that subsume a gap (Nguyen et al., 2012). This

representation is similar to the HPSG-like repre-

sentation used by Hale (2001) and Lewis and Va-

sishth (2005), but has a naturally-defined depen-

dency structure on which to calculate connected

components. This generalized categorial grammar

is then used to identify the first sign that introduces

a gap, at which point a deep syntactic connected

component containing the filler can be encoded

(stored), and a separate deep syntactic connected

component for a clause containing a gap can be

initiated.

A generalized categorial grammar (Bach, 1981)

consists of a set U of primitive category types;

a set O of type-constructing operators allowing a

recursive definition of a set of categories C =def

U ∪ (C × O × C); a set X of vocabulary items;

a mapping M from vocabulary items in X to se-

mantic functions with category types in C; and

a set R of inference rules for deriving functions

with category types in C from other functions with

category types in C. Nguyen et al. (2012) use

primitive category types for clause types (e.g. V

for finite verb-headed clause, N for noun phrase

or nominal clause, D for determiners and pos-

sessive clauses, etc.), and use the generalized set

of type-constructing operators to characterize not

only function application dependencies between

arguments immediately ahead of and behind a

functor (-a and -b, corresponding to ‘\’ and ‘/’ in

Ajdukiewicz-Bar-Hillel categorial grammars), but

also long-distance dependencies between fillers

and categories subsuming gaps (-g), dependencies

between relative pronouns and antecedent modif-

icands of relative clauses (-r), and dependencies

between interrogative pronouns and their argu-

ments (-i), which remain unsatisfied in derivations

but function to distinguish categories for content

and polar questions. A lexicon can then be de-

fined in M to introduce lexical dependencies and

obligatory pronominal dependencies using num-

bered functions for predicates and deep syntactic

arguments, for example:

the⇒ (λi (0 i)=the) : D

person⇒ (λi (0 i)=person) : N-aD

who⇒ (λk i (0 i)=who ∧ (1 i)=k) : N-rN

officials⇒ (λi (0 i)=officials) : N

the

D

person

N-aD

N
Aa

who

N-rN

officials

N

say

V-aN-bV

stole

V-aN-bN

millions

N

V-aN
Ae

V-gN
Ga

V-aN-gN
Ag

V-gN
Ac

V-rN
Fc

N
R

Figure 2: Example categorization of the noun

phrase the person who officials say stole millions.

say⇒ (λi (0 i)=say) : V-aN-bV

stole⇒ (λi (0 i)=stole) : V-aN-bN

millions⇒ (λi (0 i)=millions) : N

Inference rules in R are then defined to com-

pose arguments and modifiers and propagate gaps.

Arguments g of type d ahead of functors h of

type c-ad are composed by passing non-local de-

pendencies ψ ∈ {-g, -i, -r} × C from premises to

conclusion in all combinations:

g:d h: c-ad ⇒ ( fc-ad g h): c (Aa)

g:dψ h: c-ad ⇒ λk ( fc-ad (g k) h): cψ (Ab)

g:d h: c-adψ⇒ λk ( fc-ad g (h k)): cψ (Ac)

g:dψ h: c-adψ⇒ λk ( fc-ad (g k) (h k)): cψ (Ad)

Similar rules compose arguments behind functors:

g: c-bd h:d ⇒ ( fc-bd g h): c (Ae)

g: c-bdψ h:d ⇒ λk ( fc-bd (g k) h): cψ (Af)

g: c-bd h:dψ⇒ λk ( fc-bd g (h k)): cψ (Ag)

g: c-bdψ h:dψ⇒ λk ( fc-bd (g k) (h k)): cψ (Ah)

These rules use composition functions fc-ad

and fc-bd for initial and final arguments, which de-

fine dependency edges numbered v from referents

of predicate functors i to referents of arguments j,

where v is the number of unsatisfied arguments

ϕ1...ϕv ∈ {-a, -b} ×C in a category label:

fuϕ1..v−1-ac
def
= λg h i ∃ j (v i)= j ∧ (g j) ∧ (h i) (1a)

fuϕ1..v−1-bc
def
= λg h i ∃ j (v i)= j ∧ (g i) ∧ (h j) (1b)

R also contains inference rules to compose mod-

ifier functors g of type u-ad ahead of modifi-

cands h of type d:

g: u-ad h:c⇒ ( fIM g h):c (Ma)

g: u-adψ h:c⇒ λk ( fIM (g k) h):cψ (Mb)

g: u-ad h:cψ⇒ λk ( fIM g (h k)):cψ (Mc)
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∃i1 j1.. iℓ jℓ ... ∧ (gℓ:c/d { jℓ} iℓ) xt

∃i1 j1.. iℓ ... ∧ ((gℓ f ):c iℓ)
xt ⇒ f :d (–Fa)

∃i1 j1.. iℓ jℓ ... ∧ (gℓ:c/d { jℓ} iℓ) xt

∃i1 j1.. iℓ jℓiℓ+1 ... ∧ (gℓ:c/d { jℓ} iℓ) ∧ ( f :e iℓ+1)
xt ⇒ f :e (+Fa)

∃i1 j1.. iℓ−1 jℓ−1iℓ ... ∧ (gℓ:d iℓ)

∃i1 j1.. iℓ jℓ ... ∧ (( f gℓ):c/e { jℓ} iℓ)







































g:d h:e⇒ ( f g h):c or

g:d h:e⇒ λk( f (g k) h):c or

g:d h:e⇒ λk( f g (h k)):c or

g:d h:e⇒ λk( f (g k) (h k)):c

(–La)

∃i1 j1.. iℓ−1 jℓ−1iℓ ... ∧ (gℓ−1:a/c { jℓ−1} iℓ−1) ∧ (gℓ:d iℓ)

∃i1 j1.. iℓ−1 jℓ−1 ... ∧ (gℓ−1 ◦ ( f gℓ):a/e { jℓ−1} iℓ−1)







































g:d h:e⇒ ( f g h):c or

g:d h:e⇒ λk( f (g k) h):c or

g:d h:e⇒ λk( f g (h k)):c or

g:d h:e⇒ λk( f (g k) (h k)):c

(+La)

Figure 3: Basic processing productions of a right-corner parser.

g: u-adψ h:cψ⇒ λk ( fIM (g k) (h k)):cψ (Md)

or for modifier functors behind a modificand:

g:c h: u-ad ⇒ ( fFM g h):c (Me)

g:cψ h: u-ad ⇒ λk ( fFM (g k) h):cψ (Mf)

g:c h: u-adψ⇒ λk ( fFM g (h k)):cψ (Mg)

g:cψ h: u-adψ⇒ λk ( fFM (g k) (h k)):cψ (Mh)

These rules use composition functions fIM and fFM

for initial and final modifiers, which define depen-

dency edges numbered ‘1’ from referents of mod-

ifier functors i to referents of modificands j:

fIM
def
= λg h j ∃i (1 i)= j ∧ (g i) ∧ (h j) (2a)

fFM
def
= λg h j ∃i (1 i)= j ∧ (g j) ∧ (h i) (2b)

R also contains inference rules for hypothesiz-

ing gaps -gd for arguments and modifiers:3

g: c-ad ⇒ λk ( fc-ad {k} g): c-gd (Ga)

g: c-bd ⇒ λk ( fc-ad {k} g): c-gd (Gb)

g:c⇒ λk ( fIM {k} g):c-gd (Gc)

and for attaching fillers e, d-re, d-ie as gaps -gd:

g:e h: c-gd ⇒ λi ∃ j (g i) ∧ (h i j):e (Fa)

g:d-re h: c-gd ⇒ λk j ∃i (g k i) ∧ (h i j): c-re (Fb)

g:d-ie h: c-gd ⇒ λk j ∃i (g k i) ∧ (h i j): c-ie (Fc)

3Since these unary inferences perform no explicit compo-
sition, they are defined to use only initial versions composi-
tion functions fc-ad and fIM.

and for attaching modificands as antecedents of

relative pronouns:

g:e h:c-rd ⇒ λi ∃ j (g i) ∧ (h i j):e (R)

An example derivation of the noun phrase the per-

son who officials say stole millions using these

rules is shown in Figure 2. The semantic expres-

sion produced by this derivation consists of a con-

junction of terms defining the edges in the graph

shown in Figure 1b.

This GCG formulation captures many of the in-

sights of the HPSG-like context-free filler-gap no-

tation used by Hale (2001) or Lewis and Vasishth

(2005): inference rules with adjacent premises can

be cast as context-free grammars and weighted us-

ing probabilities, which allow experiments to cal-

culate frequency measures for syntactic construc-

tions. Applying a latent variable PCFG trainer

(Petrov et al., 2006) to this formulation was shown

to yield state-of-the-art accuracy for recovery of

unbounded dependencies (Nguyen et al., 2012).

Moreover, the functor-argument dependencies in

a GCG define deep syntactic dependency graphs

for all derivations, which can be used in incremen-

tal parsing to calculate connected components for

memory-based measures.

4 Incremental Processing

In order to obtain measures of memory opera-

tions used in incremental processing, these GCG

inference rules are combined into a set of parser
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∃i1 j1.. in jn.. iℓ jℓ ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (gℓ:c/d { jℓ} iℓ) xt

∃i1 j1.. in jn.. iℓ ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ ((gℓ( f ′{ jn} f )):c iℓ)
xt ⇒ λk( f ′{k} f ):d

(–Fb)

∃i1 j1.. in jn.. iℓ jℓ ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (gℓ:c/d { jℓ} iℓ) xt

∃i1 j1.. in jn.. iℓ jℓiℓ+1 ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (gℓ:c/d { jℓ} iℓ) ∧ (( f ′{ jn} f ):e iℓ+1)
xt ⇒ λk( f ′{k} f ):e

(+Fb)

∃i1 j1.. in jn.. iℓ−1 jℓ−1iℓ ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (gℓ:d iℓ)

∃i1 j1.. in jn.. iℓ jℓ ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (( f gℓ) ◦ ( f ′{ jn}):cψ/e { jℓ} iℓ)

g:d h:e⇒ λk( f g ( f ′{k} h)):cψ (–Lb)

∃i1 j1.. in jn.. iℓ−1 jℓ−1iℓ ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (gℓ−1:a/cψ { jℓ−1} iℓ−1) ∧ (gℓ:d iℓ)

∃i1 j1.. in jn.. iℓ−1 jℓ−1 ... ∧ (gn:y/zψ { jn} in) ∧ ... ∧ (gℓ−1 ◦ ( f gℓ) ◦ ( f ′{ jn}):a/e { jℓ−1} iℓ−1)

g:d h:e⇒ λk( f g ( f ′{k} h)):cψ (+Lb)

Figure 4: Additional processing productions for attaching a referent of a filler jn as the referent of a gap.

productions, similar to those of the ‘right corner’

parser of van Schijndel and Schuler (2013), ex-

cept that instead of recognizing shallow hierarchi-

cal sequences of connected components of surface

structure, the parser recognizes shallow hierarchi-

cal sequences of connected components of deep

syntactic dependencies. This parser exploits the

observation (van Schijndel et al., in press) that left-

corner parsers and their variants do not need to ini-

tiate or integrate more than one connected compo-

nent at each word. These two operations are then

augmented with rules to introduce fillers and at-

tach fillers as gaps.

This parser is defined on incomplete connected

component states which consist of an active sign

(with a semantic referent and syntactic form or

category) lacking an awaited sign (also with a ref-

erent and category) yet to come. Semantic func-

tions of active and awaited signs are simplified to

denote only sets of referents, with gap arguments

(λk) stripped off and handled by separate con-

nected components. Incomplete connected com-

ponents, therefore, always denote semantic func-

tions from sets of referents to sets of referents.

This paper will notate semantic functions of

connected components using variables g and h, in-

complete connected component categories as c/d

(consisting of an active sign of category c and an

awaited sign of category d), and associations be-

tween them as g:c/d. The semantic representa-

tion used here is simply a deep syntactic depen-

dency structure, so a connected component func-

tion is satisfied if it holds for some output ref-

erent i given input referent j. This can be no-

tated ∃i j (g:c/d { j} i), where the set { j} is equiva-

lent to (λ j′ j′= j). Connected component functions

that have a common referent j can then be com-

posed into larger connected components:4

∃i jk (g { j} i) ∧ (h {k} j) ⇔ ∃i j (g◦h {k} i) (3)

Hierarchies of ℓ connected compo-

nents can be represented as conjunctions:

∃i1 j1... iℓ jℓ (g1:c1/d1 { j1} i1) ∧ ... ∧ (gℓ:cℓ/dℓ { jℓ} iℓ).

This allows constraints such as unbounded depen-

dencies between referents of fillers and referents

of clauses containing gaps to be specified across

connected components by simply plugging vari-

ables for filler referents into argument positions

for gaps.

A nondeterministic incremental parser can now

be defined as a deductive system, given an input

sequence consisting of an initial connected com-

ponent state of category T/T, corresponding to an

existing discourse context, followed by a sequence

of observations x1, x2, . . . , processed in time order.

As each xt is encountered, it is connected to an ex-

isting connected component or it introduces a new

disjoint component using the productions shown

in Figures 3, 4, and 5.

4These are connected components of dependency struc-
ture resulting from one or more composition functions being
composed, with each function’s output as the previous func-
tion’s second argument. This uses a standard definition of
function composition: (( f ◦ g) x) = ( f (g x)).
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∃i1 j1.. iℓ−1 jℓ−1iℓ ... ∧ (gℓ:d iℓ)

∃i1 j1.. iℓ jℓ ... ∧ (( f gℓ) ◦ (λh k i (h k)):a/eψ { jℓ} iℓ)
g:d h:eψ⇒ ( f g h):c (–Lc)

∃i1 j1.. iℓ−1 jℓ−1iℓ ... ∧ (gℓ−1:a/c { jℓ−1} iℓ−1) ∧ (gℓ:d iℓ)

∃i1 j1.. iℓ−1 jℓ−1 ... ∧ (gℓ−1 ◦ ( f gℓ) ◦ (λh k i (h k)):a/eψ { jℓ−1} iℓ−1)
g:d h:eψ⇒ ( f g h):c (+Lc)

∃i1 j1.. iℓ jℓ ... ∧ (gℓ−1:c/dψ { jℓ−1} iℓ−1) ∧ (gℓ:dψ/e { jℓ} iℓ)

∃i1 j1.. iℓ−1 jℓ−1 ... ∧ (gℓ−1 ◦ (λh i∃ j(h j)) ◦ gℓ:c/e { jℓ−1} iℓ−1)
(+N)

Figure 5: Additional processing productions for hypothesizing filler-gap attachment.

Operations on dependencies that can be derived

from surface structure (see Figure 3) are taken

directly from van Schijndel and Schuler (2013).

First, if an observation xt can immediately fill

the awaited sign of the last connected component

gℓ:c/d, it is hypothesized to do so, turning this

incomplete connected component into a complete

connected component (gℓ f ):c (Production –Fa); or

if the observation can serve as an initial sub-sign

of this awaited sign, it is hypothesized to form a

new complete sign f :e in a new component with xt

as its first observation (Production +Fa). Then,

if either of these resulting complete signs gℓ:d

can immediately attach as an initial child of the

awaited sign of the most recent connected com-

ponent gℓ−1:a/c, it is hypothesized to merge and

extend this connected component, with xt as the

last observation of the completed connected com-

ponent (Production +La); or if it can serve as an

initial sub-sign of this awaited sign, it is hypoth-

esized to remain disjoint and form its own con-

nected component (Production –La). The side

conditions of La productions are defined to unpack

gap propagation (instances of λk that distinguish

rules Aa–h and Ma–h) from the inference rules

in Section 3, because this functionality will be re-

placed with direct substitution of referent variables

into subordinate semantic functions, below.

The Nguyen et al. (2012) GCG was defined

to pass up unbounded dependencies, but in in-

cremental deep syntactic dependency processing,

unbounded dependencies are accounted as sepa-

rate connected components. When hypothesizing

an unbounded dependency, the processing model

simply cues the active sign of a previous connected

component containing a filler without completing

the current connected component. The four +F,

–F, +L, and –L operations are therefore combined

with applications of unary rules Ga–c for hypoth-

esizing referents as fillers for gaps (providing f ′

in the equations in Figure 4). Productions –Fb

and +Fb fill gaps in initial children, and Produc-

tions –Lb and +Lb fill gaps in final children. Note

that the Fb and Lb productions apply to the same

types of antecedents as Fa and La productions re-

spectively, so members of these two sets of pro-

ductions cannot be applied together.

Applications of rules Fa–c and R for introduc-

ing fillers are applied to store fillers as existentially

quantified variable values in Lc productions (see

Figure 5). These Lc productions apply to the same

type of antecedent as La and Lb productions, so

these also cannot be applied together.

Finally, connected components separated by

gaps which are no longer hypothesized (ψ) are

reattached by a +N production. This +N pro-

duction may then be paired with a –N production

which yields its antecedent unchanged as a conse-

quent. These N productions apply to antecedents

and consequents of the same type, so they may be

applied together with one F and one L production,

but since the +N production removes in its conse-

quent a ψ argument required in its antecedent, it

may not apply more than once in succession (and

applying the –N production more than once in suc-

cession has no effect).

An incremental derivation of the noun phrase

the person who officials say stole millions, using

these productions, is shown in Figure 6.

5 Evaluation

The F, L, and N productions defined in the pre-

vious section can be made probabilistic by first

computing a probabilistic context-free grammar

(PCFG) from a tree-annotated corpus, then trans-

forming that PCFG model into a model of prob-

abilities over incremental parsing operations us-

ing a grammar transform (Schuler, 2009). This

allows the intermediate PCFG to be optimized us-

ing an existing PCFG-based latent variable trainer

42



∃i0 (.. :T/T {i0} i0) the

∃i0 i2 (.. :T/T {i0} i0) ∧ (.. :N/N-aD {i2} i2)
+Fa,–La,–N

person

∃i0 i2 (.. :T/T {i0} i0) ∧ (.. :N/V-rN {i2} i2)
–Fa,–La,–N

who

∃i0 i2 i3 (.. :T/T {i0} i0) ∧ (.. :N/V-gN {i3} i2)
+Fa,+Lc,–N

officials

∃i0 i2 i3 i5 (.. :T/T {i0} i0) ∧ (.. :N/V-gN {i3} i2) ∧ (.. :V-gN/V-aN-gN {i5} i5)
+Fa,–La,–N

say

∃i0 i2 i6 (.. :T/T {i0} i0) ∧ (.. :N/V-aN {i6} i2)
+Fb,+La,+N

stole

∃i0 i2 i7 (.. :T/T {i0} i0) ∧ (.. :N/N {i7} i2)
+Fa,+La,–N

millions

∃i0 (.. :T/T {i0} i0)
–Fa,+La,–N

Figure 6: Derivation of the person who officials say stole millions, showing connected components with

unique referent variables (calculated according to the equations in Section 4). Semantic functions are

abbreviated to ‘..’ for readability. This derivation yields the following lexical relations: (0 i1)=the,

(0 i2)=person, (0 i3)=who, (0 i4)=officials, (0 i5)=say, (0 i6)=stole, (0 i7)=millions, and the following

argument relations: (1 i2)=i1, (1 i3)=i2, (1 i5)=i4, (2 i5)=i6, (1 i6)=i3, (2 i6)=i7.

(Petrov et al., 2006). When applied to the output

of this trainer, this transform has been shown to

produce comparable accuracy to that of the origi-

nal Petrov et al. (2006) CKY parser (van Schijn-

del et al., 2012). The transform used in these ex-

periments diverges from that of Schuler (2009), in

that the probability associated with introducing a

gap in a filler-gap construction is reallocated from

a –F–L operation to a +F–L operation (to encode

the previously most subordinate connected com-

ponent with the filler as its awaited sign and be-

gin a new disjoint connected component), and the

probability associated with resolving such a gap is

reallocated from an implicit –N operation to a +N

operation (to integrate the connected component

containing the gap with that containing the filler).

In order to verify that the modifications to the

transform correctly reallocate probability mass for

gap operations, the goodness of fit to reading

times of a model using this modified transform

is compared against the publicly-available base-

line model from van Schijndel and Schuler (2013),

which uses the original Schuler (2009) transform.5

To ensure a valid comparison, both parsers are

trained on a GCG-reannotated version of the Wall

Street Journal portion of the Penn Treebank (Mar-

cus et al., 1993) before being fit to reading times

using linear mixed-effects models (Baayen et al.,

2008).6 This evaluation focuses on the process-

ing that can be done up to a given point in a sen-

tence. In human subjects, this processing includes

both immediate lexical access and regressions that

5The models used here also use random slopes to reduce
their variance, which makes them less anticonservative.

6The models are built using lmer from the lme4 R package
(Bates et al., 2011; R Development Core Team, 2010).

aid in the integration of new information, so the

reading times of interest in this evaluation are log-

transformed go-past durations.7

The first and last word of each line in the

Dundee corpus, words not observed at least 5

times in the WSJ training corpus, and fixations af-

ter long saccades (>4 words) are omitted from the

evaluation to filter out wrap-up effects, parser in-

accuracies, and inattention and track loss of the

eyetracker. The following predictors are centered

and used in each baseline model: sentence posi-

tion, word length, whether or not the previous or

next word were fixated upon, and unigram and bi-

gram probabilities.8 Then each of the following

predictors is residualized off each baseline before

being centered and added to it to help residualize

the next factor: length of the go-past region, cumu-

lative total surprisal, total surprisal (Hale, 2001),

and cumulative entropy reduction (Hale, 2003).9

All 2-way interactions between these effects are

7Go-past durations are calculated by summing all fixa-
tions in a region of text, including regressions, until a new
region is fixated, which accounts for additional processing
that may take place after initial lexical access, but before the
next region is processed. For example, if one region ends at
word 5 in a sentence, and the next fixation lands on word 8,
then the go-past region consists of words 6-8 while go-past
duration sums all fixations until a fixation occurs after word
8. Log-transforming eye movements and fixations may make
their distributions more normal (Stephen and Mirman, 2010)
and does not substantially affect the results of this paper.

8For the n-gram model, this study uses the Brown corpus
(Francis and Kucera, 1979), the WSJ Sections 02-21 (Mar-
cus et al., 1993), the written portion of the British National
Corpus (BNC Consortium, 2007), and the Dundee corpus
(Kennedy et al., 2003) smoothed with modified Kneser-Ney
(Chen and Goodman, 1998) in SRILM (Stolcke, 2002).

9Non-cumulative metrics are calculated from the final
word of the go-past region; cumulative metrics are summed
over the go-past region.
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included as predictors along with the predictors

from the previous go-past region (to account for

spillover effects). Finally, each model has sub-

ject and item random intercepts added in addition

to by-subject random slopes (cumulative total sur-

prisal, whether the previous word was fixated, and

length of the go-past region) and is fit to centered

log-transformed go-past durations.10

The Akaike Information Criterion (AIC)

indicates that the gap-reallocating model

(AIC = 128,605) provides a better fit to reading

times than the original model (AIC = 128,619).11

As described in Section 1, previous findings of

negative integration cost may be due to a confound

whereby center-embedded constructions caused

by modifiers, which do not require deep syntac-

tic dependencies to be deferred, may be driving

the effect. Under this hypothesis, embeddings

that do not arise from final adjunction of mod-

ifiers (henceforth canonical embeddings) should

yield a positive integration cost as found by Gib-

son (2000).

To investigate this potential confound, the

Dundee corpus is partitioned into two parts. First,

the model described in this paper is used to anno-

tate the Dundee corpus. From this annotated cor-

pus, all sentences are collected that contain canon-

ical embeddings and lack modifier-induced em-

beddings.12 This produces two corpora: one con-

sisting entirely of canonical center-embeddings

such as those used in self-paced reading exper-

iments with findings of positive integration cost

(e.g. Gibson 2000), the other consisting of the

remainder of the Dundee corpus, which contains

sentences with canonical embeddings but also in-

cludes modifier-caused embeddings.

The coefficient estimates for integration oper-

ations (–F+L and +N) on each of these corpora

are then calculated using the baseline described

above. To ensure embeddings are driving any ob-

served effect rather than sentence wrap-up effects,

the first and last words of each sentence are ex-

cluded from both data sets. Integration cost is

measured by the amount of probability mass the

parser allocates to –F+L and +N operations, accu-

10Each fixed effect that has an absolute t-value greater than
10 when included in a random-intercepts only model is added
as a random slope by-subject.

11The relative likelihood of the original model to the gap-
sensitive model is 0.0009 (n = 151,331), which suggests the
improvement is significant.

12Modifier-induced embeddings are found by looking for
embeddings that arise from inference rules Ma-h in Section 3.

Model coeff std err t-score

Canonical -0.040 0.010 -4.05

Other -0.017 0.004 -4.20

Table 1: Fixed effect estimates for integration cost

when used to fit reading times over two partitions

of the Dundee corpus: one containing only canon-

ical center embeddings and the other composed of

the rest of the sentences in the corpus.

mulated over each go-past region, and this cost is

added as a fixed effect and as a random slope by

subject to the mixed model described earlier.13

The fixed effect estimate for cumulative inte-

gration cost from fitting each corpus is shown

in Table 1. Application of Welch’s t-test shows

that the difference between the estimated distri-

butions of these two parameters is highly signif-

icant (p < 0.0001).14 The strong negative corre-

lation of integration cost to reading times in the

purely canonical corpus suggests canonical (non-

modifier) integrations contribute to the finding of

negative integration cost.

6 Conclusion

This paper has introduced an incremental parser

capable of using GCG dependencies to distinguish

between surface syntactic embeddings and deep

syntactic embeddings. This parser was shown to

obtain a better fit to reading times than a surface-

syntactic parser and was used to parse the Dundee

eye-tracking corpus in two partitions: one consist-

ing of canonical embeddings that require deferred

dependencies and the other consisting of sentences

containing no center embeddings or center em-

beddings arising from the attachment of clause-

final modifiers, in which no dependencies are de-

ferred. Using linear mixed effects models, com-

pletion (integration) of canonical center embed-

dings was found to be significantly more nega-

tively correlated with reading times than comple-

tion of non-canonical embeddings. These results

suggest that the negative integration cost observed

in eye-tracking studies is at least partially due to

deep syntactic dependencies and not due to con-

founds related to surface forms.

13Integration cost is residualized off the baseline before be-
ing centered and added as a fixed effect.

14Integration cost is significant as a fixed effect (p = 0.001)
in both partitions: canonical (n = 16,174 durations) and
non-canonical (n = 131,297 durations).
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Abstract

There are few computational models of sec-
ond language acquisition (SLA). At the same
time, many questions in the field of SLA re-
main unanswered. In particular, SLA patterns
are difficult to study due to the large amount of
variation between human learners. We present
a computational model of second language
construction learning that allows manipulating
specific parameters such as age of onset and
amount of exposure. We use the model to
study general developmental patterns of SLA
and two specific effects sometimes found in
empirical studies: construction priming and a
facilitatory effect of skewed frequencies in the
input. Our simulations replicate the expected
SLA patterns as well as the two effects. Our
model can be used in further studies of various
SLA phenomena.

1 Introduction

Computational models have been widely used for
investigating how humans learn and process their
native language. Various models of child language
acquisition have been applied to studies of speech
segmentation (e.g., ten Bosch, Hamme, & Boves,
2008), word learning (e.g., Frank, Goodman, &
Tenenbaum, 2009; Fazly, Alishahi, & Stevenson,
2010), induction of linguistic structure (e.g., El-
man, 1990), etc. In comparison, the acquisition of
second language has received little attention from
the modeling community. Most of the child lan-
guage acquisition models cannot be directly used
for investigating how humans process and acquire
foreign languages. In order to do so, we have to
model the existing knowledge of first language—
i.e., bilingualism.

Li (2013) provides a state-of-the-art overview
of models of bilingualism. One of his claims
is that most existing models account for mature

adult speaker’s knowledge and do not explain how
foreign language develops in learners. In other
words, there are several computational models of
second language processing (e.g., Shook & Mar-
ian, 2013; Roelofs, Dijkstra, & Gerakaki, 2013;
Yang, Shu, McCandliss, & Zevin, 2013, etc.), but
only few of Second Language Acquisition (SLA).
The latter mostly simulate lexis and semantics ac-
quisition (e.g., Li & Farkas, 2002; Li, 2009; Cup-
pini, Magosso, & Ursino, 2013, etc.), and those
that address a higher level of language structure
usually do not model the existing L1 knowledge
(e.g., N. C. Ellis & Larsen-Freeman, 2009; Rap-
poport & Sheinman, 2005; but see Monner, Vatz,
Morini, Hwang, & DeKeyser, 2013).

At the same time, a number of theoretical SLA
issues are not well explained yet, including gen-
eral questions such as how existing knowledge of
the first language influences the acquisition of sec-
ond language. To give a specific example, it is not
clear yet when L1 structures lead to interference
and when they do not.

In this paper, we use an existing model of
early acquisition of argument structure construc-
tions (Alishahi & Stevenson, 2008) and adapt it
to bilingual input data, which allows us to inves-
tigate the acquisition process in second language
learners. We demonstrate in a number of compu-
tational simulations that our model replicates nat-
ural L2 developmental patterns and two specific
effects observed in human L2 learners, thus allow-
ing us to make certain predictions about the issues
under investigation.

2 Description of the model

A usage-based approach to language claims that
humans learn abstract linguistic regularities from
instances of language use. Specifically, gen-
eral argument structure constructions are predicted
to emerge over time from individual verb us-
ages which share syntactic and semantic proper-
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ties. Argument structure constructions, according
to Goldberg, Casenhiser, and White (2007), are
“pairings of form and meaning that provide the
means of expressing simple propositions in a lan-
guage” (p. 74). Since nearly all human utterances
contain propositions, the learner’s knowledge of
argument structure constructions must reflect the
level of his grammatical competence.

The model of Alishahi and Stevenson (2008) is
based on this approach: the building block of the
model is an argument structure frame, a collec-
tion of syntactic and semantic features which rep-
resents a verb usage. Abstract constructions are
formed by detecting and clustering similar frames,
and various linguistic tasks are simulated by hav-
ing the model predict the most suitable values for
the missing features in a frame. These components
are described in the following sections.

2.1 Argument structure frames
In our SLA model, each frame contains the fol-
lowing features:
• Head verb in its infinitive form.
• Number of arguments that the verb takes.
• Semantic primitives of the verb represent-

ing the conceptual characteristics of the event
that the verb describes.
• Semantic properties of each argument rep-

resenting its conceptual meaning, indepen-
dently of the event that it participates in.
• Event-based properties of each argument

representing the characteristics each argu-
ment takes on in the particular event it is par-
ticipating in.
• Syntactic pattern of the utterance.

A sample frame is shown in Table 1. In Section 3.3
we will further explain how values for each frame
feature are selected.

Table 1: An example frame extracted from a verb
usage Bill went through the maze.

Head verb (V.) go
No. of arguments 2
V. sem. primitives act, move, walk
Arg.1 sem. prop-s name, male, person, ...
Arg.2 sem. prop-s system, instrumentality, ...
Arg.1 event prop-s volitional, sentient, ...
Arg.2 event prop-s location, path, destination
Syntactic pattern AGENT V. through LOC.

2.2 Learning Constructions
Alishahi and Stevenson (2008) use an incremental
Bayesian algorithm for clustering similar frames
into constructions. Each input frame is compared
to all the existing constructions and a potentially
new one, and is added to the best matching con-
struction:

BestConstruction(F) = argmax
k

P(k|F) (1)

where k ranges over the indices of all constructions
(index 0 represents the new construction). Using
Bayes rule and dropping P(F) which is constant
for all k:

P(k|F) =
P(k)P(F |k)

P(F)
∼ P(k)P(F |k) (2)

The prior probability P(k) indicates the degree of
entrenchment of construction k:

P(k) =
Nk

N +1
,P(0) =

1
N +1

(3)

where Nk is the number of frames already clus-
tered in construction k, and N is the total number
of frames observed so far. The posterior probabil-
ity of a frame F is expressed in terms of the (sup-
posedly independent) probabilities of its features:

P(F |k) = ∏
i∈Features(F)

Pi( j|k) (4)

where j is the value of the ith feature of F , and
Pi( j|k) is the probability of displaying value j on
feature i within construction k. This probability is
estimated using a smoothed maximum likelihood
formula.1

2.3 Bilingual acquisition
We accept the view that L1 and L2 learning have
more commonalities than differences (see, e.g.,
MacWhinney, 2013), thus we do not explicitly en-
code the difference between the two languages. As
the learner perceives a frame, he is not aware of
which language the frame belongs to. All the in-
put data are processed equally, so that construc-
tions are formed in the same space and can contain
frames from both languages. Such approach al-
lows us to investigate how the existing L1 knowl-
edge influences L2 acquisition.

1For single-valued features such as the head verb, likeli-
hood is calculated by simply counting those members of con-
struction k whose value for feature i exactly matches value j.
For features with a set value such as the semantic properties
of the verb and the arguments, the likelihood is calculated by
comparing sets.
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2.4 Sentence production
We use sentence production as our main evalua-
tion task for SLA. Given a frame which represents
an intended meaning through the semantic prop-
erties of an event (or verb) and its participants (or
arguments), we want to predict the most probable
values for the syntactic pattern feature. Following
Alishahi and Stevenson (2008), we estimate the
probability that feature i (in our case, the syntac-
tic pattern) displays value j given other observed
feature values in a partial frame F as

Pi( j|F) = ∑
k

Pi( j|k)P(k|F) (5)

= ∑
k

Pi( j|k)P(k)P(F |k)

The probabilities P(k), P(F |k) and Pi( j|k) are esti-
mated as before (see Equations 3 and 4). Ranging
over the possible values j of feature i, the value of
an unobserved feature can be predicted by maxi-
mizing Pi( j|F)2:

BestValuei(F) = argmax
j

Pi( j|F) (6)

3 Data

For cognitively plausible computational simula-
tions we had to prepare naturalistic input based
on the suitable corpora. While there are available
corpora that contain recordings of child-directed
speech (MacWhinney, 2000), the resources con-
taining speech addressed to L2 learners appear to
be very limited. Therefore, our choice of lan-
guages (German as a L1, and English as a L2) was
motivated first of all by the data availability. We
extracted naturalistic L1 and L2 data from two dif-
ferent sources.

3.1 Data sources
L2 English data were extracted from the Flens-
burg classroom corpus (Jäkel, 2010) that contains
transcripts of lessons of English (as a foreign lan-
guage) taught to children in German schools that
cover all school age groups. We estimated the to-
tal number of occurrences of different verbs in the
corpus. From 20 most frequent verbs we selected
6 that represented syntactically and semantically
different linguistic constructions, since construc-
tional variability was one of the crucial factors for

2A non-deterministic alternative that we have to consider
in the future is to sample the feature value from the estimated
distribution.

the model. The verbs are: go, come, read, show,
look and put. For each verb, we extracted all its
occurrences from the corpus.

For L1 we used German data extracted from the
CHILDES database (MacWhinney, 2000), namely
from adults’ speech directed to three children:
Caroline (age from 0;10 to 4;3; von Stutterheim,
2004), Kerstin (from 1;3 to 3;4; M. Miller, 1979)
and Leo (from 1;11 to 4;11; Behrens, 2006). In
the same manner as for the English data, we se-
lected six verbs—machen ‘to make’, kommen ‘to
come’, gucken ‘to look’, gehen ‘to go’, sehen ‘to
see’ and geben ‘to give’— and extracted all their
occurrences from the three corpora. Since the cor-
pora were of different size, the number of occur-
rences for some verbs were incomparable between
the corpora, thus we balanced the size of the sam-
ples used for further analysis by taking equal num-
bers of random verb uses from each corpus.

3.2 Data annotation

Since the basic input unit for our computational
model was a frame, we manually annotated all
the verb occurrences in order to extract frames.
Approximately 100 instances per verb were anno-
tated using the following general guidelines.

1. Instance grouping is based on the semantics
of the main verb and its arguments as well as
on the syntactic pattern.

2. We consider only arguments (both obligatory
and optional), but not adjuncts, since there
is evidence that the two are processed differ-
ently (see, e.g., Kennison, 2002).

3. We discard all instances where the main verb
was represented by a compound form or by
an infinitive, or appeared in a subordinate
clause, since in all these cases the “core”
frame of the argument structure construction
might obtain additional structural or semantic
characteristics.

4. We do consider imperatives and questions
whose form does not contradict the previous
point.

5. We treat German prefixed/particle verbs (e.g.,
zumachen ‘to close’) and English compound
verbs as an instance of the base verb (in this
case, machen ‘to make’), given that the pre-
fixed/particle verb meaning is compositional
and the prefix/particle is actually separated.

6. Considering the previous point, each parti-
cle/prefix in our instances represents an in-
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dependent semantic component (see, e.g.,
Dewell, 2011, for detailed explanation), and
we treat them as separate arguments.

7. We discard all the instances in which the verb
is used in a formulaic sequence (e.g.,, Wie
geht’s? ‘How are you?’), because formulaic
sequences are believed to be processed and
acquired as a whole (e.g., Wray, 2005; Ban-
nard & Lieven, 2012).

8. Finally, we eliminate the case marking in
German and use the Nominative case for
all the arguments, because this feature is
not crucial for our model, and there is ev-
idence that German children before the age
of 7 mostly rely on other features such as
word order (Dittmar, Abbot-Smith, Lieven,
& Tomasello, 2008).

3.3 Frame extraction

From the annotated data samples, for each verb we
extracted frames and their respective frequencies
of occurrence. Following Alishahi and Steven-
son (2010), the semantic primitives of verbs and
their arguments were semi-automatically extracted
from WordNet (G. A. Miller, 1995), and the event-
based properties of the arguments were manually
compiled.

The syntactic pattern of the frame not only
shows the order of the arguments, but also im-
plicitly includes information about their seman-
tic roles, i.e., AGENT, THEME, LOCATION, etc.
Note that these semantic labels are used only for
distinguishing between similar syntactic patterns
with the verb in the same position but swapped
arguments (cf. [so] schnell geht es vs. es geht
[so] schnell ‘it goes [so] fast’—both patterns oc-
cur rather frequently in German).3

Based on the manually extracted frames, an in-
put corpus of verb uses was automatically gener-
ated for each set of experiments. The frequency of
occurrence of each frame determined the probabil-
ity of selecting this frame, and the same method
was used for selecting specific arguments.

3Although the inclusion of semantic labels into syntac-
tic pattern makes the learning task easier, there is, in fact,
no agreement yet on how exactly children acquire the non-
canonical word order. They must rely on pragmatics, and this
phenomenon most thoroughly has been studied in the gener-
ative tradition under the name of scrambling, but still vari-
ous explanations were proposed (see, e.g., Mykhaylyk & Ko,
2011). Due to this uncertainty, we found it acceptable to pro-
vide the learner with the means to distinguish between the
patterns like in the example above, since it was highly impor-
tant for German with its partially free word order.

4 Simulations and results

In this section we report on computational simu-
lations that we ran using our model and the de-
scribed input data. We investigate general L2 de-
velopmental patterns, priming effects in SLA, and
the impact of skewed input on the learner’s L2 pro-
ficiency. Although the latter two are not SLA phe-
nomena per se and can be observed in L1 learners
as well, they have been discussed in SLA domain
and suit well our methodological framework.

4.1 L2 general development

Despite numerous attempts to capture and de-
scribe the dynamics of SLA, scholars admit that
there is no ‘typical’ profile of general L2 develop-
ment (for an overview, see Hasko, 2013). This is
because many variables are involved, such as the
learner’s L1, the age of L2 onset, amount of input,
type of instruction (if any), etc. They cause signif-
icant differences between individual learners and
specific linguistic phenomena.

Generally, L2 develops gradually, and second
language learners rarely achieve native-like L2
proficiency. To demonstrate that our model fol-
lows these patterns, we ran a number of simu-
lations to compare how L1 and L2 proficiency
changes over time. In our scenario, the learner
was first presented 500 L1 verb uses in small
steps (25 times 20 frames). After each step his
L1 proficiency was tested in the following way.
The learner was presented with 20 test frames in
which the syntactic pattern was removed, and had
to predict the most suitable syntactic pattern, re-
lying on his current knowledge. We should note
that because German has partially free word or-
der, our German data contained a substantial num-
ber of frame groups consisting of two or more
frames that were almost identical and differed only
in the order of arguments in their syntactic pat-
terns (i.e., AGENT verb THEME and THEME verb
AGENT). These patterns are very close both lin-
guistically (i.e., they carry very similar meanings)
and algorithmically (i.e., the learner’s preference
for one of them is determined only by their re-
spective frequencies of occurrence in the input).
Therefore, asking the learner to predict the exact
pattern would not be a fair task. For this reason,
during the evaluation we only checked whether the
pattern produced by the learner contained exactly
the same set of arguments (and, possibly, the same
preposition) as the target pattern. Thus, AGENT
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kommen THEME, kommen AGENT THEME, and
THEME kommen AGENT were considered equal for
the purpose of evaluation.

After the initial 25 steps of L1 training and test-
ing, the learner was presented 500 more frames
(25 times 20) which could be either from L1 or
from L2 data in proportion 3 (L1) to 1 (L2). This
way we simulated a common situation when a
child starts learning a foreign language at school,
thus being exposed to input from both languages,
but L1 input prevails. The results averaged over
10 simulations (Figure 1) demonstrate that the L2
proficiency does not achieve that of L1.4
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Figure 1: L1 and L2 development over time

We explain the lower L2 proficiency by two fac-
tors. First, by the moment when the learner started
receiving L2 input, L1 constructions were already
formed in his memory, so the L1 entrenchment
prevented L2 constructions to fully emerge. Sec-
ond, even within the period of SLA the amount of
L2 input was 3 times smaller compared to that of
L1. To investigate whether both factors were in-
deed important, we tried to eliminate each of them
separately, i.e., to present both L1 and L2 from
the very beginning keeping the ratio 3:1 (Figure 2,
left), or to set an equal ratio while keeping the late
age of L2 onset (Figure 2, right). As we can see, in
neither case does the L2 proficiency reach that of
L1. However, when both factors are eliminated—
that is, from the very beginning the learner re-
ceives mixed L1/L2 input in equal proportion—
he reaches comparable levels of L1 and L2 profi-
ciency (Figure 3).

Additionally, we tried to separately manipulate
each of the two parameters keeping the other one
constant. We expected that (1) the lower the L2
age of onset, the higher the learner’s proficiency at
each moment of time with the L1/L2 ratio set at
3:1, and (2) the smaller the L1/L2 ratio (down to
1, when the amount of input is equal), the higher

4After presenting 4,000 more L2 frames to the learner this
pattern was still observed, and neither L1 nor L2 proficiency
converged to 1.
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Figure 2: L1 and L2 proficiency provided equal
age of onset (left) or input ratio (right)
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Figure 3: L1 and L2 proficiency provided equal
learning conditions

the learner’s proficiency at each moment of time
with the age of onset set at 500 frames. We found
no evidence for either effect. Part of the expla-
nation might be that there was a substantial over-
lap between L1 and L2 syntactic patterns (espe-
cially considering we treated patterns as sets of
elements irrespective of word order). Therefore
the learner’s existing L1 knowledge may indirectly
have contributed to the L2 proficiency, in a pattern
known as “positive transfer” (see, e.g., Benson,
2002). This can be demonstrated by comparing
the initial slopes of L2 development lines in Fig-
ure 1 and Figure 2a. In the former case, represent-
ing L2 exposure after L1 constructions have al-
ready been entrenched, L2 acquisition goes faster
in its initial stages, because the learner has, in fact,
already acquired a number of syntactic patterns
that are shared by the two languages. Monner et al.
(2013), who computationally studied the effect of
French L1 entrenchment on Spanish L2 grammat-
ical gender learning, explain an exception in their
results in similar fashion. However, this requires
further investigation, possibly in simulations in-
volving two languages that are typologically more
distant.

4.2 Priming effects in L2

Structural priming effects, when speakers tend to
recreate a recently encountered linguistic structure
in further language use, have been demonstrated
both in first (e.g., Bock, Dell, Chang, & Onishi,
2007; Potter & Lombardi, 1998, etc.) and in sec-
ond language (e.g., McDonough, 2006; Gries &
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Wulff, 2005) as well as across the two (e.g., Loe-
bell & Bock, 2003; Vasilyeva et al., 2010). Some
of these effects are explained in terms of construc-
tion grammar—primes can activate the respective
constructions (see Goldberg & Bencini, 2005).

To give a specific example, Gries and Wulff
(2005) asked L1 German learners of English to
complete sentence fragments after being exposed
to a prime sentence, which contained either a
prepositional dative (The racing driver showed the
torn overall to the team manager.) or a ditransitive
construction (The racing driver showed the helpful
mechanic the damaged tyre). The sentences pro-
duced by the learners demonstrated the construc-
tional priming effect in L2 acquisition, which was
also supported by corpus and sorting evidence (see
Gries & Wulff, 2005, for details).

Since in our model we explicitly assume the ex-
istence of constructions in learner’s memory, we
should be able to observe constructional priming
effects in L2. To investigate this, we partially sim-
ulated the experiment of Gries and Wulff (2005)
computationally. First the model was presented
with 250 L1 verb uses5, after which, like in the
previous experiment, L2 was introduced in paral-
lel with L1 in small steps (25 times 10 frames).
After each step, the learner was additionally pre-
sented with one of two primes. Priming frames,
which we took from the actual dataset, were uses
of the verb show with variable arguments, and the
only difference between the two primes was the
syntactic pattern—a prepositional dative or a di-
transitive (see Table 2).

Table 2: The two primes used.

Head verb (V.) show
No. of arg. 3
V. sem. prim. act, cause, perceive
Arg.1 sem. prop. vary
Arg.2 sem. prop. vary
Arg.3 sem. prop. vary
Arg.1 ev. prop. volitional, sentient, ...
Arg.2 ev. prop. sentient, animate, ...
Arg.3 ev. prop. perceivable, ...

Synt. pattern
AG. show BENEF. THEME

or
AG. show THEME to BENEF.

5Since the impact of a single priming frame on the learner
could be insignificant, we used a smaller step size in these
simulations.

In the experiment by Gries and Wulff (2005)
learners, after seeing a prime, were presented with
a test fragment consisting of an agent and a verb
(The racing driver showed ...), and were required
to continue the sentence. In terms of our model,
the test frame consisted of the head verb (show)
and its semantic primitives, total number of argu-
ments, the first argument (pronoun you) and its se-
mantic and event properties. The other features
(i.e., syntactic patterns and all the properties of
the other two arguments) were missing, and the
learner had to predict the best syntactic pattern for
the test frame. After the prediction was made, both
prime and test frame were discarded in order not
to influence further results, and the learning con-
tinued.

Since we investigated priming effects in ditran-
sitive (D) and prepositional dative (P) construc-
tions, in the further analysis we only looked at the
two respective syntactic patterns in the learner’s
production. That is, we calculated how many pat-
terns of each type were produced after each prime
(i.e., D-patterns after D-prime, P-patterns after D-
prime, P-patterns after P-prime, and D-patterns
after P-prime). Additionally, we ran an identi-
cal baseline simulation where the learner was not
primed, being presented a test frame immediately
after each learning step. Figure 4 shows how many
P- and D-patterns were produced in each of the
three conditions (P-prime, D-prime and no prime;
the results are averaged over 100 simulations).
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Figure 4: Frequency of prepositional (left) and di-
transitive (right) pattern production

As we can see, on the initial 5-10 steps of
development both P- and D-patterns were pro-
duced substantially more often after the respective
matching prime (the jump of the dotted line on
each plot) than after the non-matching prime or af-
ter no prime. After some time, however, the prim-
ing effect was leveled off, presumably because of
the exposure to large amounts of training data, and
the frequency of production of each of the two pat-
terns aligned with the actual frequency of occur-
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rence of the respective pattern in the training data
(31 for D-pattern, 3 for P-pattern).

On the one hand, the presence of the priming
effect in our results is in line with the findings of
Gries and Wulff (2005). On the other hand, their
participants were advanced foreign learners of En-
glish who must have achieved rather high profi-
ciency in L2 by the moment of study, but they were
still sensitive to the priming effect—a result that
we could not replicate computationally.

4.3 Skewed vs. balanced L2 input

There is an ongoing discussion in the literature on
the supposed facilitatory effect of skewed input on
constructional acquisition, summarized by Boyd
and Goldberg (2009). In monolingual contexts, it
has been demonstrated that children (Casenhiser
& Goldberg, 2005) and adults (Goldberg, Casen-
hiser, & Sethuraman, 2004) acquire a novel con-
struction with artificial verbs faster if one verb has
higher token frequency in the input compared to
the other verbs, and slower in case of balanced in-
put, with all the verbs having equal token frequen-
cies.

As for SLA, N. C. Ellis and Ferreira-
Junior (2009) showed that the distribution of
verbs/constructions in input to L2 learners is Zip-
fian, and that the most frequent verb in each con-
struction is acquired first. However, they do not
provide evidence for a facilitatory effect of skewed
distribution on construction learning. At the same
time, there is experimental evidence that high
type frequency facilitates the acquisition of wh-
questions in L2 (McDonough & Kim, 2009).

Year and Gordon (2009) experimentally studied
the facilitatory effect of skewed verb frequency
in the input on L2 constructional learning. In
their study, L1 Korean learners of English were
presented with 5 English verbs in the ditransitive
construction, where either all the verbs appeared
equally often (balanced input), or one verb ap-
peared 6 times more often than the other (skewed
input). The learners’ knowledge of the construc-
tion was assessed in the elicited production and
acceptability judgement task. The exposure and
testing procedures were distributed over 8 weeks,
or over 4 weeks, or over 4 days, depending on the
group. Surprisingly, in no group they found the
evidence for the facilitatory effect of skewed in-
put. These findings contrast with those in the other
studies that we mentioned.

In order to address this issue computationally,
we ran simulations using our model. Unlike Year
and Gordon (2009) who investigated the acqui-
sition of one construction only, we assessed the
general L2 knowledge of all constructions that the
learner was exposed to, since our model is per-
fectly suited for this.

The frequency distribution of verbs in our nat-
uralistic L2 input was not uniform (79-81-61-58-
48-29), however the most frequent verb appeared
approximately 3 times more often than the least
frequent, which was not comparable to the ratio
of 1:6 in the study by Year and Gordon (2009).
Thus, in addition to the natural data we introduced
two more conditions. First, we estimated the dis-
tribution of verbs over different constructions in
our data and concluded that two verbs—go and
show—accounted for most syntactic patterns in
the input. Therefore, to prepare truly skewed input
data, we set the frequencies for these two verbs to
30 and for the other verbs to 16. Second, we pre-
pared the balanced input data by setting the fre-
quency of each verb to 1.

Using the three types of input, we ran the exact
same simulations as for investigating the general
developmental pattern, and compared the learner’s
L2 proficiency over time in the three conditions.
The results are shown in Figure 5.
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Figure 5: L2 proficiency over time on skewed vs.
balanced input

As we can see, the learner’s proficiencies with
the natural and balanced input data do not dif-
fer much. However, the facilitatory effect of
the skewed frequencies in the input is very ev-
ident. Thus, our findings constrast with the re-
sults of Year and Gordon (2009), but are in line
with the general trend as summarized by Boyd and

6Although the ratio of 30:1 is much higher than that in
the experiment being simulated, we had to account for the
fact that individual frames within each verb were assigned
their own frequencies, so a high-frequency frame of a low-
frequency verb could still appear more often in the input than
a low-frequency frame of a high-frequency verb. We ex-
cluded this possibility by setting the ratio to the high value.
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Goldberg (2009). We agree with Year and Gor-
don’s (2009) explanation that the lack of facili-
tatory effect that they found can be explained by
the presentation order of the high-frequency verbs.
Goldberg et al. (2007) demonstrated the effect of
the presentation order of high- and low-frequency
stimuli on the learners’ performance. We believe
that due to the rather large ratio 30:1 that we set
in the skewed data, the two high-frequency verbs
prevailed in the L2 input from the very initial stage
of L2 learning, therefore our simulations were
closer to the “skewed first” condition of Goldberg
et al. (2007) than to the “skewed random” condi-
tion.

We have to note, however, that the facilitatory
effect observed in our experiment could also be
due to the fact that the distribution of the verbs in
the test frames was also different for each of the
three conditions, since the test data were sampled
from the same distribution as the training data. We
will further investigate this issue in the future.

5 Discussion

Patterns of second language development have
been studied for decades, starting from the mor-
pheme learning studies in 1970s (e.g., Wode,
1976). Although some classroom studies allow
SLA theorists to make inferences about general
L2 developmental patterns (e.g., R. Ellis, 1994;
VanPatten & Benati, 2010), scholars agree that a
typical pattern of L2 development can hardly exist
due to the inherent complexity of the SLA process.
The enormous variability of L2 learning condi-
tions makes it difficult to provide general conclu-
sions about SLA development. Partly for this rea-
son, most longitudinal studies have been focusing
on the development of specific linguistic features
in small number of individuals (see an overview
by Ortega & Iberri-Shea, 2005). DeKeyser (2013)
emphasizes the methodological difficulties in this
domain, especially when it comes to studying age
effects in the second language of immigrant pop-
ulation. The inherent problems of documenting
the individuals’ language experience and sampling
those learners who match a number of specific cri-
teria make the research in this field very laborious
and time-consuming.

In contrast, a computational framework can be
effectively used for studying the complexities of
learning a second language, specifically in rela-
tion to the characteristics of the first language.

We present a computational model of second lan-
guage acquisition which investigates grammatical
L2 development in connection with the existing L1
knowledge, a setup that has not been properly ad-
dressed by the existing computational models of
SLA (but see Monner et al., 2013).

We evaluate the model’s acquired grammati-
cal knowledge (in the form of emergent argument
structure constructions) through sentence produc-
tion. Our simulations replicate the expected pat-
terns of L2 development, such as gradual emer-
gence of constructions and increased proficiency
in sentence production. Moreover, we investigate
two specific SLA phenomena: construction prim-
ing and the facilitative effect of skewed frequen-
cies in the input.

Priming effects have been demonstrated in sec-
ond language learners (Gries & Wulff, 2005),
although sometimes inconsistently (McDonough,
2006). We replicate a priming effect at the early
stages of learning in our simulations, but this ef-
fect diminishes as the model receives more in-
put. Systematic manipulation of various (poten-
tially relevant) factors via computational simula-
tion will shed more light on the nature of priming
in SLA.

The facilitative effect of skewed input on con-
struction learning has been subject of much debate
(Boyd & Goldberg, 2009). Our experiments show
that skewed frequencies in the input can improve
the performance of the model in sentence produc-
tion, but more careful investigation of this pattern
is needed for a clear picture of the interaction be-
tween different parameters.

Although some of our results are inconclu-
sive, we believe that our preliminary experiments
clearly demonstrate the opportunities of the model
for SLA research. In the future we plan investi-
gating the described and other phenomena more
thoroughly. Applying additional methods such as
analysis of the frame categorization structure un-
der different conditions, or quantitative compari-
son of the production data obtained in computa-
tional simulations and in the natural learner cor-
pora (Gries & Wulff, 2005), could help us to draw
specific implications for the SLA theory.
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Abstract
We augment an existing TAG-based in-
cremental syntactic formalism, PLTAG,
with a semantic component designed to
support the simultaneous modeling ef-
fects of thematic fit as well as syntactic
and semantic predictions. PLTAG is a
psycholinguistically-motivated formalism
which extends the standard TAG opera-
tions with a prediction and verification
mechanism and has experimental support
as a model of syntactic processing diffi-
culty. We focus on the problem of for-
mally modelling semantic role prediction
in the context of an incremental parse
and describe a flexible neo-Davidsonian
formalism and composition procedure to
accompany a PLTAG parse. To this
end, we also provide a means of aug-
menting the PLTAG lexicon with seman-
tic annotation. To illustrate this, we run
through an experimentally-relevant model
case, wherein the resolution of semantic
role ambiguities influences the resolution
of syntactic ambiguities and vice versa.

1 Introduction

PLTAG (PsychoLinguistically-motivated TAG,
Demberg and Keller, 2008; Demberg et al., 2014)
is a variant of Tree-Adjoining Grammar (TAG)
which is designed to allow the construction of
TAG parsers that enforce strict incrementality and
full connectedness through (1) constraints on the
order of operations, (2) a new type of unlexical-
ized tree, so-called prediction trees, and (3) a veri-
fication mechanism that matches up and extends
predicted structures with later evidence. Psy-
cholinguistic evaluation has shown that PLTAG
operations can be used to predict data from eye-
tracking experiments, lending this syntactic for-
malism greater psycholinguistic support.

Syntax, however, may not just be the skeleton of
a linguistic construction that bears semantic con-
tent: there is some evidence that syntactic struc-
ture and semantic plausibility interact with each
other. In a strongly interactive view, we would ex-
pect that semantic plausibility could directly affect
the syntactic expectations. Consider the sentences:

(1) a. The woman slid the butter to the man.
b. The woman slid the man the butter.

The ditransitive verb “to slide” provides three
roles for participants in the predicate: agent, pa-
tient, and recipient. In both cases, “the woman”
fills the agent role, “the butter” the patient, and
“the man” the recipient. However, they do not gen-
erally fill all roles equally well. English-speakers
have the intuition that “the butter” should neither
be an agent nor a recipient under normal circum-
stances. Likewise, “the man” is not a typical pa-
tient in this situation. If there is a psycholinguis-
tic effect of semantic plausibility, we would ex-
pect that an incomplete sentence like “The woman
slid the butter” would generate an expectation in
the listener of a PO construction (rather than DO)
with preposition “to”, as well as an expectation of
a noun phrase and an expectation that that noun
phrase would belong to the class of entities that
are plausible recipients for entities that are slid.

If this is the case, then there is not only a syntac-
tic expectation at this point but a semantic expecta-
tion that is in turn informed by the syntactic struc-
ture and semantic content up to that point. Con-
structing a model that is formally rich, psycholin-
guistically plausible, and empirically robust re-
quires making design decisions about the specific
relationship between syntax and semantics and the
overall level of formal articulation on which the
statistical model rests. For PLTAG, we are inter-
ested in preserving as many of its syntactic charac-
teristics as are necessary to model the phenomena
that it already does (Demberg and Keller, 2009).
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In the rest of this paper, we therefore present a
semantic augmentation of PLTAG that is based on
neo-Davidsonian event semantics and is capable
of supporting incrementality and prediction.

2 Psycholinguistic background

Does thematic fit dynamically influence the choice
of preferred syntactic structures, does it shape pre-
dictions of upcoming semantic sorts, and can we
measure this experimentally?

A classic study (Altmann and Kamide, 1999)
about the influence of thematic fit on predictions
showed that listeners can predict the complement
of a verb based on its selectional restrictions. Par-
ticipants heard sentences such as:

(2) a. The boy will eat the cake.
b. The boy will move the cake.

while viewing images that depicted sets of rele-
vant objects, in this example, a cake, a train set,
a ball, and a model car. Altmann and Kamide
(1999) monitored participants’ eye-movements
while they heard the sentences and found an in-
creased number of looks to the cake during the
word eat compared the control condition, i.e., dur-
ing the word move (only the cake is edible, but
all depicted objects are movable). This indicates
that selectional preference information provided
by the verb is not only used as soon as it is avail-
able (i.e., incremental processing takes place), but
this information also triggers the prediction of up-
coming arguments of the verb. Subsequent work
has demonstrated that this is not a simple associ-
ation effect of eat and the edible item cake, but
that people assign syntactic roles rapidly based on
case marking and that missing obligatory thematic
role fillers are predicted; in a German visual world
study, Kamide et al. (2003a) presented participants
with a scene containing a cabbage, a hare, a fox
and a distractor object while they heard sentences
like

(3) a. Der Hase frisst gleich den Kohl.
(The harenom will eat soon the cabbageacc.)

b. Den Hasen frisst gleich der Fuchs.”
(The hareacc will eat soon the foxnom.)

They found that, during the verb-adverb region,
people looked more to the cabbage in the first con-
dition and correctly anticipated the fox in the sec-
ond condition. This means that they were able to
correctly anticipate the filler of the missing the-
matic role. Kamide et al. (2003b) furthermore

showed that role prediction is not only restricted
to the immediately-following grammatical object,
but that goals as in The woman slid the butter to
the man are also anticipated.

Thematic fit furthermore seems to interact with
syntactic structure. Consider the sentences in (4),
which are locally ambiguous with respect to a
main clause interpretation or a reduced relative
clause.

(4) a. The doctor sent for the patient arrived.
b. The flowers sent for the patient arrived.

Comprehenders incur decreased processing diffi-
culty in sentences like (4-b) compared to (4-a),
due to flowers not being a good thematic fit for
the agent role of sending (Steedman, 2000).

Taken together, the experimental evidence sug-
gests that semantic information in the form of
thematic fit can influence the syntactic structures
maintained by the comprehender and that peo-
ple do generate anticipations not only based on
the syntactic requirements of a sentence, but also
in terms of thematic roles. While there is evi-
dence that both syntactic and semantic process-
ing is rapid and incremental, there remain, how-
ever, some open questions on how closely syn-
tactic and semantic processing are integrated with
each other. The architecture suggested here mod-
els the parallel, highly incremental construction of
syntactic and semantic structure, but leaves open
to exploration the question of how quickly and
strongly they interact with each other. Note that
with the present architecture, thematic fit would
only be calculated for word pairs which stand in
a possible syntactic relation. The syntax thus ex-
erts strong constraints on which plausibilities are
considered. Our example in section 6.2 illustrates
how even a tight form of direct interaction between
syntax and semantics can be modelled.

3 Relation to previous work on joint
syntactic-semantic models

Previous attempts have been made to combine
the likelihood of syntactic structure and seman-
tic plausibility estimates into one model for pre-
dicting human processing difficulty (Padó et al.,
2009; Jurafsky, 2002). Padó et al. (2009) pre-
dict increased difficulty when the preferred syn-
tactic analysis is incompatible with the analysis
that would have the best thematic fit. They inte-
grate syntactic and semantic models as a weighted
combination of plausibility scores. The syntactic
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and semantic models are computed to some extent
independently of one another, and then the result
is adjusted by a set of functions that take into ac-
count conflicts between the models. In relation to
the approach proposed here, it is also important
to note that the semantic components in (Padó et
al., 2009; Jurafsky, 2002) are limited to semantic
role information, while the architecture proposed
in this paper can build complete semantic expres-
sions for a sentence. Furthermore, these models
do not model the prediction and verification pro-
cess (in particular, they do not make any seman-
tic role predictions of upcoming input) which has
been observed in human language processing.

Mitchell et al. (2010) propose an integrated
measure of syntactic and semantic surprisal as a
model of processing difficulty, and show that the
semantic component improves modelling results
over a syntax-only model. However, the syntactic
and semantic surprisal components are only very
loosely integrated with one another, as the seman-
tic model is a distributional bag-of-words model
which does not take syntax into account.

Finally, the syntactic model underlying (Padó et
al., 2009; Mitchell et al., 2010) is an incremental
top-down PCFG parser (Roark, 2001), which due
to its parsing strategy fails to predict human pro-
cessing difficulty that arises in certain cases, such
as for center embedding (Thompson et al., 1991;
Resnik, 1992). Using the PLTAG parsing model is
thus more psycholinguistically adequate.

3.1 Towards a broad-coverage integration of
syntax and semantics

The current paper does not propose a new model
of sentence processing difficulty, but rather ex-
plores the formal architecture and mechanism nec-
essary to enable the future implementation of an
integrated syntactic-semantic model. A syntax-
informed semantic surprisal component imple-
mented using distributional semantics could use
the semantic expressions generated during the
PLTAG semantics construction to determine what
words (in which relationships to the current word)
from the previous context to condition on for cal-
culating semantic surprisal.

4 PLTAG syntax

PLTAG uses the standard operations of TAG: sub-
stitution and adjunction. The order in which they
are applied during a parse is constrained by in-

crementality. This also implies that, in addition
to the standard operations, there are reverse Up
versions of these operations where the prefix tree
is substituted or adjoined into a new elementary
tree (see figure 4). In order to achieve strict incre-
mentality and full connectedness at the same time
while still using linguistically motivated elemen-
tary trees, PLTAG has an additional type of (usu-
ally) unlexicalized elementary tree called predic-
tion trees. Each node in a prediction tree is marked
with upper and/or lower indices k

k to indicate its
predictive status. Examples for prediction trees
are given at the right hand side of figure 5b. The
availability of prediction trees enable a sentence
starting with “The thief quickly” to integrate both
the NP (“The thief”) and the ADVP (“quickly”)
into the derivation even though neither type of el-
ementary tree can be substituted or adjoined to the
other—the system predicts an S tree to which both
can be attached, but no specific verb head. Pre-
diction markers can be removed from nodes via
the verification operation, which makes sure that
predicted structure is matched against actually ob-
served evidence from the input string. For the ex-
ample above, the verb ran in “The thief quickly
ran” verifies the predicted verb structure. In fig-
ures 5c through 5e, we also provide an example of
prediction and verification as part of the demon-
stration of our semantic framework. Other foun-
dational work on PLTAG (Demberg-Winterfors,
2010) contains more detailed description.

5 Neo-Davidsonian semantics

Davidsonian semantics organizes the representa-
tion of predicates around existentially-quantified
event variables (e). Sentences are therefore treated
as descriptions of these events, leading to a less
recursive representation where predicates are not
deeply embedded inside one another. Highly
recursive representations can be incrementality-
unfriendly, potentially requiring complex infer-
ence rules to “undo” recursive structures if rele-
vant information arrives later in the sentence.

Neo-Davidsonian semantics (Parsons, 1990;
Hunter, 2009) is an extension of Davidsonian
semantics wherein the semantic roles are also
separated out into their own first-order predi-
cates, rather than being fixed arguments of the
main predicate of the verb. This enables a sin-
gle verb predicate to correspond to multiple pos-
sible arrangements of role predicates, also an
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incrementality-friendly characteristic1. The Neo-
Davidsonian representation allows us separate the
semantic prediction of a role from its syntactic ful-
fillment, permitting the type of flexible framework
we are proposing in this paper.

We adopt a neo-Davidsonian approach to se-
mantics by a formalism that bears similarity to ex-
isting frameworks such as (R)MRS (Robust Min-
imal Recursion Semantics) (Copestake, 2007).
However, this paper is intended to explore what
architecture is minimally required to augment the
PLTAG syntactic framework, so we do not adopt
these existing frameworks wholesale. Our ex-
amples such as figures 4, 5d, and several others
demonstrate how this looks in practice.

6 Semantics for PLTAG

6.1 Semantic augmentation for the lexicon

Constructing the lexicon for a semantically aug-
mented PLTAG uses a process based on the one
for “purely syntactic” PLTAG. The PLTAG lex-
icon is extracted automatically from the PLTAG
treebank, which has been derived from the Penn
Treebank using heuristics for binarizing flat struc-
tures as well as additional noun phrase annotations
(Vadas and Curran, 2007), PropBank (Palmer et
al., 2003), and a slightly modified version of
the head percolation table of Magerman (1994).
PLTAG trees in the treebank are annotated with
syntactic headedness information as well as infor-
mation that allows one to distinguish arguments
and modifiers.

Given the PLTAG treebank, we extract the
canonical lexicon using well-established ap-
proaches from the LTAG literature (in particular
(Xia et al., 2000): we traverse the converted tree
from each leaf up towards the root, as long as the
parental node is the head child of its parent. If a
subtree is not the head child of its parent, we ex-
tract it as an elementary tree and proceed in this
way for each word of the converted tree. Given the
argument/modifier distinction, we then create sub-
stitution nodes in the parent tree for arguments or
a root and foot node in the child tree for modifiers.
Prediction trees are extracted automatically by cal-
culating the minimal amount of structure needed
to connect each word into a structure including all
previous words of the sentence2. The parts of this

1Consider the optionality of the agent role in passive sen-
tences, where the “by-phrase” may or may not appear.

2The reader is referred to (Demberg-Winterfors, 2010;

S
{∃e&? = e}

NP↓
{Q1x1

ARG0(e, x1)}

VP
{e}

V
likes

{Like(e)}

NP↓
{Q2x2

ARG1(e, x2)}

NP
{∃e}

NP*
{Q1x1

ARG0(e, x1)
&? = x1

&? = Q1}

VP
{e}

V
including
{Include(e)}

NP↓
{Q2x2

ARG1(e, x2)}

Figure 1: Verbal elementary trees extracted from
example sentence Pete likes sugary drinks includ-
ing alcoholic ones.

minimally-needed connecting syntactic structure
which belong to heads to the right of the current
word are stored in the lexicon as prediction trees,
c.f. right hand side of figure 5b.

Since Propbank is used in the construction pro-
cess of the PLTAG treebank, we can straightfor-
wardly display the semantic role annotation on the
tree and the extracted lexicon, with the exception
that we display role annotations for PPs on their
NP child. For arguments, annotations are retained
on the substitution node in the parental tree, while
for modifiers, the role annotation is displayed on
the foot node of the auxiliary tree, as shown for the
verbal trees extracted from the sentence Pete likes
sugary drinks including alcoholic ones in Figure
1. PropBank assigns two roles to the NP node
above sugary drinks (it is the ARG1 of likes and
the ARG0 of including), but we can correctly tease
apart these annotations in the lexical extraction
process using the syntactic annotation and argu-
ment/modifier distinction.

Using the same procedure, prediction trees are
annotated with semantic roles. It can then happen
that one form of a prediction tree is annotated with
different syntactic roles, hence introducing some
additional ambiguity into the lexicon. For exam-
ple, the NP substitution node in subject position of
the prediction tree rooted in Sk in figure 5b could
be an ARG0 for some verbs which can verify this
tree and an ARG1 for others.

PLTAG elementary trees can contain one or
more lexemes, where the first lexeme is the el-
ementary tree’s main anchor, and all further lex-
emes are predicted. In earlier PLTAG extractions,
elementary trees with several lexemes were used
for particle verbs like show up and some hand-
coded constructions in which the first part is pre-
dictive of the second part, such as either . . . or or
both . . . and. Here we extend this set of trees with

Demberg et al., 2014) for full details of the PLTAG conver-
sion and syntactic part of the lexicon extraction process.
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more than one lexeme to verbs with subcatego-
rized PPs, as shown, for example, in the second
lexicon entry of slid in figure 5a. Note the differ-
ence to the lexicon entry of optional PPs in figure
5b as in on Sunday. Furthermore,
• All elementary trees which have a role anno-

tation in PropBank also have a correspond-
ing annotation ∃e on their root node that
represents the existentially-quantified neo-
Davidsonian event variable for that predicate,
see fig. 1.
• The event variables and entity variables on an

elementary tree are available for binding on
the path from the anchor3 of the elementary
tree to the root node.
• Every role annotation on a node is in the form

of a predicate ARGn(e, x), where e is the
event variable, and x is an entity variable to
which the role is conferred.
• Every role annotation is prefixed with a vari-

able binding Qx, where Q is a higher-order
variable that represents an unknown quanti-
fier. This ensures that all variables are bound
if a role appears before its filler.
• Every elementary tree for an open-class word

has a head with corresponding predicate. For
example, “butter” has a predicate Butter(x).
• Prediction trees for open lexical classes (such

as NPs) have a head with a (x) predicate.
• Every nominal elementary tree has a Qx at

the root node so that the entity variable that
is the argument to the predicate on the head
is bound. The Qx is on the root node so that
our semantic processing procedure for substi-
tutions and adjunctions (described in the next
section) can unify the entity variable x with
variables on higher trees.

For PPs, we obtain role annotations from Prop-
Bank and NomBank. Other closed-class syntactic
types such as pronouns have appropriately-
selected quantifier constants and predicates
(e.g. “someone” would be represented as
∃xPerson(x)&? = ∃&? = x, see next paragraph
for the use of question marks). Determiners are
merely annotated with a quantifier “constant”
symbol and no variables or predicates.

Then we require a type of additional annota-
tion to which we refer as a “variable assignment
statement”, which we use in our syntactic com-

3Lowest node on the path to where the anchor would be
in a prediction tree which does not have a lexical anchor.

bination process. These statements are written
? = v, where v is either a quantifier variable
(Q) or constant (e.g. ∃) or an entity variable (x).
These statements represent the possibility that an
incoming tree might have a variable v that could
have the same binding as one already in the pre-
fix tree. Variable assignment statements occur on
root nodes or foot nodes, except where there is a
descendent DT subsitution node, which receives
an additional ? = Q statement. The type of vari-
able assignment statement (event, entity or quan-
tifier) depends on the root node type (entity type
like NP or N vs. event type like S or VP), as shown
in figure 1. The next section describes the use of
these statements in semantic parsing. Note that
variable assignment statements need not be rep-
resented explicitly in an implementation, as reas-
signing variables can be done via references or
other data structures. We use them as a represen-
tational and illustrative convenience here.

6.2 Semantic parsing procedure

We integrate semantics into the overall process of
PLTAG parsing by the rules in figures 2 and 3. In
addition, we provide a more procedural descrip-
tion here. At the highest level, a step in an incre-
mental parse follows this pattern:

1. On scanning a new word or doing a predic-
tion step, the PLTAG statistical model selects
a tree from the lexicon, an operation (substi-
tion, adjunction, verification), and a position
in the prefix tree at which to insert the tree (or
none, if this is the first word).

2. All the nodes of the incoming tree are vis-
ited by the visit operation, and their semantic
content is appended as conjuncts to the out-
put semantic expression.

3. The operation of attaching the new tree into
the derived tree is performed (pltagOp):
(a) Variable assignment statements are

emitted and appended to the semantic
output expression according to the
rules in figure 3, as well as to the
semantic expression at the syntactic
node at which the integration occurs.
For verification, the Verify rule has to
be applied to all nodes that are verified.

(b) The syntactic integration of merging the
nodes at the substitution or adjunction
site is performed. The rules in 3 also
make sure that the semantic expressions

61



D : {Ψ} T
PltagStep

pltagOp(D, T ) : {Ψ&visit(T )}

D : {Ψ}
Resolve

D : resolveEqns(Ψ)

Figure 2: Overall rules for trees (T ) and derivations (D) and overall semantic expressions (Ψ). PltagStep
applies when a new tree is chosen to be integrated with the prefix tree.

N1 ⇓: {Σ1, Q1, Σ2} N2 ⇑: {Σ3, ? = Q2, Σ4} D : {Ψ}
QuantEquate

D[N1 7→ nodeMerge(N1 : {Σ1, Q1, Σ2}, N2 : {Σ3, Σ4})] : {Ψ&Q1 = Q2}

N1 ⇓: {Σ1, x1, Σ2} N2 ⇑: {Σ3, ? = x2, Σ4} D : {Ψ}
VarEquate

D[N1 7→ nodeMerge(N1 : {Σ1, x1, Σ2}, N2 : {Σ3, Σ4})] : {Ψ&x1 = x2}

N1
p
p : {Σ1, 1, Σ2} N2 : {Σ3} anchor(N2):{Σ4, Pred(x), Σ5} D : {Ψ}

Verify
D[N1 7→ nodeMerge(N1 : {Σ1, 1, Σ2}, N2 : {Σ3})] : {Ψ& 1 = Pred}

Figure 3: Rules for combining nodes. The nodes are attached during the derivation via the nodeMerge
operation, with N1 being the node above (⇓), and N2 being the node below (⇑). These hold for substi-
tution and adjunction (for both canonical and prediction trees). The underlying intuition is that the (⇓)
node will contain the variable equation, and the (⇑) node will contain the mention of a variable to be
equated. The Verify rule equates the variable with the predicate of the verification tree. The equation
is appended to the output expression Ψ. Q2 can also be ∃ or another quantifier. VarEquate also applies to
event variables. The Σn notation represents the prefixes and suffixes of the semantic expressions relative
to the mentioned variable or statement. The rules delete the variable assignment statement from the node
by concatenating Σ3 and Σ4.

from both nodes involved in the integra-
tion are included in the semantic expres-
sion of the merged node.

4. Optionally, a Resolve step is applied, which
eliminates variable assignment statements by
replacing variable mentions with their most
concrete realization.

Regarding variable assignments at the integra-
tion of two trees, the value for quantifier vari-
ables can be a constant in the form of a quanti-
fier. Entity variables can be equated with other
entity variables, and entity constants (e.g., proper
names) are a relatively simple extension to the
rules4. Verification variables can only be equated
with a constant—a predicate name.

We present an example of the processing of
a substitution step in figure 4. The S tree for
sleeps with an open NP substitution node is in
the process of having the NP “someone” substi-
tuted into it using the substUp operation. So we
have already done step 1 of our parsing procedure.
Step 2 is visit, such that the semantic expression
of the NP is appended to the output expression

4A noun phrase like “Peter” will have the associated se-
mantic expression peter&? = peter and will require an ad-
ditional inference rule to remove the quantifier when it is
adjoined or substituted to a node carrying a role. In other
words, substituting peter into QxARG1(e, x) should result
in ARG1(e, peter). An analogous rule for constant verifi-
cation that allows Qx (x) to be verified as peter is also
required.

Ψ. For step 3, the variable assignment statements
are then processed by application of QuantEquate
and VarEquate. Finally in step 4, the expression is
simplified with Resolve.

The Resolve operation. From an implementa-
tion perspective, resolving variable assignment
statements does not really need a separate oper-
ation, as references can be maintained such that
the assignment is automatically performed with-
out any explicit substitution in the manner of a
Prolog inference engine’s resolution procedure.
The same holds for the variable assignment state-
ments. However, we include explicit mention of
this mechanism for ease of expression of the se-
mantic operations as well as to illustrate some de-
gree of convergence with existing formalisms such
as (R)MRS, which also has a mechanism to assert
relationships between variables post hoc.

There is only one condition under which ap-
plication of Resolve can fail, which is if there is
more than one assignment statement connecting
the same variable to different constants.

The Resolve rule is defined to be able to apply
to the entire output expression. When should it
apply? It is defined such that it can be applied at
any time; its actual execution will be controlled
by the parsing algorithm, e.g., after each parsing
operation or at the end of the parse.

There are remaining matters of quantifier scope
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NP
{∃x1Person(x1)

&? = x1&? = ∃}

PRO
someone

substUp−−−−−→ S
{Ee}

NP↓
{Q0x0ARG0(e, x0)}

VP

sleeps

(Syntactic view)

Ψ = ∃eQ0x0ARG0(e, x0)
(Before substitution starts)

Ψ = ∃eQ0x0ARG0(e, x0)

&∃x1Person(x1)&? = x1&? = ∃
(Result of visit)

Ψ = ∃eQ0x0ARG0(e, x0)

&∃x1Person(x1)&? = x1&? = ∃
&Q0 = ∃&x0 = x1

(Result of QuantEquate and VarEquate)
Ψ = ∃e∃x0ARG0(e, x0)&Person(x0)

(Result of Resolve)

Figure 4: An example incremental step from the
semantic perspective.

and semantic well-formedness that must be han-
dled post hoc at every step. For example, univer-
sal quantifiers require a distinction to be made be-
tween the restrictor of the quantified variable and
the nuclear scope. It is possible within a neo-
Davidsonian representation to perform such rep-
resentational adjustments easily, as shown by Say-
eed and Demberg (2012).

Example Now that we have described the pro-
cedure, we provide an example of how this se-
mantic augmentation of PLTAG can represent role
labeling and prediction inside the syntactic pars-
ing system. We perform a relevant segment of the
parse of example (1-a), “The woman slid the but-
ter to the man.” In this sentence, we expect that the
parser will already know the expected role of the
NP “the man” before it actually receives it. That is,
it will know in advance that there is an upcoming
NP to be predicted such that it is compatible with a
recipient (ARG2) role, and this knowledge will be
represented in the incremental output expression.

The minimum lexicon required for our example
is contained in figures 5a and 5b. For our illustra-
tion, we only include the ditransitive alternation of
“slide”. Both versions of slide contain all the roles
on NP nodes. This parse involves only the predic-
tion of noun phrases, so we only have an NP pre-
diction tree. We presume for the sake of simplicity
that the determiner “the” represents the existential
quantifier ∃.

Our parse begins in figure 5c with “The woman
slid”, since these are the same in both cases, and
it proceeds up to figure 5e with the sentence “The
woman slid the butter to the man”. We Resolve
the assignments at every step for brevity in the ex-
amples, and we also apply it to the nodes. By fig-
ure 5d, the parser already knows that the ARG2 of
“slide” is what is sought. Finally, by figure 5e, the
appropriate NP is expected by prediction.

7 Discussion and conclusions

We demonstrated how syntactic prediction and
thematic roles can interact in our framework, but
we did so with a simple example of prediction:
a single noun phrase. Our framework is, how-
ever, able to accomodate more complex interac-
tions. In particular, we want to draw attention
to an example which can not be modelled by
other formalisms which are not fully connected
like PLTAG. Consider sentences beginning with
“The victim/criminal was violently. . . ”. Does the
semantic association between “victim” vs. “crimi-
nal” and “violently” change the likelihoods of the
semantic roles that can be assigned to the subject
NP? Does it make an active or a passive voice
verb more likely after “violently”? These are the
kinds of possible syntactic-semantic interactions
for which one will need a flexible but robust for-
malism such as we have described in this paper:
the prediction mechanism allows dependents to
jointly affect the expectation of a head even before
the head has been encountered. Note that these
interactions can also go beyond thematic roles.

In this paper, we have presented a procedure
to augment a treebank-extracted PLTAG lexicon
with semantic annotations based in a flexible neo-
Davidsonian theory of events. Then we have
provided the way to combine these representa-
tions during incremental parsing in a manner fully
synchronized with the existing PLTAG syntactic
operations. We demonstrated that we can rep-
resent thematic role prediction in a case that is
known to be relevant to an on-going stream of psy-
cholinguistic research. Ongoing and future work
includes the development of a joint syntactic-
semantic statistical model for PLTAG and experi-
mental validation of predictions made by our se-
mantic augmentation. We are also considering
higher-order semantic issues such as quantifier
scope underspecification in the context of our for-
malism (Koller et al., 2003).
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S
{∃e? = e}

NP↓
{Q0x0ARG0(e, x0)}

VP
{e}

V

slid
{Slid(e)}

NP↓
{Q2x2ARG2(e, x2)}

NP↓
{Q1x1ARG1(e, x1)}

S
{∃e? = e}

NP↓
{Q0x0ARG0(e, x0)}

VP
{e}

V

slid
{Slid(e)}

NP↓
{Q1x1ARG1(e, x1)}

PP

TOk

tok
k

NP↓
{Q2x2ARG2(e, x2)}

(a) Lexicon: ditransitive alternation of slid.

NP
{Qx? = Q&? = x}

DT↓
{? = Q}

N
woman | man | butter
{Woman(x)
|Man(x)
|Butter(x)}

DT
{∃}

the

TO

to

VP

VP*
{∃e? = e}

PP

P

on

NP↓
{ARGM-TEMP(e, x)}

Sk
{∃e? = e}

NPk ↓
{Q1x1ARG0(x1)}

VPk
k

{ (e)}

NPk
{Qx? = Q&? = x}

DTk ↓
{? = Q}

Nk
k

{ (x)}

(b) Lexicalized trees and prediction trees.

S
{∃e? = e}

NP↓
{∃x0ARG0(e, x0)}

DT
{∃}

the

N
woman

{Woman(x0)}

VP
{e}

V

slid
{Slid(e)}

NP1
{Q2x2ARG2(e, x2)}

DT1 ↓
{? = Q2}

N1
1

{ (x2)}

NP↓
{Q1x1ARG1(e, x1)}

S
{∃e? = e}

NP↓
{∃x0ARG0(e, x0)}

DT
{∃}

the

N
woman

{Woman(x0)}

VP
{e}

V

slid
{Slid(e)}

NP1
{Q1x1ARG1(e, x1)}

DT1 ↓
{? = Q1}

N1
1

{ (x1)}

PP

TOk

tok
k

NP↓
{Q2x2ARG2(e, x2)}

∃e? = e&∃x0ARG0(e, x0)&Woman(x0)&Slid(e) ∃e? = e&∃x0ARG0(e, x0)&Woman(x0)&Slid(e)
&Q2x2ARG2(e, x2)&? = Q2& (x2)&Q1x1ARG1(e, x1) &Q1x1ARG1(e, x1)&? = Q1& (x1)&Q2x2ARG2(e, x2)

(c) Parse of “The woman slid” with respect to the ditransitive alternation, with the syntactic prediction of an NP. Two possibilities
still remain. The semantics are identical except for the role of the predicted nominal predicate. The ? = e variable assignment
statement persists through the derivation, representing the possibility that this sentence is embedded in another.

S
{∃e? = e}

NP↓
{∃x0ARG0(e, x0)}

DT
{∃}

the

N
woman

{Woman(x0)}

VP
{e}

V

slid
{Slid(e)}

NP
{∃x1ARG1(e, x1)}

DT
{∃}

the

N
butter

{Butter(x1)}

PP

TOk

tok
k

NP↓
{Q2x2ARG2(e, x2)}

∃e? = e&∃x0ARG0(e, x0)&Woman(x0)&Slid(e)
&∃x1ARG1(e, x1)&Butter(x1)&Qx2ARG2(e, x2)

(d) Parse of “The woman slid the butter. . . ”. The arrival of
“the butter” greatly reduces the likelihood of the recipient
role (ARG2) being the one filled at this point, effectively
abolishing the first parse.

S
{∃e? = e}

NP↓
{∃x0 . . .}

DT
{∃}

the

N
woman

{Woman(x0)}

VP
{e}

V

slid
{Slid(e)}

NP
{∃x1 . . .}

DT
{∃}

the

N
butter

{Butter(x1)}

PP

TO

to

NP2
{Q2x2 . . .}

DT2 ↓
{? = Q2}

N2
2

{ (x2)}

∃e? = e&∃x0ARG0(e, x0)&Woman(x0)&Slid(e)
&∃x1ARG1(e, x1)&Butter(x1)&Qx2ARG2(e, x2)
&? = Q2& (x2)

(e) Parse of “The woman slid the butter to. . . ”. to is verified
and the last NP is expanded via prediction. This gives us
the last predicted predicate in the semantic expression. It
shares its variable with the ARG2 role, thus thematically
restricting its possible verifications.

Figure 5: Excerpt of our example parse.
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Abstract
This paper summarizes the results of a
large-scale evaluation study of bag-of-
words distributional models on behavioral
data from three semantic priming experi-
ments. The tasks at issue are (i) identifi-
cation of consistent primes based on their
semantic relatedness to the target and (ii)
correlation of semantic relatedness with
latency times. We also provide an evalu-
ation of the impact of specific model pa-
rameters on the prediction of priming. To
the best of our knowledge, this is the first
systematic evaluation of a wide range of
DSM parameters in all possible combina-
tions. An important result of the study
is that neighbor rank performs better than
distance measures in predicting semantic
priming.

1 Introduction

Language production and understanding make ex-
tensive and immediate use of world knowledge
information that concerns prototypical events.
Plenty of experimental evidence has been gathered
to support this claim (see McRae and Matzuki,
2009, for an overview). Specifically, a number of
priming studies have been conducted to demon-
strate that event knowledge is responsible for fa-
cilitation of processing of words that denote events
and their participants (Ferretti et al., 2001; McRae
et al., 2005; Hare et al., 2009). The aim of our re-
search is to investigate to which extent such event
knowledge surfaces in linguistic distribution and
can thus be captured by Distributional Semantic
Models (henceforth, DSMs). In particular, we test
the capabilities of bag-of-words DSMs in simu-
lating priming data from the three aforementioned
studies.

DSMs have already proven successful in sim-
ulating priming effects (Padó and Lapata, 2007;

Herdağdelen et al., 2009; McDonald and Brew,
2004). Therefore, in this work, we aim at a more
specific contribution to the study of distributional
modeling of priming: to identify the indexes of
distributional relatedness that produce the best
performance in simulating priming data and to as-
sess the impact of specific model parameters on
such performance. In addition to distance in the
semantic space, traditionally used as an index of
distributional relatedness in DSMs, we also intro-
duce neighbor rank as a predictor of priming ef-
fects. Distance and a number of rank-based mea-
sures are compared with respect to their perfor-
mance in two tasks: the identification of congruent
primes on the basis of distributional relatedness
to the targets (we measure accuracy in picking up
the congruent prime) and the prediction of latency
times (we measure correlation between distribu-
tional relatedness and reaction times). The results
of our experiments show that neighbor rank is a
better predictor than distance for priming data.

Our approach to DSM evaluation constitutes
a methodological contribution of this study: we
use linear models with performance (accuracy or
correlation) as a dependent variable and various
model parameters as independent variables, in-
stead of looking for optimal parameter combina-
tions. This approach is robust to overfitting and
allows to analyze the influence of individual pa-
rameters as well as their interactions.

The paper is structured as follows. Section
2 provides an overview of the modeled datasets.
Section 3 introduces model parameters and in-
dexes of distributional relatedness evaluated in this
paper, describes the experimental tasks and out-
lines our statistical approach to DSM evaluation.
Section 4 presents results for the accuracy and cor-
relation tasks and evaluates the impact of model
parameters on performance. We conclude in sec-
tion 5 by sketching ongoing work and future de-
velopments of our research.

66



Dataset Relation N Primec Primei Target Fac

V-N

AGENT 28 Pay Govern Customer 27*
PATIENT 18 Invite Arrest Guest 32*
PATIENT FEATURE 20 Comfort Hire Upset 33*
INSTRUMENT 26 Cut Dust Rag 32*
LOCATION 24 Confess Dance Court - 5

N-V

AGENT 30 Reporter Carpenter Interview 18*
PATIENT 30 Bottle Ball Recycle 22*
INSTRUMENT 32 Chainsaw Detergent Cut 16*
LOCATION 24 Beach Pub Tan 18*

N-N

EVENT-PEOPLE 18 Trial War Judge 32*
EVENT-THING 26 War Gun Banquet 33*
LOCATION-LIVING 24 Church Gym Athlete 37*
LOCATION-THING 30 Pool Garage Car 29*
PEOPLE-INSTRUMENT 24 Hiker Barber Compass 45*
INSTRUMENT-PEOPLE 24 Razor Compass Barber -10
INSTRUMENT-THING 24 Hair Scissors Oven 58*

Table 1: Overview of datasets: thematic relations, number of triples, example stimuli, facilitation effects

2 Data

This section introduces the priming datasets which
are the object of the present study. All the experi-
ments we aim to model were conducted to provide
evidence for the immediate effect of event knowl-
edge in language processing.

The first dataset comes from Ferretti et al.
(2001), who found that verbs facilitate the process-
ing of nouns denoting prototypical participants in
the depicted event and of adjectives denoting fea-
tures of prototypical participants. In what follows,
the dataset from this study will be referred to as
V-N dataset.

The second dataset comes from McRae et al.
(2005). In this experiment, nouns were found to
facilitate the processing of verbs denoting events
in which they are prototypical participants. In this
paper, this dataset is referred to as N-V dataset.

The third dataset comes from Hare et al. (2009),
who found a facilitation effect from nouns to
nouns denoting events or their participants. We
will refer to this dataset as N-N dataset.

Experimental items and behavioral data from
these three experiments have been pooled together
in a global dataset that contains 404 word triples
(Target, Congruent Prime, Incongruent Prime).
For every triple, the dataset contains mean reac-
tion times for the congruent and incongruent con-
ditions, and a label for the thematic relation in-
volved. Table 1 provides a summary of the exper-
imental data. It specifies the number of triples for
every relation in the datasets (N) and gives an ex-
ample triple (Primecongruent , Primeincongruent , Tar-
get). Facilitation effects and stars marking signif-
icance by participants and items reported in the

original studies are also specified for every rela-
tion (Fac). Relations for which the experiments
showed no priming effect are highlighted in bold.

3 Method

3.1 Models

Building on the Distributional Hypothesis (Har-
ris, 1954), DSMs are employed to produce seman-
tic representations of words from patterns of co-
occurrence in texts or documents (Sahlgren, 2006;
Turney and Pantel, 2010). Semantic representa-
tions in the form of distributional vectors are com-
pared to quantify the amount of shared contexts as
an empirical correlate of semantic similarity. For
the purposes of this study, similarity is understood
in terms of topical relatedness (words connected
to a particular situation) rather than attributional
similarity (synonyms and near-synonyms).

DSMs evaluated in this study belong to the class
of bag-of-words models: the distributional vector
of a target word consists of co-occurrence counts
with other words, resulting in a word-word co-
occurrence matrix. The models cover a large vo-
cabulary of target words (27668 words in the un-
tagged version; 31713 words in the part-of-speech
tagged version). It contains the stimuli from the
datasets described in section 2 and further target
words from state-of-the-art evaluation studies (Ba-
roni and Lenci, 2010; Baroni and Lenci, 2011;
Mitchell and Lapata, 2008). Contexts are fil-
tered by part-of-speech (nouns, verbs, adjectives,
and adverbs) and by frequency thresholds. Nei-
ther syntax nor word order were taken into ac-
count when gathering co-occurrence information.
Distributional models were built using the UCS
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toolkit1 and the wordspace package for R2. The
evaluated parameters are:

– Corpus: British National Corpus3; ukWaC4;
WaCkypedia EN5; WP5006; and a concate-
nation of BNC, ukWaC, and WaCkype-
dia EN (called the joint corpus);

– Window size: 2, 5, or 15 words to the left
and to the right of the target;

– Part of speech: no part of speech tags; part
of speech tags for targets; part of speech tags
for targets and contexts;

– Scoring measure: frequency; Dice coeffi-
cient; simple log-likelihood; Mutual Infor-
mation; t-score; z-score;7

– Vector transformation: no transformation;
square root, sigmoid or logarithmic transfor-
mation;

– Dimensionality reduction: no dimension-
ality reduction; Singular Value Decompo-
sition to 300 dimensions using randomized
SVD (Halko et al., 2009); Random Indexing
(Sahlgren, 2005) to 1000 dimensions;

– Distance measure: cosine, euclidean or
manhattan distance.

3.2 Indexes of Distributional Relatedess
3.2.1 Distance and Rank
The indexes of distributional relatedness described
in this section represent alternative perspectives
on the semantic representation inferred by DSMs
from co-occurrence data.

Given a target, a prime, and a matrix of dis-
tances produced by a distributional model, we test
the following indexes of relatedness between tar-
get and prime:

– Distance: distance between the vectors of
target and prime in the semantic space;

– Backward association: rank of prime
among the neighbors of target, as in Hare et
al. (2009);8

– Forward association: rank of target in the
neighbors of prime;

1http://www.collocations.de/software.html
2http://r-forge.r-project.org/projects/wordspace/
3http://www.natcorp.ox.ac.uk/
4http://wacky.sslmit.unibo.it/doku.php?id=corpora
5http://wacky.sslmit.unibo.it/doku.php?id=corpora
6A subset of WaCkypedia EN containing the initial 500

words of each article, which amounts to 230 million tokens.
7See Evert (2004) for a description of these measures and

details on the calculation of association scores.
8This type of association is labeled as “backward” be-

cause it goes from targets to primes, while in the experimental
setting targets are shown after primes.

– Average rank: average of backward and for-
ward association.

Indexes of distributional relatedness were consid-
ered as an additional parameter in the evaluation,
labeled relatedness index below. Every combi-
nation of the parameters described in section 3.1
with each value of the relatedness index param-
eter defines a DSM. The total number of models
evaluated in our study amounts to 38880.

3.2.2 Motivation for Rank
This section provides some motivation for the use
of neighbor rank as a predictor of priming effects
in DSMs, on the basis of general cognitive princi-
ples and of previous modeling experiments.

In distributional semantic modeling, similar-
ity between words is calculated according to Eu-
clidean geometry: the more similar two words are,
the closer they are in the semantic space. One of
the axioms of spatial models is symmetry (Tver-
sky, 1977): the distance between point a and point
b is equal to the distance between point b and point
a. Cognitive processes, however, often violate the
symmetry axiom. For example, asymmetric asso-
ciations are often found in word association norms
(Griffiths et al., 2007).

Our study also contains a case of asymmetry.
In particular, the results from Hare et al. (2009),
which constitute our N-N dataset, show priming
from PEOPLE to INSTRUMENTs, but not from IN-
STRUMENTs to PEOPLE. This asymmetry can-
not be captured by distance measures for reasons
stated above. However, the use of rank-based in-
dexes allows to overcome the limitation of sym-
metrical distance measures by introducing direc-
tionality (in our case, target→ prime vs. prime→
target), and this without discarding the established
and proven measures.

Rank has already proven successful in model-
ing priming effects with DSMs. Hare et al. (2009)
conducted a simulation on the N-N dataset using
LSA (Landauer and Dumais, 1997) and BEAGLE
(Jones and Mewhort, 2007) trained on the TASA
corpus. Asymmetric priming was correctly pre-
dicted by the context-only version of BEAGLE us-
ing rank (namely, rank of prime among neighbors
of target, cf. backward rank in section 3.2.1).

Our study extends the approach of Hare et al.
(2009) in a number of directions. First, we in-
troduce and evaluate several different rank-based
measures (section 3.2.1). Second, we evaluate
rank in connection with specific parameters and on
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larger corpora. Third, we extend the use of rank-
based measures to the distributional simulation of
two other experiments on event knowledge (Fer-
retti et al., 2001; McRae et al., 2005). Note that
our simulation differs from the one by Hare et al.
(2009) with respect to tasks (they test for a sig-
nificant difference of mean distances between tar-
get and related vs. unrelated prime) and the class
of DSMs (we use term-term models, rather than
LSA; our models are not sensitive to word order,
unlike BEAGLE).

3.3 Tasks and Analysis of Results

The aim of this section is to introduce the exper-
imental tasks whose results will be discussed in
section 4 and to describe the main features of the
analysis we applied to interpret these results.

Two experiments have been carried out:

– A classification experiment: given a target
and two primes, distributional information is
used to identify the congruent prime. Perfor-
mance in this task is measured by classifica-
tion accuracy (section 4.1).

– A prediction experiment: the informa-
tion concerning distributional relatedness be-
tween targets and congruent primes is tested
as a predictor for latency times. Performance
in this task is quantified by Pearson correla-
tion (section 4.2).

Concerning the interpretation of the evaluation re-
sults, it would hardly be meaningful to look at the
best parameter combination or the average across
all models. The best model is likely to be over-
fitted tremendously (after testing 38880 param-
eter settings over a dataset of 404 data points).
Mean performance is largely determined by the
proportions of “good” and “bad” parameter set-
tings among the evaluation runs, which include
many non-optimal parameter values that were only
included for completeness.

Instead, we analyze the influence of individ-
ual DSM parameters and their interactions using
linear models with performance (accuracy or cor-
relation) as a dependent variable and the various
model parameters as independent variables. This
approach allows us to identify parameters that
have a significant effect on model performance
and to test for interactions between the parameters.
Based on the partial effects of each parameter (and
significant interactions) we can select a best model
in a robust way.

This statistical analysis contains some elements
of novelty with respect to the state-of-the-art DSM
evaluation. Broadly speaking, approaches to DSM
evaluation described in the literature fall into two
classes. The first one can be labeled as best model
first, as it implies the identification of the opti-
mal configuration of parameters on an initial task,
considered more basic; the best performing model
on the general task is therefore evaluated on other
tasks of interest. This is the approach adopted, for
example, by Padó and Lapata (2007). In the sec-
ond approach, described in Bullinaria and Levy
(2007; 2012), evaluation is conducted via incre-
mental tuning of parameters: parameters are eval-
uated sequentially to identify the best performing
value on a number of tasks. Such approaches to
DSM evaluation have specific limitations. The
former approach does not assess which parame-
ters are crucial in determining model performance,
since its goal is the evaluation of performance of
the same model on different tasks. The latter ap-
proach does not allow for parameter interactions,
considering parameters individually. Both limita-
tions are avoided in the analysis used here.

4 Results

4.1 Identification of Congruent Prime

This section presents the results from the first task
evaluated in our study. We used the DSMs to iden-
tify which of the two primes is the congruent one
based on their distributional relatedness to the tar-
get. For every triple in the dataset, the different in-
dexes of distributional relatedness (parameter re-
latedness index) were used to compare the associ-
ation between the target and the congruent prime
with the association between the target and the in-
congruent prime. Accuracy of DSMs in picking up
the congruent prime was calculated on the global
dataset and separately for each subset.9

Figure 1 displays the distribution of the accu-
racy scores of all tested models in the task, on the
global dataset. All accuracy values are specified
as percentages. Minimum, maximum, mean and
standard deviation of the accuracy values for the
global dataset and for the three subsets are dis-
played in table 2.

The mean performance on N-N is lower than on

9The small number of triples for which no prediction
could be made because of missing words in the DSMs were
considered mistakes. The coverage of the models ranges from
97.8% to 100% of the triples, with a mean of 99%.
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Figure 1: Identification of congruent prime: distri-
bution of accuracy (%) for global dataset

Dataset Min Max Mean σ

Global 50.2 96.5 80.2 9.2
V-N 45.8 95.8 80.0 8.4
N-V 49.1 99.1 82.7 9.7
N-N 47.6 97.6 78.7 10.0

Table 2: Identification of congruent prime: mean
and range for global dataset and subsets

N-V and slightly lower than on V-N. This effect
may be interpreted as being due to mediated prim-
ing, as no verb is explicitly involved in the N-N
relationship. Yet, the relatively high accuracy on
N-N and its relatively small difference from N-V
and V-N does not speak in favor of a different un-
derlying mechanism responsible for this effect. In-
deed, McKoon and Ratcliff (1992) suggested that
effects traditionally considered as instances of me-
diated priming are not due to activation spreading
through a mediating node, but result from a direct
but weaker relatedness between prime and target
words. This hypothesis found computational sup-
port in McDonald and Lowe (2000).10

4.1.1 Model Parameters and Accuracy
The aim of this section is to assess which param-
eters have the most significant impact on the per-
formance of DSMs in the task of identification of
the congruent prime.

We trained a linear model with the eight DSM
parameters as independent variables (R2 = 0.70)
and a second model that also includes all two-way
interactions (R2 = 0.89). Given the improvement
in R2 as a consequence of the inclusion of two-way
interactions in the linear model, we will focus on
the results from the model with interactions. Table
3 shows results from the analysis of variance for

10The interpretation of the N-N results in terms of spread-
ing activation is also rejected by Hare et al. (2009, 163).

the model with interactions. For every parameter
(and interaction of parameters) we report degrees
of freedom (df ), percentage of explained variance
(R2), and a significance code (signif ). We only
list significant interactions that explain at least 1%
of the variance. Even though all parameters and
many interactions are highly significant due to the
large number of DSMs that were tested, an analy-
sis of their predictive power in terms of explained
variance allows us to make distinctions between
parameters.

Parameter df R2 signif
corpus 4 7.44 ***
window 2 4.39 ***
pos 2 0.92 ***
score 5 7.39 ***
transformation 3 3.79 ***
distance 2 22.20 ***
dimensionality reduction 2 10.52 ***
relatedness index 3 13.67 ***
score:transformation 15 4.53 ***
distance:relatedness index 12 2.24 ***
distance:dim.reduction 4 2.16 ***
window:dim.reduction 4 1.73 ***

Table 3: Accuracy: Parameters and interactions

Results in table 3 indicate that distance, dimen-
sionality reduction and relatedness index are the
parameters with the strongest explanatory power,
followed by corpus and score. Window and trans-
formation have a weaker explanatory power, while
pos falls below the 1% threshold. There is a
strong interaction between score and transforma-
tion, which has more influence than one of the in-
dividual parameters, namely transformation.

Figures 2 to 7 display the partial effects of dif-
ferent model parameters (pos was excluded be-
cause of its low explanatory power). One of the
main research questions behind this work was
whether neighbor rank performs better than dis-
tance in predicting priming data. The partial ef-
fect of relatedness index in Figure 6 confirms our
hypothesis: forward rank achieves the best perfor-
mance, distance the worst.11

Accuracy improves for models trained on big-
ger corpora (parameter corpus, figure 2; corpora
are ordered by size) and larger context windows
(parameter window, figure 3). Cosine is the best
performing distance measure (figure 4). Interest-
ingly, dimensionality reduction is found to neg-
atively affect model performance: as shown in
figure 7, both random indexing (ri) and singular

11Backward rank is equivalent to distance in this task.
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Figure 5: Score + Transformation
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value decomposition (rsvd) cause a decrease in
predicted accuracy.

Because of the strong interaction between score
and transformation, only their combined effect
is shown (figure 5). Among the scoring mea-
sures, stochastic association measures perform
better than frequency: in particular log-likelihood
(simple-ll), z-score and t-score are the best mea-
sures. We can identify a general tendency of trans-
formation to lower accuracy. This is true for all
scores except log-likelihood: square root and (to a
lesser extent) logarithmic transformation result in
an improvement for this measure.

Figure 8 displays the interaction between the
parameters distance and dimensionality reduction.
Despite a general tendency for dimensionality re-
duction to lower accuracy, we found an interac-
tion between cosine distance and singular value
decomposition: in this combination, accuracy re-
mains stable and is even minimally higher com-
pared to no dimensionality reduction.
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Figure 8: Distance + Dimensionality Reduction

4.2 Correlation to Reaction Times

The results reported in section 4.1 demonstrate
that forward rank is the best index for identifying
which of the two primes is the congruent one. The
aim of this section is to find out whether rank is
also a good predictor of latency times. We check
correlation between distributional relatedness and
reaction times and evaluate the impact of model
parameters on this task.

Figure 9 displays the distribution of Pearson
correlation coefficient achieved by the different
DSMs on the global dataset.

0
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1500

0.0 0.1 0.2 0.3 0.4 0.5

Figure 9: Distribution of Pearson correlation be-
tween relatedness and RT in the global dataset

Figure 9 shows that the majority of the models
perform rather poorly, and that only few models
achieve moderate correlation with RT. DSM per-
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formance in the correlation task appears to be less
robust to non-optimal parameter settings than in
the accuracy task (cf. figure 1).

Minimum, maximum, mean and standard devi-
ation correlation for the global dataset and for the
three evaluation subsets are shown in table 4. In all
the cases, absolute correlation values are used so
as not to distinguish between positive and negative
correlation.

Dataset Min Max Mean σ

Global -0.26 0.47 0.19 0.10
V-N -0.34 0.57 0.2 0.12
N-V -0.35 0.41 0.11 0.06
N-N -0.29 0.42 0.16 0.09

Table 4: Mean and range of Pearson correlation
coefficients on global dataset and subsets

4.2.1 Model Parameters and Correlation
In this section we discuss the impact of differ-
ent model parameters on correlation with reaction
times.

We trained a linear model with absolute Pearson
correlation on the global dataset as dependent vari-
able and the eight DSM parameters as independent
variables (R2 = 0.53), and a second model that in-
cludes two-way interactions (R2 = 0.77). Table
5 is based on the model with interactions; it re-
ports the degrees of freedom (df ), proportion of
explained variance (R2) and a significance code
(signif ) for every parameter and every interaction
of parameters (above 1% of explained variance).

Parameter df R2 signif
corpus 4 7.45 ***
window 2 0.47 ***
pos 2 0.20 ***
score 5 3.03 ***
transformation 3 3.52 ***
distance 2 4.27 ***
dimensionality reduction 2 10.57 ***
relatedness index 3 23.40 ***
dim.reduction:relatedness index 6 5.21 ***
distance:dim.reduction 4 4.11 ***
distance:relatedness index 6 3.77 ***
score:transformation 15 3.22 ***
score:relatedness index 15 1.37 ***

Table 5: Correlation: Parameters and interactions

Relatedness index is the most important param-
eter, followed by dimensionality reduction and
corpus. The explanatory power of the other pa-
rameters (score, transformation, distance) is lower
than for the accuracy task, and two parameters
(window and pos) explain less than 1% of the vari-
ance each. By contrast, the explanatory power of

interactions is higher in this task. Table 5 shows
the five relevant interactions with an overall higher
R2 compared to the accuracy task (cf. table 3).

The partial effect plot for relatedness index (fig-
ure 14) confirms the findings of the accuracy task:
forward rank is the best value for this parameter.
The best values for the other parameters, however,
show opposite tendencies with respect to the accu-
racy task. Models trained on smaller corpora (fig-
ure 10) perform better than those trained on big-
ger ones. Cosine is still the best distance measure,
but manhattan distance performs equally well in
this task (parameter distance, figure 12). Singu-
lar value decomposition (parameter dimensional-
ity reduction, figure 15) weakens the correlation
values achieved by the models, but no significant
difference is found between random indexing and
the unreduced data.

Co-occurrence frequency performs better than
statistical association measures and transforma-
tion improves correlation: figure 13 displays the
interaction between these two parameters. Trans-
formation has a positive effect for every score, but
the optimal transformation differs. Its impact is
particularly strong for the Dice coefficient, which
reaches the same performance as frequency when
combined with a square root transformation.

Let us conclude by discussing the interaction
between distance and dimensionality reduction
(figure 16). Based on the partial effects of the indi-
vidual parameters, any combination of manhattan
or cosine distance with random indexing or no di-
mensionality reduction should be close to optimal.
However, the interaction plot reveals that manhat-
tan distance with random indexing is the best com-
bination, outperforming the second best (cosine
without dimensionality reduction) by a consider-
able margin. The positive effect of random index-
ing is quite surprising and will require further in-
vestigation.
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Figure 16: Distance + Dimensionality Reduction
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5 Conclusion

In this paper, we presented the results of a large-
scale evaluation of distributional models and their
parameters on behavioral data from priming ex-
periments. Our study is, to the best of our knowl-
edge, the first systematic evaluation of such a wide
range of DSM parameters in all possible combina-
tions. Our study also provides a methodological
contribution to the problem of DSM evaluation.
We propose to apply linear modeling to determine
the impact of different model parameters and their
interactions on the performance of the models. We
believe that this type of analysis is robust against
overfitting. Moreover, effects can be tested for
significance and various forms of interactions be-
tween model parameters can be captured.

The main findings of our evaluation can be sum-
marized as follows. Forward association (rank of
target among the nearest neighbors of the prime)
performs better than distance in both tasks at is-
sue: identification of congruent prime and correla-
tion with latency times. This finding confirms and
extends the results of previous studies (Hare et al.,
2009). The relevance of rank-based measures for
cognitive modeling is discussed in section 3.2.2.

Identification of congruent primes on the ba-
sis of distributional relatedness between prime and
target is improved by employing bigger corpora
and by using statistical association measures as
scoring functions, while correlation to reaction
times is strengthened by smaller corpora and co-

occurrence frequency or Dice coefficient. A sig-
nificant interaction between transformation and
scoring function is found in both tasks: consider-
ing the interaction between these two parameters
turned out to be vital for the identification of opti-
mal parameter values.

Some preliminary analyses of individual the-
matic relations showed substantial improvements
of correlations. Therefore, future work will focus
on finer-grained linear models for single relations
and on further modeling of reaction times, extend-
ing the study by Hutchinson et al. (2008).

Further research steps also include an evalua-
tion of syntax-based models (Baroni and Lenci,
2010; Padó and Lapata, 2007) and term-document
models on the tasks tackled in this paper, as well
as an evaluation of all models on standard tasks.
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Abstract 

An increasing body of empirical evidence 

suggests that concreteness is a fundamental 

dimension of semantic representation. By im-

plementing both a vector space model and a 

Latent Dirichlet Allocation (LDA) Model, we 

explore the extent to which concreteness is re-

flected in the distributional patterns in corpora.  

In one experiment, we show that that vector 

space models can be tailored to better model 

semantic domains of particular degrees of 

concreteness.   In a second experiment, we 

show that the quality of the representations of 

abstract words in LDA models can be im-

proved by supplementing the training data 

with information on the physical properties of 

concrete concepts.  We conclude by discussing 

the implications for computational systems 

and also for how concrete and abstract con-

cepts are represented in the mind 

1 Introduction 

A growing body of theoretical evidence empha-

sizes the importance of concreteness to semantic 

representations.  This fact has not been widely 

exploited in NLP systems, despite its clear theo-

retical relevance to tasks such as word-sense in-

duction and compositionality modeling.  In this 

paper, we take a first step towards integrating 

concreteness into NLP by testing the extent to 

which it is reflected by the superficial (distribu-

tional) patterns in corpora.  The motivation is 

both theoretical and practical: We consider the 

implications for the development of computa-

tional systems and also for how concrete and ab-

stract concepts are represented in the human 

mind.  Experimenting with two popular methods 

of extracting lexical representations from text, 

we show both that these approaches are sensitive 

to concreteness and that their performance can be 

improved by adapting their implementation to 

the concreteness of the domain of application.  In 

addition, our findings offer varying degrees of 

support to several recent proposals about concep-

tual representation.   
In the following section we review recent 

theoretical and practical work. In Section 3 we 

explore the extent to which concreteness is re-

flected by Vector-Space Models of meaning 

(VSMs), and in Section 4 we conduct a similar 

analysis for (Bayesian) Latent Dirichlet Alloca-

tion (LDA) models.   We conclude, in Section 5, 

by discussing practical and theoretical implica-

tions.     

2 Related work 

2.1 Concreteness 

Empirical evidence indicates important cognitive 

differences between abstract concepts, such as 

guilt or obesity, and concrete concepts, such as 

chocolate or cheeseburger.  It has been shown 

that concrete concepts are more easily learned 

and remembered than abstract concepts, and that 

language referring to concrete concepts is more 

easily processed (Schwanenflugel, 1991).  There 

are cases of brain damage in which either ab-

stract or concrete concepts appear to be specifi-

cally impaired (Warrington, 1975), and function-

al magnetic resonance imaging (fMRI) studies 

implicate overlapping but partly distinct neural 

systems in the processing of the two concept 

types (Binder et al., 2005).  Further, there is in-

creasing evidence that concrete concepts are 

represented via intrinsic properties whereas ab-

stract representations encode extrinsic relations 

to other concepts (Hill et al., in press). However, 

while these studies together suggest that con-

creteness is fundamental to human conceptual 

representation, much remains to be understood 

about the precise cognitive basis of the ab-

stract/concrete distinction.  Indeed, the majority 

of theoretically motivated studies of conceptual 

representation focus on concrete domains, and 
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comparatively little has been established empiri-

cally about abstract concepts. 

Despite this support for the cognitive impor-

tance of concreteness, its application to computa-

tional semantics has been limited to date.  One 

possible reason for this is the difficulty in mea-

suring lexical concreteness using corpora alone 

(Kwong, 2008).  Turney et al. (2011) overcome 

this hurdle by applying a semi-supervised me-

thod to quantify noun concreteness.  Using this 

data, they show that a disparity in the concrete-

ness between elements of a construction can faci-

litate metaphor identification. For instance, in the 

expressions kill the process or black comedy, a 

verb or adjective that generally occurs with a 

concrete argument takes an abstract argument. 

Turney et al. show that a supervised classifier 

can exploit this effect to correctly identify 79% 

of adjective-noun and verb-object constructions 

as literal or metaphorical.  Although these results 

are clearly promising, to our knowledge Turney 

et al.‟s paper is unique in integrating corpus-

based methods and concreteness in NLP systems.   

1.2 Association / similarity 

A proposed distinction between abstract and 

concrete concepts that is particularly important 

for the present work relates to the semantic rela-

tions association and (semantic) similarity (see 

e.g. Crutch et al. 2009; Resnik, 1995). The dif-

ference between these relations is exemplified by 

the concept pairs {car, petrol} and {car, van}.  

Car is said to be (semantically) similar to van, 

and associated with (but not similar to) petrol.  

Intuitively, the basis for the similarity of car and 

bike may be their common physical features 

(wheels) or the fact that they fall within a clearly 

definable category (modes of transport).  In con-

trast, the basis for the association between car 

and petrol may be that they are often found to-

gether or the clear functional relationship be-

tween them.  The two relations are neither mu-

tually exclusive nor independent; bike and car 

are related to some degree by both association 

and similarity.  

Based on fresults of behavioral experiments, 

Crutch et al. (2009) make the following proposal 

concerning how association and similarity inte-

ract with concreteness: 

 

(C) The conceptual organization of abstract con-

cepts is governed by association, whereas the 

organization of concrete concepts is governed by 

similarity.   

 

Crutch et al.‟s hypothesis derives from experi-

ments in which participants selected the odd-one-

out from lists of five words appearing on a 

screen. The lists comprised either concrete or 

abstract words (based on ratings of six infor-

mants) connected either by similarity (e.g. dog, 

wolf, fox etc.; theft, robbery, stealing etc.) or 

association (dog, bone, collar etc.; theft, law, vic-

tim etc.), with an unrelated odd-one-out item in 

each list. Controlling for frequency and position, 

subjects were both significantly faster and more 

accurate if the related words were either abstract 

and associated or concrete and similar. These 

results support (C) on the basis that decision 

times are faster when the related items form a 

more coherent group, rendering the odd-one out 

more salient.  Hill et al. (in press) tested the same 

hypothesis on a larger scale, analyzing over 

18,000 concept pairs scored by human annotators 

for concreteness as well as the strength of associ-

ation between them.  They found a moderate in-

teraction between concreteness and the correla-

tion between association strength and similarity 

(as measured using WordNet), but concluded 

that the strength of the effect was not sufficiently 

strong to either confirm or refute (C). 

Against this backdrop, the present work ex-

amines how association, similarity and concrete-

ness are reflected in LDA models and, first, 

VSMs.  In both cases we test Hypothesis (C) and 

related theoretical proposals, and discuss whether 

these findings can lead to better performing se-

mantic models.   

3 Vector Space Models 

Vector space models (VSMs) are perhaps the 

most common general method of extracting se-

mantic representations from corpora (Sahlgren, 

2006; Turney & Pantel, 2010).  Words are 

represented in VSMs as points in a (geometric) 

vector space. The dimensions of the space cor-

respond to the model features, which in the sim-

plest case are high frequency words from the 

corpus.  In such models, the position of a word 

representation along a given feature dimension 

depends on how often that word occurs within a 

specified proximity to tokens of the feature word 

in the corpus.  The exact proximity required is an 

important parameter for model implementation, 

and is referred to as the context window.  Finally, 

the degree to which two word representations are 

related can be calculated as some function of the 

distance between the corresponding points in the 

semantic space.   
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3.1 Motivation 

VSMs are well established as a method of quan-

tifying relations between word concepts and have 

achieved impressive performance in related NLP 

tasks (Sahlgren, 2006; Turney & Pantel, 2010).  

In these studies, however, it is not always clear 

exactly which semantic relation is best reflected 

by the implemented models.  Indeed, research 

has shown that by changing certain parameter 

settings in the standard VSM architecture, mod-

els can be adapted to better reflect one relation 

type or another.  Specifically, models with 

smaller context windows are reportedly better at 

reflecting similarity, whereas models with larger 

windows better reflect association. (Agirre et al., 

2009; Peirsman et al., 2008) 

Our experiments in this section aim first to 

corroborate these findings by testing how models 

of varying context window sizes perform on em-

pirical data of both association and similarity.  

We then test if this effect differentially affects 

performance on concrete and abstract words.   

3.2 Method  

We employ a conventional VSM design, extract-

ing representations from the (unlemmatised) 

British National Corpus (Leech et al., 1994) with 

stopwords removed.   In the vector representation 

of each noun, our dimension features are the 

50,000 most frequently occurring (non-

stopword) words in the corpus.    We experiment 

with window sizes of three, five and nine (one, 

two and four words either side of the noun, 

counting stopwords).  Finally, we apply point-

wise mutual information (PMI) weighting of our 

co-occurrence frequencies, and measure similari-

ty between weighted noun vectors by the cosine 

of the angle between them in the vector space.    

To evaluate modeling of association, we use 

the University of South Florida (USF) Free-

association Norms (Nelson & McEvoy, 2012).  

The USF data consist of over 5,000 words paired 

with their free associates.  To elicit free asso-

ciates, more than 6,000 participants were pre-

sented with cue words and asked to “write the 

first word that comes to mind that is meaningful-

ly related or strongly associated to the presented 

word”.  For a cue word c and an associate a, the 

forward association strength (association) from 

c to a is the proportion of participants who pro-

duced a when presented with c.  association is 

thus a measure of the strength of an associate 

relative to other associates of that cue.  The USF 

data is well suited to our purpose because many 

cues and associates in the data have a concrete-

ness score, taken from either the norms of Paivio, 

Yuille and Madigan (1968) or Toglia and Battig 

(1978).  In both cases contributors were asked to 

rate words based on a scale of 1 (very abstract) to 

7 (very concrete).
1
  We extracted the all 2,230 

nouns from the USF data for which concreteness 

scores were known, yielding a total of 15,195 

noun-noun pairs together with concreteness and 

association values.   

Although some empirical word-similarity da-

tasets are publically available, they contain few if 

any abstract words (Finkelstein et al., 2002; Ru-

benstein & Goodenough, 1965).  Therefore to 

evaluate similarity modeling, we use Wu-Palmer 

Similarity (similarity) (Wu & Palmer, 1994), a 

word similarity metric based on the position of 

the senses of two words in the WordNet taxono-

my (Felbaum, 1998).  similarity can be applied to 

both abstract and concrete nouns and achieves a 

high correlation, with human similarity judg-

ments (Wu & Palmer, 1994).
2
     

3.3 Results 

In line with previous studies, we observed that 

VSMs with smaller window sizes were better 

able to predict similarity.  The model with win-

dow size 3 achieves a higher correlation with 

similarity (Spearman rank rs  = -0.29) than the 

model with window size 9 (rs  = -0.25).  Howev-

er, the converse effect for association was not 

observed: Model correlation with association 

was approximately constant over all window siz-

es.  These effects are illustrated in Fig. 1.  

 

                                                 
1Although concreteness is well understood intuitively, it 

lacks a universally accepted definition.  It is often described 

in terms of reference to sensory experience (Paivio et al., 

1968), but also connected to specificity; rose is often consi-

dered more concrete than flora.  The present work does not 

address this ambiguity.     
2 similarity achieves a Pearson correlation of r  = .80 on 

the  30 concrete word pairs in the Miller & Charles (1991) 

data.   

0.123 0.125 0.12

0.286 0.29

0.241

0.0

0.1

0.2

0.3

3 5 9

Window

C
o

rr
e

la
ti
o

n

Association

Similarity

77



Figure 1:  Spearman correlations between VSM out-

put and association and similarity for different win-

dow sizes. 

 

In addressing the theoretical Hypothesis (C) we 

focused on the output of our VSM of window 

size five, although the same trends were ob-

served over all three models.  Over all 18,195 

noun-noun pairs the correlation between the 

model output and association was significant (rs  

= 0.13, p < 0.001) but notably lower than the cor-

relation with similarity (rs  = -0.29, p < 0.001).  

To investigate the effect of concreteness, we 

ranked each pair in our sample by the total con-

creteness of both nouns, and restricted our analy-

sis to the 1000 most concrete and 1000 most ab-

stract pairs.  The models captured association 

better over the abstract pairs than concrete con-

cepts, but reflected similarity better over the con-

crete concepts.  The strength of this effect is illu-

strated in Fig. 2.   

 

 
Figure 2: Spearman correlation values between VSM 

output and similarity and association over subsets of 

concrete and abstract pairs. 

 

Given that small window sizes are optimal for 

modeling similarity, and that WSMs appear to 

model similarity better over concrete concepts 

than over abstract concepts, we explored whether 

different window sizes were optimal for either 

abstract or concrete word pairs. When comparing 

the model output to association, no interaction 

between window size and concreteness was ob-

served.  However, there was a notable interaction 

when considering performance in modeling simi-

larity.  As illustrated in Fig. 3, performance on 

concrete word pairs is better for smaller window 

sizes, whereas with abstract word pairs a larger 

window size is preferable.   

 

 
Figure 3:  Spearman correlation values between VSM 

output and similarity and association for different 

window sizes over abstract and concrete word pair 

subsets 

3.4 Conclusion 

Our results corroborate the body of VSM re-

search that reports better performance from small 

window sizes in modeling similarity.  A likely 

explanation for this finding is that similarity is a 

paradigmatic relation: Two similar entities can 

be plausibly exchanged in most linguistic con-

texts.  Small context windows emphasize prox-

imity, which loosely reflects structural relation-

ships such as verb-object, ensuring that paradig-

matically related entities score highly.  Models 

with larger context windows cannot discern pa-

radigmatically and syntagmatically related enti-

ties in this way.  The performance of our models 

on the association dataset did not support the 

converse conclusion that larger window sizes 

perform better.  Overall, each of the three models 

was notably better at capturing similarity than 

association.  This suggests that the core architec-

ture of WSMs is not well suited to modeling as-

sociation.  Indeed, „first order‟ models that di-

rectly measure word co-occurrences, rather than 

connecting them via features, seem to perform 

better at this task (Chaudhari et al., 2011).  This 

fact is consistent with the view that association is 

a more basic or fundamental semantic relation 

from which other more structured relations are 

derived.  

The fact that the USF association data re-

flects the instinctive first response of participants 

when presented with a cue word is important for 

interpreting the results with respect to Hypothe-

sis (C).  Our findings suggest that VSMs are bet-

ter able to model this data for abstract word pairs 

than for concrete word pairs.  This is consistent 

with the idea that language fundamentally deter-

mines which abstract concepts come to be asso-

ciated or connected in the mind.  Conversely, the 
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fact that the model reflects associations between 

concrete words less well suggests that the impor-

tance of extra-linguistic information is lower for 

connecting concrete concepts in this instinctive 

way.  Indeed, it seems plausible that the process 

by which concrete concepts become associated 

involves visualization or some other form of per-

ceptual reconstruction. Consistent with Hypothe-

sis (C), this reconstruction, which is not possible 

for abstract concepts, would naturally reflect si-

milarity to a greater extent than linguistic context 

alone.   

Finally, when modeling similarity, the ad-

vantage of a small window increases as the 

words become more concrete.  Similarity be-

tween concrete concepts is fundamental to cogni-

tive theories involving the well studied notions 

of prototype and categorization (Rosch, 1975; 

Rogers & McClelland, 2003).   In contrast, the 

computation of abstract similarity is intuitively a 

more complex cognitive operation.  Although the 

accurate quantification of abstract similarity may 

be beyond existing corpus-based methods, our 

results suggest that a larger context window 

could in fact be marginally preferable should 

VSMs be applied to this task.   

Overall, our findings show that the design of 

VSMs can be tailored to reflect particular seman-

tic relations and that this in turn can affect their 

performance on different semantic domains, par-

ticularly with respect to concreteness.  In the 

next section, we investigate whether the same 

conclusions should apply to a different class of 

distributional model.        

4 Latent Dirichlet Allocation Models 

LDA models are trained on corpora that are di-

vided into sections (typically documents), ex-

ploiting the principle that words appearing in the 

same document are likely to have similar mean-

ings.  In an LDA model, the sections are viewed 

as having been generated by random sampling 

from unknown latent dimensions, which are 

represented as probability distributions (Dirichlet 

distributions) over words.  Each document can 

then be represented by a probability distribution 

over these dimensions, and by considering the 

meaning of the dimensions, the meaning of the 

document can be effectively characterized.  More 

importantly, because each latent dimension clus-

ters words of a similar meaning, the output of 

such models can be exploited to provide high 

quality lexical representations (Griffiths et al., 

2007).  Such a word representation encodes the 

extent to which each of the latent dimensions 

influences the meaning of that word, and takes 

the form of a probability distribution over these 

dimensions.  The degree to which two words are 

related can then be approximated by any function 

that measures the similarity or difference be-

tween distributions.        

4.1 Motivation 

In recent work, Andrews et al. (2009) explore 

ways in which LSA models can be modified to 

improve the quality of their lexical representa-

tions.  They propose that concepts are acquired 

via two distinct information sources: experiential 

data – the perceptible properties of objects, and 

distributional data – the superficial patterns of 

language.  To test this hypothesis, Andrews et al. 

construct three different LDA models, one 

trained on experiential data, one trained in the 

conventional manner on running text, and one 

trained on the same text but with the experiential 

data appended.  They evaluate the quality of the 

lexical representations in the three models by 

calculating the Kulback-Leibler divergence be-

tween the representation distributions to measure 

how closely related two words are (Kullback & 

Leibler, 1951).  When this data was compared 

with the USF association data, the combined 

model performed better than the corpus-based 

model, which in turn performed better than the 

features-only model.  Andrews et al. concluded 

that both experiential and distributional data are 

necessary for the acquisition of good quality lex-

ical representations. 

     As well as suggesting a way to improve the 

performance of LDA models on NLP tasks by 

supplementing the training data, the approach 

taken by Andrews et al. may be useful for better 

understanding the nature of the abstract/concrete 

distinction.  In recent work, Hill et al. (in press) 

present empirical evidence that concrete con-

cepts are represented in terms of intrinsic fea-

tures or properties whereas abstract concepts are 

represented in terms of connections to other 

(concrete and abstract) concepts.  For example, 

the features [legs], [tail], [fur], [barks] are all 

central aspects of the concrete representation of 

dog, whereas the representation of the abstract 

concept love encodes connections to other con-

cepts such as heart, rose, commitment and hap-

piness etc.  If a feature-based representation is 

understood to be constructed from physical or 

perceptible properties (which themselves may be 

basic or fundamental concrete representations), 

Hill et al.‟s characterization of concreteness can 

be summarized as follows:  
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(H) Concreteness correlates with the degree to 

which conceptual representations are feature-

based 

 

Because such differences in representation struc-

ture would in turn entail differences in the com-

putation of similarity, (H) is closely related to a 

proposal of Markman and Stilwell (2001; see 

also Gentner & Markman, 2007):  

 

(M) Computing similarity among concrete con-

cepts involves a feature-comparison operation, 

whereas similarity between abstract concepts is 

a structural, analogy-like, comparison.   

 

The findings of Andrews et al. do not address 

(H) or (M) directly, for two reasons. Firstly, they 

evaluate their model on a set that includes no 

abstract concepts.  Secondly, they compare their 

model output to association data without testing 

how well it reflects similarity.  In this section we 

therefore reconstruct the Andrews models and 

evaluate how well they reflect both association 

and similarity across a larger set of abstract and 

concrete concepts.   

4.2  Method/materials 

We reconstruct two of the three models devel-

oped by Andrews et al. (2009), excluding the 

features-only model because of the present focus 

on corpus-based approaches.  However, while 

the experiential data applied in the Andrews et 

al. combined model was that collected by Vig-

liocco et al. (2004), we use the publicly available 

McRae feature production norms (McRae et al., 

2005).  The McRae data consist of 541 concrete 

noun concepts together with features for each 

elicited from 725 participants.  In the data collec-

tion, feature was understood in a very loose 

sense, so that participants were asked to list both 

physical and functional properties of the nouns in 

addition to encyclopedic facts.  However, for the 

present work, we filter out those features that 

were not perceptual properties using McRae et 

al.‟s feature classes, leaving a total of 1,285 fea-

ture types, such as [has_claws] and 

[made_of_brass].  The importance of each fea-

ture to the representation of a given concept is 

reflected by the proportion of participants who 

named that feature in the elicitation experiment.  

For each noun concept we therefore extract a 

corresponding probability distribution over fea-

tures. 

The model design and inference are identical 

to those applied by Andrews et al.  Our distribu-

tional model contains 250 latent dimensions and 

was trained using a Gibbs Sampling algorithm on 

approximately 7,500 sections of the BNC with 

stopwords removed.
3
  The combined model con-

tains 350 latent dimensions, and was trained on 

the same BNC data.  However, for each instance 

of one of the 541 McRae concept words, a fea-

ture is drawn at random from the probability dis-

tribution corresponding to that word and ap-

pended to the training data.  The latent dimen-

sions in the combined model therefore corres-

pond to probability distributions both over words 

and over features. This leads to an important dif-

ference between how words come to be related in 

the distributional model and in the combined 

model.  Both models infer connections between 

words by virtue of their occurrence either in the 

same document or in pairs of documents for 

which the same latent dimensions are prominent.  

In the distributional model, it is the words in a 

document that determines which latent dimen-

sions are ultimately prominent, whereas the in 

combined model it is both the words and the fea-

tures in that document.  Therefore, in the com-

bined model, two words can come to be related 

because they occur not only in documents whose 

words are related, but also in documents whose 

features are related.  For words in the McRae 

data, this has the effect of strengthening the rela-

tionship between words with common features.  

More interestingly, because it alters which latent 

dimensions are most prominent for each docu-

ment, it should also influence the relationship 

between words not in the McRae data.   

We evaluate the performance of our models in 

reflecting free association (association) and simi-

larity (similarity).  To obtain test items we rank 

the 18,195 noun-noun pairs from the USF data 

by the product of the two (BNC) word frequen-

cies and select the 5,000 highest frequency pairs.   

4.3 Results 

As expected, the correlation of the combined 

model output with association was greater than 

the correlation of the distributional model output.  

Notably, however, as illustrated in Fig. 4, we 

observed far greater differences between the 

combined and the distributional models when 

comparing to similarity.  Over all noun pairs, the 

addition of features in the combined model im-

                                                 
3 Code for model implementation was taken from Mark 

Andrews : http://www.mjandrews.net/code/index.html  

80



proved the correlation with similarity from 

Spearman rs  =  0.09  to  rs  =  0.15.   

 
Figure 4:  Spearman correlations between distribu-

tional and combined model outputs, similarity and 

association  

 

In order to address Hypothesis (C) (Section 2.2), 

we analyzed the output of the combined model 

on subsets of the 1000 most abstract and concrete 

word pairs in our data as before.  Perhaps surpri-

singly, as shown in Fig. 5, when comparing with 

similarity, the model performed better over ab-

stract pairs, whereas when comparing with asso-

ciation the model performed better over concrete 

pairs.  However, when these concrete pairs were 

restricted to those for which at least one of the 

two words was in the McRae data, and hence to 

which features had been appended in the corpus, 

the ability of the model to reflect similarity in-

creased significantly.          

 
Figure 5:  Spearman correlations between combined 

model output and similarity and association on differ-

ent word pair subsets  

 

Finally, to address hypotheses (H) and (M) we 

compared the previous analysis of the combined 

model output to the equivalent output from the 

distributional model.  Surprisingly, as shown in 

Fig. 6, the ability of the model to reflect associa-

tion over abstract pairs seemed to reduce with the 

addition of features to the training data.  Never-

theless, in all other cases the combined model 

outperformed the distributional model.  Interes-

tingly, the combined model advantage when 

comparing with similarity was roughly the same 

over both abstract and concrete pairs.  However, 

when these pairs contained at least one word 

from the McRae data, the combined model was 

indeed significantly better at modeling similarity, 

consistent with Hypotheses (M) and (H). 

 
Figure 6:  Comparison between distributional 

model and combined model output correlations with 

similarity and association over different word pair 

subsets 

4.4 Conclusion 

Our findings corroborate the main conclusion of 

Andrews et al., that the addition of experiential 

data improves the performance of the LDA mod-

el in reflecting association.  However, they also 

indicate that the advantage of feature-based LDA 

models is far more significant when the objective 

is to model similarity. 

 The findings are also consistent with, if 

not suggestive of, the theoretical hypotheses (H) 

and (M).  Clearly, the property features in the 

combined model training data enable it to better 

model both similarity and association between 

those concepts to which the features correspond.  

However, this benefit is greater when modeling 

similarity than when modeling association.  This 

suggests that the similarity operation is indeed 

based on features to a greater extent than associa-

tion.  Moreover, this effect is far greater for the 

concrete words for which the features were add-

ed than over the other words pairs we tested.  

Whilst this is not a sound test of hypothesis (H) 

(no attempt was made to add „features‟ of ab-

stract concepts to the model), it is certainly con-

sistent with the idea that features or properties 

are a more important aspect of concrete represen-

tations than of abstract representations. 
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Perhaps the most interesting aspect of the 

combined model is how the addition of feature 

information in the training data for certain words 

influences performance on words for which fea-

tures were not added.  In this case, our findings 

suggest that the benefit when modeling similarity 

is marginally greater than when modeling associ-

ation, an observation consistent with Hypothesis 

(M).  A less expected observation is that, be-

tween words for which features were not added, 

the advantage of the combined model over the 

distributional model in modeling similarity was 

equal if not greater for abstract than for concrete 

concepts.  We hypothesize that this is because 

abstract representations naturally inherit any re-

liance on feature information from the concrete 

concepts with which they participate.  In con-

trast, highly concrete representations do not en-

code relations to other concepts and therefore 

cannot inherit relevant feature information in the 

same way.  Under this interpretation, the con-

crete information from the McRae words would 

propagate more naturally to abstract concepts 

than to other concrete concepts.  As a result, the 

highest quality representations in the combined 

model would be those of the McRae words, fol-

lowed by those of the abstract concepts to which 

they closely relate.    

5 Discussion  

This study has investigated how concreteness is 

reflected in the distributional patterns found in 

running text corpora. Our results add to the body 

of evidence that abstract and concrete concepts 

are represented differently in the mind.  The fact 

that VSMs with small windows are particularly 

adept at modeling relations between concrete 

concepts supports the view that similarity go-

verns the conceptual organization of concrete 

concepts to a greater extent than for abstract con-

cepts.  Further, the performance of our LSA 

models on different tasks and across different 

word pairs is consistent with the idea that con-

crete representations are built around features, 

whereas abstract concepts are not.  

More practically, we have demonstrated that 

vector space models can be tailored to reflect 

either similarity or association by adjusting the 

size of the context window.  This in turn indi-

cates a way in which VSMs might be optimized 

to either abstract or concrete domains.  Our expe-

riments with Latent Dirichlet Allocation corrobo-

rate a recent proposal that appending training 

data with perceptible feature or property infor-

mation for a subset of concrete nouns can signif-

icantly improve the quality of the model‟s lexical 

representations.  As expected, this effect was 

particularly salient for representations of words 

for which features were appended to the training 

data.  However, the results show that this infor-

mation can propagate to words for which fea-

tures were not appended, in particular to abstract 

words.   

The fact that certain perceptible aspects of 

meaning are not exhaustively reflected in linguis-

tic data is a potentially critical obstacle for cor-

pus-based semantic models.  Our findings sug-

gest that existing machine learning techniques 

may be able to overcome this by adding the re-

quired information for words that refer to con-

crete entities and allowing this information to 

propagate to other elements of language.  In fu-

ture work we aim to investigate specifically 

whether this hypothesis holds for particular parts 

of speech.  For example, we would hypothesize 

that verbs inherit a good degree of their meaning 

from their prototypical nominal arguments.     
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Abstract

Discourse connectives play an impor-
tant role in making a text coherent
and helping humans to infer relations
between spans of text. Using the
Penn Discourse Treebank, we investi-
gate what information relevant to in-
ferring discourse relations is conveyed
by discourse connectives, and whether
the specificity of discourse relations re-
flects general cognitive biases for estab-
lishing coherence. We also propose an
approach to measure the effect of a dis-
course marker on sense identification
according to the different levels of a re-
lation sense hierarchy. This will open a
way to the computational modeling of
discourse processing.

1 Introduction

A central question in psycholinguistic model-
ing is the development of models for human
sentence processing difficulty. An approach
that has received a lot of interest in recent
years is the information-theoretic measure of
surprisal (Hale, 2001). Recent studies have
shown that surprisal can successfully account
for a range of psycholinguistic effects (Levy,
2008), as well as account for effects in nat-
uralistic broad-coverage texts (Demberg and
Keller, 2008; Roark et al., 2009; Frank, 2009;
Mitchell et al., 2010). : what work of Roark
and Frank you mean here? Under the no-
tion of the Uniform Information Density hy-
pothesis (UID, Levy and Jaeger, 2007; Frank
and Jaeger, 2008), surprisal has also been
used to explain choices in language produc-
tion: When their language gives people the
option to choose between different linguistic
encodings, people tend to choose the encod-

ing that distributes the information more uni-
formly across the sentence (where the informa-
tion conveyed by a word is its surprisal).

When using surprisal as a cognitive model
of processing difficulty, we hypothesize that
the processing difficulty incurred by the hu-
man when processing the word is proportional
to the update of the interpretation, i.e. the in-
formation conveyed by the word (Hale, 2001;
Levy, 2008). We can try to estimate partic-
ular aspects of the information conveyed by a
word, e.g., the information conveyed about the
syntactic structure of the sentence, the seman-
tic interpretation, or about discourse relations
within the text.

This paper does not go all the way to
proposing a model of discourse relation sur-
prisal, but discusses first steps towards a
model for the information conveyed by dis-
course connectors about discourse relations,
based on available resources like the Penn Dis-
course Treebank (Prasad et al., 2008). First,
we quantify how unambiguously specific dis-
course relations are marked by their typical
connectors (Section 4.1) and test whether eas-
ily inferable relations are on average marked
more ambiguously than relations which are
less expected according to the default assump-
tion of a reader. This idea is shaped with
respect to the UID hypothesis: expected re-
lations can afford to be signaled by weaker
markers and less expected ones should be
marked by strong connectors in order to keep
the discourse-level information density smooth
throughout the text (Section 4.2). We then
investigate in more detail the types of ambi-
guity that a reader might face when process-
ing discourse relations. While some ambigui-
ties lie in discourse connectors, it also happens
that more than one relation exist at the same
time between two text spans. We show that
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some discourse markers also signal the pres-
ence of several relations (Section 5). In com-
putational modeling as well as laboratory set-
ups, one should therefore have a strategy to
deal with the different types of ambiguities.
Finally, we ask what granularity of distinction
from other discourse relations (with respect to
the PDTB relation sense hierarchy) each En-
glish discourse connective conveys (Section 6).

2 Discourse Relations and their
Markers

A cognitive approach to discourse process-
ing emphasizes on the procedural role of the
connectives to constrain the way readers re-
late the propositions in a text (Blakemore,
1992; Blass, 1993). Experimental findings
suggest that these markers can facilitate the
inference of specific discourse relations (De-
gand and Sanders, 2002), and that discourse
connectors are processed incrementally Köhne
and Demberg (2013). People can however in-
fer discourse relations also in the absence of
discourse connecotrs, relying on the propo-
sitional content of the sentences and their
world-knowledge (Hobbs, 1979; Asher and
Lascarides, 1998). Asr and Demberg (2012b)
point out that similar inferences are also nec-
essary for discourse relations which are only
marked with a weak connector which can be
used for many relations, such as and. Further-
more, we know that the inference of discourse
relations is affected by a set of general cog-
nitive biases. To illuminate the role of these
factors let’s have a look at (1). While the type
of relation between the two events is clearly in-
ferable in (1-a) and (1-b) due to the discourse
connectives, in (1-c), the reader would have
to access their knowledge, e.g., about Harry
(from larger context) or the usual affairs be-
tween bosses and employees, in order to con-
struct a discourse relation.
(1) a. The boss was angry because Harry skipped

the meeting (reason).
b. The boss was angry, so Harry skipped the

meeting (result).
c. The boss was angry and Harry skipped the

meeting.

Here, not only both reason and result inter-
pretations but even an independent parallel re-
lation (simple Conjunction) between the two
events are possible to be inferred as a relatively

neutral connective, i.e., and is used. Levinson
(2000) notes in his discussion on presumptive
meanings that “when events are conjoined they
tend to be read as temporally successive and if
at all plausible, as causally linked”. If this is
true then the result reading is most probable
for (1-c). General preferences of this kind have
been investigated via experimental approaches
(Segal et al., 1991; Murray, 1997; Sanders,
2005; Kuperberg et al., 2011). Segal et al.
(1991) and Murray (1997) argue that readers
expect a sentence to be continuous with re-
spect to its preceding context (the continuity
hypothesis). Continuous discourse relations in
terms of congruency and/or temporality are
consequently easier to process than the dis-
continuous ones. Sanders (2005) proposes that
causal relatedness entails the maximum degree
of coherence in a text, therefore readers always
start by attempting to find cause-consequence
relations between neighboring sentences (the
causality-by-default hypothesis). In a similar
vein, Kuperberg et al. (2011) shows that read-
ers face comprehension difficulty when sen-
tences in short text spans cannot be put into
causal relation and no marker of other rela-
tions (e.g., Concession) is available.

Taken together, these findings suggest that
world knowledge, general cognitive biases, and
linguistic features of the sentences such as the
presence of a weak or strong marker contribute
to the relational inference. With a look back
to the information theoretic approach to the
linguistic patterns, one could hypothesize that
when one factor is strongly triggering expec-
tation for a specific type of relation the other
factors could remain silent in order to keep the
information distribution uniform. With this
perspective, Asr and Demberg (2012a) tested
whether the predictability of discourse rela-
tions due to general cognitive biases (towards
causality and continuity) can explain the pres-
ence vs. absence of the discourse connectors.
They found that connectors were more likely
to be dropped in the more predictable (causal
or continuous) relations than in others. Our
investigation of the explicit relations in this
paper (the first experiment) looks into this
question in a stricter manner considering how
much information a connective delivers about
discourse relations. Since this information is
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Figure 1: Hierarchy of senses in PDTB
(Prasad et al., 2008)

closely related to the ambiguities a connec-
tive removes (or maybe adds to the context)
in the course of reading, we dedicate a sepa-
rate section in this paper to illuminate differ-
ent types of ambiguities. Also, a more detail
question would be what types of informa-
tion a connective can convey about one or sev-
eral discourse relations. To our best of knowl-
edge there has been no corpus-based study so
far about this last point which we will try to
model in our third experiment.

3 Penn Discourse Treebank

The Penn Discourse Treebank (PDTB, Prasad
et al., 2008) is a large corpus annotated with
discourse relations, (covering the Wall Street
Journal part of the Penn Treebank). The an-
notation includes sentence connectives, spans
of their arguments and the sense of discourse
relations implied by the connectives. The rela-
tion labels are chosen according to a hierarchy
of senses (Figure 1). Annotators were asked
to find the Explicit discourse connectives and
respectively select a sense (as much specific as
possible) from the hierarchy. For neighboring
sentences where no explicit marker existed in
the original text they were asked to first insert
a suitable connective between the two argu-
ments and then annotate a relation sense, in
this case categorized as Implicit. If an expres-
sion — not belonging to the list of constituted
connectives — in one of the involved sentences

is already indicative of a specific relation, then
instead they marked that expression and put
the relation into the AltLex category. In all
of our experiments only the explicit relation
are considered. Some connectives were anno-
tated with two sense labels in the PDTB. In
our analyses below, we count these text spans
twice (i.e., once for each sense), resulting in a
total of 19,458 relation instances.

4 Are Unexpected Relations
Strongly Marked?

4.1 Markedness Measure
Point-wise mutual information (pmi) is an
information-theoretic measure of association
between two factors. For our purpose of mea-
suring the markedness degree of a relation r in
the corpus, we calculate the normalized pmi of
it with any of the connectives, written as c that
it co-occurs with:

npmi(r; c) = pmi(r; c)
− log p(r, c)

=
log p(r,c)

p(r)p(c)
− log p(r, c)

= log p(r)p(c)
log p(r, c) − 1

npmi is calculated in base 2 and ranges be-
tween −1 and 1. For our markedness measure,
we scale it to the interval of [0, 1] and weigh it
by the probability of the connector given the
relation.

0 <
npmi(r; c) + 1

2 < 1

markedness(r) =
∑

c

p(c|r)npmi(r; c) + 1
2

Intuitively, the markedness measure tells us
whether a relation has very specific markers
(high markedness) or whether it is usually
marked by connectors that also mark many
other relations (low markedness).

4.2 Discourse Expectations and
Marker Strength

Given the markedness measure, we are now
able to test whether those relations which are
more expected given general cognitive biases
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Figure 2: Markedness of level-1 explicit rela-
tions in the PDTB (frequencies of the relations
given in brackets).

(expecting continuous and causal relations)
are marked less strongly than e.g. discontinu-
ous relations. Figure 2 compares the marked-
ness associated to the explicit relations of the
PDTB when the first level relation sense dis-
tinction is considered.

Figure 2 shows that COMPARISON rela-
tions exhibit higher markedness than other
relations, meaning that discontinuity is
marked with little ambiguity, i.e. markers
of COMPARISON relations are only very rarely
used in other types of discourse relations.
COMPARISON relations are exactly those rela-
tions which were classified in Asr and Demberg
(2012a) as a class of discontinuous relations.
Further experimental evidence also shows that
these relations are more likely to cause pro-
cessing difficulty than others when no connec-
tor is present (Murray, 1997), and that their
markers have a more strongly disruptive effect
than other markers when used incorrectly. Un-
der the information density view, these obser-
vations can be interpreted as markers for com-
parison relations causing a larger context up-
date. The high markedness of COMPARISON re-
lations is thus in line with the hypothesis that
unpredictable relations are marked strongly.

CONTINGENCY relations, on the other hand,
exhibit a lower score of markedness. This
indeed complies with the prediction of
the causality-by-default hypothesis (Sanders,
2005) in conjunction with the UID hypothe-
sis: causal relations can still be easily inferred

even in the presence of ambiguous connectives
because they are preferred by default.

As also discussed in Asr and Demberg
(2012a), some types of EXPANSION relations
are continuous while others are discontinuous;
finding that the level of markedness is near the
average of all relations therefore comes as no
surprise.

More interesting is the case of TEMPORAL
relations: these relations have low marked-
ness, even though this class includes contin-
uous (temporal succession) relations as well as
discontinuous (temporal precedence) relations,
and we would thus have expected a higher level
of markedness than we actually find. Even
when calculating markedness at the more fine-
grained relation distinction level, did not find
a significant difference between the marked-
ness of the temporally forward vs. backward
relations. A low level of markedness means
that the connectors used to mark temporal re-
lations are also used to mark other relations,
in particular, temporal connectives are often
used to mark CONTINGENCY relations. This
observation brings us to the question of gen-
eral patterns of ambiguity in discourse markers
and the ambiguity of discourse relations them-
selves, see Section 5.

5 Ambiguous Connective
vs. Ambiguous Relation

Some discourse connectives (e.g., since, which
can be temporal or causal, or while, which can
be temporal or contrastive) are ambiguous. In
this section, we would like to distinguish be-
tween three different types of ambiguity (all
with respect to the PDTB relation hierarchy):

1. A connector expressing different relations,
where it is possible to say that one but not
the other relation holds between the text
spans, for example since.

2. A connector expressing a class of relations
but being ambiguous with respect to the
subclasses of that relation, for example
but, which always expresses a COMPARISON
relationship but may express any subtype
of the comparison relation.

3. the ambiguity inherent in the relation be-
tween two text spans, where several rela-
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Relation pair #R1 (total) #R2 (total) #Pair χ2

T.Synchrony–CON.Cause.reason 507 (1594) 353 (1488) 187 1.08E+00
T.Asynchronous.succession–CON.Cause.reason 189 (1101) 353 (1488) 159 2.43E+02 ***
E.Conjunction–CON.Cause.result 352 (5320) 162 (752) 140 2.22E+02 ***
T.Synchrony–EXP.Conjunction 507 (1594) 352 (5320) 123 5.43E+01 ***’
T.Synchrony–CON.Condition.reneral 507 (1594) 70 (362) 52 1.67E+01 ***
T.Synchrony–COM.Contrast.juxtaposition 507 (1594) 77 (1186) 45 1.97E+00
T.Asynchronous.precedence–E.Conjunction 66 (986) 352 (5320) 36 1.15E+01 ***
T.Synchrony–COM.Contrast 507 (1594) 37 (2380) 28 9.55E+00 ***
T.Synchrony–COM.Contrast.opposition 507 (1594) 28 (362) 21 6.78E+00 **

Table 1: Most frequent co-occurring relations in the PDTB, their frequency among multi-labels
(and in the entire corpus)

tions can be identified to hold at the same
time.

The first and second notion of ambiguity re-
fer to what we so far have been talking about:
we showed that some connectors mark can
mark differnt types of relations, and that some
connectives marking a general relation type
but not marking specific subrelations.

The third type of ambiguity is also anno-
tated in the PDTB. Relations which are am-
biguous by nature are either labeled with a
coarse-grained sense in the hierarchy (e.g.,
COMPARISON.Contrast the second most fre-
quent label in the corpus chosen by the anno-
tators when they could not agree on a more
specific relation sense), or are labelled with
two senses. Table 1 lists which two relation
senses were most often annotated to hold at
the same time in the PDTB, along with the
individual frequency (also frequency in the
entire corpus inside brackets). Sub-types of
Cause and TEMPORAL relations appear most
often together, while TEMPORAL.Synchrony is
a label that appears significantly more than
expected among the multi-label instances,
even with a higher frequency than that of
EXPANSION.Conjunction, the most frequent
label in the corpus. Such observations confirm
the existence of the third type of ambiguity in
discourse relations.

Interestingly, these inherently ambiguous
relations also have their own specific mark-
ers, such as meanwhile which occurs in about
70% of its instances with two relation senses1.

1This connective is mostly labeled with
TEMPORAL.Synchrony and EXPANSION.Conjunction.
Interestingly these two labels appear together signif-
icanly less frequently than expected (as marked in
the table with ***’) but when such a cooccurrance
happened in the corpus it has been for the connective
meanwhile.

On the other hand, other well-known ambigu-
ous connectors like since rarely mark inher-
ently ambiguous relations, and most often can
be identified as one specific relation sense by
looking at the content of the arguments. The
importance of the possibility to annotate a
second sense and hence explicitly mark the
inherently ambiguous relations has also been
pointed out by Versley (2011). In fact, a con-
nective like meanwhile can be thought of as
delivering information not only about the pos-
sible relation senses it can express, but also
about the fact that two discourse relations
hold simultaneously.

In conclusion, it is possible that more than
one discourse relation hold between two text
spans. We believe that taking into account
the different types of ambiguity in discourse
relations can also benefit automatic discourse
relation classification methods, that so far ig-
nore multiple relation senses. Relations with
two senses mostly include one temporal sense.
This also (at least partially) explains the low
level of markedness of temporal relations in
Figure 2. Of particular interest is also the find-
ing that there seem to be specific connectors
such as meanwhile which are used to mark in-
herently ambiguous relations.

6 Type of Information Conveyed
by a Discourse Connector

In this experiment, we focus on the differ-
ences among individual connectives in reflect-
ing information about discourse relations from
coarse to fine grained granularity.

6.1 Measure of Information Gain
The mutual information between two discrete
variables which is indicative of the amount of
uncertainty that one removes for inference of
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the other, can be decomposed in the following
manner:

I(X; Y ) =
∑

c

p(c)
∑

r

p(r|c) log p(r|c)
p(r)

The inner sum is known as Kullback-Leibler di-
vergence or relative entropy of the distribution
of relations p(r) independent of the connector
c and the distribution of relations p(r|c) af-
ter observing c2. The relative entropy thus
quantifies in how far knowing the connector c
changes the distribution of relations.

gain(c) = DKL(p(r|c)||p(r))
This formulation also allows us to calculate

the change in distribution for different levels of
the PDTB relation sense hierarchy and thus to
analyse which connectors convey information
about which level of the hierarchy. We define
the measure of enhancement to formalize this
notion:

enhancementxy(c) = gainy(c)− gainx(c)

The enhancementxy(c) indicates the amount
of information delivered by cue c for the
classification of the instances into finer-
grained relation subtypes. For exam-
ple, enhancement01(because) describes how
much information gain because provides
for distinguishing the level-1 relations it
marks from other relations. Similarly,
high enhancement23(because) indicates that
this connective is important for distinguish-
ing among level 3 relations (here, distin-
guishing CONTINGENCY.Cause.reason from
CONTINGENCY.Cause.result relations), while
low enhancement23(if) indicates that if does
not contribute almost any information for
distinguishing among the subtypes of the
CONTINGENCY.Condition relation.

2Note that this formulation is closely related to sur-
prisal: Levy (2008) shows that surprisal(wk+1) =
− logP (wk+1|w1..wk) is equivalent to the KL diver-
gence D(P (T |w1..j+1)||P (T |w1..j)) for “any stochas-
tic generative process P , conditioned on some (pos-
sibly null) external context, that generates complete
structures T , each consisting at least partly of sur-
face strings to be identified with serial linguistic in-
put”. Note however that in our current formula-
tion of a discourse relation, the simplification to gen-
eral structure-independent surprisal does not hold
(DKL(p(r|c)||p(r)) 6= − log p(c)) because our relations
(as they are defined here) do not satisfy the above con-
dition for T , in particular, P (r, c) 6= P (r).

6.2 Connective Help in Hierarchical
Classification

Figure 3 shows the amount of enhancement
for 27 frequent (> 100 occurrences) connec-
tives in the corpus in three transitions, namely
from no information to the first level classifi-
cation, from first to the second level and from
second to the third. Most of the connectives
contribute most strongly at the coarsest level
of classification, i.e., their L1-Root enhance-
ment is the highest. In particular, we find that
some of the most frequent connectives such as
but, and, and also only help distinguishing dis-
course relation meaning at the coarsest level of
the PDTB relation hierarchy, but contribute
little to distinguish among e.g. different sub-
types of COMPARISON or EXPANSION. An inter-
esting observation is also that frequent mark-
ers of comparison relations but, though, still
and however provide almost no information
about the second or third level of the hierar-
chy.

Another group of connectors, for example,
instead, indeed and or contribute significantly
more information in transition from the first
to the second level. These are specific markers
of some level-2 relation senses. Among these,
instead and or even help more for the deepest
classification3.

Temporal and causal connectives such as be-
fore, after, so, then ,when and thus have more
contribution to the deepest classification level.
This reflects the distinctions employed in the
definition of the third level senses which has
a direct correlation with the temporal order-
ing, i.e., forward vs. backward transition be-
tween the involved sentences. In other words,
regardless of whatever high-level class of rela-
tion such markers fit in, the temporal infor-
mation they hold make them beneficial for the
3rd level classification.

There are also a few connectives (if, indeed,
for example) that convey a lot of information
about the distinctions made at the first and
second level of the hierarchy, but not about the
third level. The reason for this is either that
the third level distinction can only be made
based on the propositional information in the

3Markers of EXPANSION.Alternative.conjunction
and EXPANSION.Alternative.chosen alternative re-
spectively.
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Figure 3: Enhancement through three levels of relation sense classification obtained by 27 most
frequent connectives in the PDTB — ordered left to right by frequency.

arguments (this is the case for the sub-types
of conditionals), or that the connector usually
marks a relation which does not have a third
level (e.g., for example is a good marker of
the EXPANSION.Instantiation relation which
does not have any subtypes).

It is worth noting that a sum over enhance-
ments obtained in the three levels results in the
total relative entropy the distribution of dis-
course relations before vs. after encountering
the connective. As expected, ambiguous con-
nectors of the first type of ambiguity (while,
since, when) convey a little bit of information
at each level of distinction, while overall in-
formation gain is relatively small. Ambigu-
ous connectors of the second type of ambigu-
ity (e.g., but, and, if ) convey almost no infor-
mation about specific sub-types of relations.
Finally, markers of inherently ambiguous rela-
tions (meanwhile) stand out for very low in-
formation gain at all levels.

6.3 Discussion
The notion of the information conveyed by a
discourse connector about a discourse relation
can also help to explain two previous find-
ings on the relative facilitative effect of causal
and adversative connectors, that at first glance
seem contradictory.

While Murray (1997) showed a generally
more salient effect for a group of adversative
cues such as however, yet, nevertheless and
but compared with causal connectives there-
fore, so, thus and consequently, others reported
different patterns when particular pairs of con-
nectives were compared: Caron et al. (1988)
found greater inference activity and recall ac-
curacy for because sentences than sentences
connected with but. Also, Millis and Just
(1994) found a faster reading time and bet-

ter response to the comprehension questions
in the case of because than that of although
sentences. Interestingly, by looking at Figure
3, we find that because is a more constrain-
ing connective than but and even although,
given that the information gain obtain by this
connective in all levels of relation classifica-
tion is greater than that of but and although.
While adversative connectives are reliable sig-
nals to distinguish comparison relations in a
high-level from the other three major types of
relations, most causal connectives deliver spe-
cific information down to the finer grains. In
particular, because is a distinguished marker of
the reason relation; hence, it should be associ-
ated with a more constraining discourse effect,
while a generally used connective such as but
can serve as the marker of a variety of adver-
sative relations, e.g., a simple Contrast vs. a
Concession relation.

The information-theoretic view can also ac-
count for the larger facilitating effect of highly
constraining causal and adversative connec-
tives on discourse comprehension compared
to additive connectives such as and, also and
moreover (Murray, 1995, 1997; Ben-Anath,
2006). We also can see from the Figure 3 that
the mentioned additive connectives show a rel-
atively lower sum of enhancement.

In summary, the broad classification of a dis-
course connector (Murray, 1997; Halliday and
Hasan, 1976) is not the only factor that deter-
mines how constraining it is, or how difficult it
will be to process. Instead, one should look at
its usage in different context (i.e., specificity
of the connective usage in the natural text).
For example, based on the measurements pre-
sented in the Figure 3 we would expect a rel-
atively high constraining effect of the connec-
tives such as for example and instead. Note
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however that these predictions strongly de-
pend on the discourse relation sense inventory
and the discourse relation hierarchy. In partic-
ular, it is important to ask in how far compu-
tational linguistics resources, like the PDTB,
reflect the inference processes in humans – in
how far are the sense distinction and hierar-
chical classification cognitively adequate?

7 Discussion and Conclusion

Discourse Relation Hierarchy and Fea-
ture Space Dimensions Psycholingusitic
models that need to be trained on annotated
data from computational linguistics resources
also have to be concerned about the psycholin-
guistic adequacy of the annotation. In par-
ticular, for a model of discourse relation sur-
prisal, we need to ask which discourse relations
are relevant to humans, and which distinctions
between relations are relevant to them? For
example, it may be possible that the distinc-
tion between cause and consequence (3rd level
PDTB hierarchy) is more important in the in-
ference process than the distinction between
conjunction and list (2nd level PDTB hierar-
chy). Given the fact that more than one dis-
course relation (or none) can hold between two
text segments, one should also ask whether a
hierarchy is the right way to think about the
discourse relation senses at all – it might be
more adequate to think about discourse con-
nectives conveying information about tempo-
rality, causality, contrast etc, with each con-
nector possibly conveying information about
more than one of these aspects at the same
time.

These questions are also relevant for auto-
matic discourse relation identification: many
approaches to discourse relation identification
have simplified the task to only distinguish
between e.g. the level-1 sense distinctions, or
level-2 distinctions (Versley, 2011; Lin et al.,
2011; Hernault et al., 2011; Park and Cardie,
2012), but may be missing to differentiate as-
pects that are important also for many text
interpretation tasks, such as distinguishing be-
tween causes and consequences.

Towards discourse relation surprisal A
computational model of discourse relation sur-
prisal would have to take the actual local con-
text into account, i.e. factors other than just

the connective, and model the interplay of dif-
ferent factors in the arguments of the discourse
relation. We would then be in a position to
argue about the predictability of a specific in-
stance of a discourse relation, as opposed to
arguing based on general cognitive biases such
as the causality-by-default or continuity hy-
potheses.

From the three studies in this paper, we note
that our findings so far are compatible with
a surprisal account at the discourse relation
level: The first study showed that discourse
relations that seem to cause a larger context
update are marked by less ambiguous connec-
tives than relations for which less information
needs to be conveyed in order to be inferred.
This is in line with the UID and the conti-
nuity and causality-by-default hypotheses put
forth by Murray (1997) and Sanders (2005).
The second study then went on to show that
one can distinguish several types of ambiguity
among discourse relations, in particular, more
than one relation can hold between two propo-
sitions, and there are some connectives which
express this inherent ambiguity. In the third
study, we also showed that the effect of par-
ticular discourse markers varies with respect
to their contribution in different levels of re-
lation classification. Some connectives such as
the majority of the adversative ones, simply
help to distinguish contrastive relations from
other classes, while those with a temporal di-
rectionality contribute most in the deeper level
of the PDTB hierarchical classification. The
enhancement measure introduced in this pa-
per can be employed for measuring the effect
of any discriminative feature through the hi-
erarchical classification of the relations. This
work is a first step towards the computational
modeling of the discourse processing with re-
spect to the linguistic markers of the abstract
discourse relations. In future work, we would
like to look at the contribution of different
types of relational markers including sentence
connectives, sentiment words, implicit causal-
ity verbs, negation markers, event modals etc.,
which in the laboratory setup have proven to
affect the expectation of the readers about
an upcoming discourse relation (Kehler et al.,
2008; Webber, 2013).
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Abstract

We describe a method for learning an in-

cremental semantic grammar from data in

which utterances are paired with logical

forms representing their meaning. Work-

ing in an inherently incremental frame-

work, Dynamic Syntax, we show how

words can be associated with probabilistic

procedures for the incremental projection

of meaning, providing a grammar which

can be used directly in incremental prob-

abilistic parsing and generation. We test

this on child-directed utterances from the

CHILDES corpus, and show that it results

in good coverage and semantic accuracy,

without requiring annotation at the word

level or any independent notion of syntax.

1 Introduction

Human language processing has long been

thought to function incrementally, both in pars-

ing and production (Crocker et al., 2000; Fer-

reira, 1996). This incrementality gives rise to

many characteristic phenomena in conversational

dialogue, including unfinished utterances, inter-

ruptions and compound contributions constructed

by more than one participant, which pose prob-

lems for standard grammar formalisms (Howes et

al., 2012). In particular, examples such as (1) sug-

gest that a suitable formalism would be one which

defines grammaticality not in terms of licensing

strings, but in terms of constraints on the semantic

construction process, and which ensures this pro-

cess is common between parsing and generation.

(1) A: I burnt the toast.

∗ We are grateful to Ruth Kempson for her support and
helpful discussions throughout this work. We also thank
the CMCL’2013 anonymous reviewers for their constructive
criticism. This work was supported by the EPSRC, RISER
project (Ref: EP/J010383/1), and in part by the EU, FP7
project, SpaceBook (Grant agreement no: 270019).

B: But did you burn . . .

A: Myself? Fortunately not.

[where “did you burn myself?” if uttered by

the same speaker is ungrammatical]

One such formalism is Dynamic Syntax (DS)

(Kempson et al., 2001; Cann et al., 2005); it

recognises no intermediate layer of syntax, but

instead reflects grammatical constraints via con-

straints on the word-by-word incremental con-

struction of meaning, underpinned by attendant

concepts of underspecification and update.

Eshghi et al. (2013) describe a method for in-

ducing a probabilistic DS lexicon from sentences

paired with DS semantic trees (see below) repre-

senting not only their meaning, but their function-

argument structure with fine-grained typing infor-

mation. They apply their method only to an ar-

tificial corpus generated using a known lexicon.

Here, we build on that work to induce a lexi-

con from real child-directed utterances paired with

less structured Logical Forms in the form of TTR

Record Types (Cooper, 2005), thus providing less

supervision. By assuming only the availability of a

small set of general compositional semantic opera-

tions, reflecting the properties of the lambda calcu-

lus and the logic of finite trees, we ensure that the

lexical entries learnt include the grammatical con-

straints and corresponding compositional seman-

tic structure of the language. Our method exhibits

incrementality in two senses: incremental learn-

ing, with the grammar being extended and refined

as each new sentence becomes available; resulting

in an inherently incremental, probabilistic gram-

mar for parsing and production, suitable for use

in state-of-the-art incremental dialogue systems

(Purver et al., 2011) and for modelling human-

human dialogue.
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♦
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Ty(e → t),
λx.upset′(x)(mary′)

Ty(e),
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Ty(e → (e → t)),
λyλx.upset′(x)(y)

Figure 1: Incremental parsing in DS producing semantic trees: “John upset Mary”

2 Background

2.1 Grammar Induction and Semantics

We can view existing grammar induction meth-

ods along a spectrum from supervised to unsu-

pervised. Fully supervised methods take a parsed

corpus as input, pairing sentences with syntactic

trees and words with their syntactic categories, and

generalise over the phrase structure rules to learn

a grammar which can be applied to a new set of

data. Probabilities for production rules sharing a

LHS category can be estimated, producing a gram-

mar suitable for probabilistic parsing and disam-

biguation e.g. a PCFG (Charniak, 1996). While

such methods have shown great success, they pre-

suppose detailed prior linguistic information and

are thus inadequate as human grammar learning

models. Fully unsupervised methods, on the other

hand, proceed from unannotated raw data; they

are thus closer to the human language acquisition

setting, but have seen less success. In its pure

form —positive data only, without bias— unsu-

pervised learning is computationally too complex

(‘unlearnable’) in the worst case (Gold, 1967).

Successful approaches involve some prior learning

or bias (see (Clark and Lappin, 2011)) e.g. a set

of known lexical categories, a probability distri-

bution bias (Klein and Manning, 2005) or a semi-

supervised method with shallower (e.g. POS-tag)

annotation (Pereira and Schabes, 1992).

Another point on the spectrum is lightly su-

pervised learning: providing information which

constrains learning but with little or no lexico-

syntactic detail. One possibility is the use of se-

mantic annotation, using sentence-level proposi-

tional Logical Forms (LF). It seems more cogni-

tively plausible, as the learner can be said to be

able to understand, at least in part, the meaning

of what she hears from evidence gathered from

(1) her perception of her local, immediate environ-

ment given appropriate biases on different patterns

of individuation of entities and relationships be-

tween them, and (2) helpful interaction, and joint

focus of attention with an adult (see e.g. (Saxton,

1997)). Given this, the problem she is faced with

is one of separating out the contribution of each

individual linguistic token to the overall meaning

of an uttered linguistic expression (i.e. decompo-

sition), while maintaining and generalising over

several such hypotheses acquired through time as

she is exposed to more utterances involving each

token.

This has been successfully applied in Combi-

natorial Categorial Grammar (CCG) (Steedman,

2000), as it tightly couples compositional seman-

tics with syntax (Zettlemoyer and Collins, 2007;

Kwiatkowski et al., 2010; Kwiatkowski et al.,

2012); as CCG is a lexicalist framework, grammar

learning involves inducing a lexicon assigning to

each word its syntactic and semantic contribution.

Moreover, the grammar is learnt incrementally, in

the sense that the learner collects data over time

and does the learning sentence by sentence.

Following this approach, Eshghi et al. (2013)

outline a method for inducing a DS grammar

from semantic LFs. This brings an added di-

mension of incrementality: not only is learning

sentence-by-sentence incremental, but the gram-

mar learned is inherently word-by-word incre-

mental (see section 2.2 below). However, their

method requires a higher degree of supervision

than (Kwiatkowski et al., 2012): the LFs assumed

are not simply flat semantic formulae, but full DS

semantic trees (see e.g. Fig. 1) containing infor-

mation about the function-argument structure re-
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quired for their composition, in addition to fine

grained type and formula annotations. Further,

they test their method only on artificial data cre-

ated using a known, manually-specified DS gram-

mar. In contrast, in this paper we provide an

approach which can learn from LFs without any

compositional structure information, and test it on

real language data; thus providing the first prac-

tical learning system for an explicitly incremental

grammar that we are aware of.

2.2 Dynamic Syntax (DS)

Dynamic Syntax (Kempson et al., 2001; Cann et

al., 2005) is a parsing-directed grammar formal-

ism, which models the word-by-word incremental

processing of linguistic input. Unlike many other

formalisms, DS models the incremental building

up of interpretations without presupposing or in-

deed recognising an independent level of syntactic

processing. Thus, the output for any given string

of words is a purely semantic tree representing

its predicate-argument structure; tree nodes cor-

respond to terms in the lambda calculus, deco-

rated with labels expressing their semantic type

(e.g. Ty(e)) and formula, with beta-reduction de-

termining the type and formula at a mother node

from those at its daughters (Figure 1).

These trees can be partial, containing unsatis-

fied requirements for node labels (e.g. ?Ty(e) is a

requirement for future development to Ty(e)), and

contain a pointer ♦ labelling the node currently

under development. Grammaticality is defined as

parsability: the successful incremental construc-

tion of a tree with no outstanding requirements (a

complete tree) using all information given by the

words in a sentence. The complete sentential LF

is then the formula decorating the root node – see

Figure 1. Note that in these trees, leaf nodes do

not necessarily correspond to words, and may not

be in linear sentence order; syntactic structure is

not explicitly represented, only the structure of se-

mantic predicate-argument combination.

2.2.1 Actions in DS

The parsing process is defined in terms of condi-

tional actions: procedural specifications for mono-

tonic tree growth. These include general structure-

building principles (computational actions), puta-

tively independent of any particular natural lan-

guage, and language-specific actions associated

with particular lexical items (lexical actions). The

latter are what we learn from data here.

Computational actions These form a small,

fixed set, which we assume as given here. Some

merely encode the properties of the lambda cal-

culus and the logical tree formalism itself, LoFT

(Blackburn and Meyer-Viol, 1994) – these we

term inferential actions. Examples include THIN-

NING (removal of satisfied requirements) and

ELIMINATION (beta-reduction of daughter nodes

at the mother). These actions are language-

independent, cause no ambiguity, and add no new

information to the tree; as such, they apply non-

optionally whenever their preconditions are met.

Other computational actions reflect the fun-

damental predictivity and dynamics of the DS

framework. For example, *-ADJUNCTION in-

troduces a single unfixed node with underspec-

ified tree position (replacing feature-passing or

type-raising concepts for e.g. long-distance depen-

dency); and LINK-ADJUNCTION builds a paired

(“linked”) tree corresponding to semantic con-

junction (licensing relative clauses, apposition and

more). These actions represent possible parsing

strategies and can apply optionally whenever their

preconditions are met. While largely language-

independent, some are specific to language type

(e.g. INTRODUCTION-PREDICTION in the form

used here applies only to SVO languages).

Lexical actions The lexicon associates words

with lexical actions; like computational actions,

these are sequences of tree-update actions in an

IF..THEN..ELSE format, and composed of ex-

plicitly procedural atomic tree-building actions

such as make (creates a new daughter node),

go (moves the pointer), and put (decorates the

pointed node with a label). Figure 2 shows an ex-

ample for a proper noun, John. The action checks

whether the pointed node (marked as ♦) has a re-

quirement for type e; if so, it decorates it with type

e (thus satisfying the requirement), formula John′

and the bottom restriction 〈↓〉⊥ (meaning that the

node cannot have any daughters). Otherwise the

action aborts, i.e. the word ‘John’ cannot be parsed

in the context of the current tree.

Graph-based Parsing & Generation These ac-

tions define the parsing process. Given a sequence

of words (w1, w2, ..., wn), the parser starts from

the axiom tree T0 (a requirement to construct a

complete propositional tree, ?Ty(t)), and applies

the corresponding lexical actions (a1, a2, . . . , an),
optionally interspersing computational actions.
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Action Input tree Output tree

John

IF ?Ty(e)
THEN put(Ty(e))

put(Fo(John′)
put(〈↓〉⊥)

ELSE ABORT

?Ty(t)

?Ty(e),
♦

?Ty(e → t)

‘John’
−→

?Ty(t)

Ty(e), ?Ty(e)
John′, 〈↓〉⊥,♦

?Ty(e → t)

Figure 2: Lexical action for the word ‘John’

T0

T1
intro

T2
pred

T3

link-adj

T4
*-adj

T5

john

abort

T6

john

“john”

T7

thin
T8

comp

T9

pred

T10

link-adj

T11

thin
T12

comp

T13

likes

abort

abort

“likes”

Figure 3: DS parsing as a graph: actions (edges) are transitions between partial trees (nodes).

This parsing process can be modelled as a di-

rected acyclic graph (DAG) rooted at T0, with par-

tial trees as nodes, and computational and lexi-

cal actions as edges (i.e. transitions between trees)

(Sato, 2011). Figure 3 shows an example: here,

intro, pred and *adj correspond to the computa-

tional actions INTRODUCTION, PREDICTION and

*-ADJUNCTION respectively; and ‘john’ is a lex-

ical action. Different DAG paths represent dif-

ferent parsing strategies, which may succeed or

fail depending on how the utterance is continued.

Here, the path T0−T3 will succeed if ‘John’ is the

subject of an upcoming verb (“John upset Mary”);

T0 − T4 will succeed if ‘John’ turns out to be a

left-dislocated object (“John, Mary upset”).

This incrementally constructed DAG makes up

the entire parse state at any point. The right-

most nodes (i.e. partial trees) make up the current

maximal semantic information; these nodes with

their paths back to the root (tree-transition actions)

make up the linguistic context for ellipsis and

pronominal construal (Purver et al., 2011). Given

a conditional probability distribution P (a|w, T )
over possible actions a given a word w and (some

set of features of) the current partial tree T , we can

parse probabilistically, constructing the DAG in a

best-first, breadth-first or beam parsing manner.

Generation uses exactly the same actions and

structures, and can be modelled on the same DAG

with the addition only of a goal tree; partial

trees are checked for subsumption of the goal

at each stage. The framework therefore inher-

ently provides both parsing and generation that

are word-by-word incremental and interchange-

able, commensurate with psycholinguistic results

(Lombardo and Sturt, 1997; Ferreira and Swets,

2002) and suitable for modelling dialogue (Howes

et al., 2012). While standard grammar formalisms

can of course also be used with incremental pars-

ing or generation algorithms (Hale, 2001; Collins

and Roark, 2004; Clark and Curran, 2007), their

string-based grammaticality and lack of inherent

parsing-generation interoperability means exam-

ples such as (1) remain problematic.

3 Method

Our task here is to learn an incremental DS gram-

mar; following Kwiatkowski et al. (2012), we

assume as input a set of sentences paired with

their semantic LFs. Eshghi et al. (2013) outline a

method for inducing DS grammars from semantic

DS trees (e.g. Fig. 1), in which possible lexical en-

tries are incrementally hypothesized, constrained

by subsumption of the target tree for the sentence.

Here, however, this structured tree information is

not available to us; our method must therefore con-

strain hypotheses via compatibility with the sen-

tential LF, represented as Record Types of Type

Theory with Records (TTR).

3.1 Type Theory with Records (TTR)

Type Theory with Records (TTR) is an exten-

sion of standard type theory shown useful in se-

mantics and dialogue modelling (Cooper, 2005;

Ginzburg, 2012). It is also used for representing
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non-linguistic context such as the visual percep-

tion of objects (Dobnik et al., 2012), suggesting

potential for embodied learning in future work.

Some DS variants have incorporated TTR as the

semantic LF representation (Purver et al., 2011;

Hough and Purver, 2012; Eshghi et al., 2012).

Here, it can provide us with the mechanism we

need to constrain hypotheses in induction by re-

stricting them to those which lead to subtypes of

the known sentential LF.

In TTR, logical forms are specified as record

types (RTs), sequences of fields of the form [ l : T ]
containing a label l and a type T . RTs can be wit-

nessed (i.e. judged true) by records of that type,

where a record is a sequence of label-value pairs

[ l = v ], and [ l = v ] is of type [ l : T ] just in case

v is of type T .

R1 :





l1 : T1

l2=a : T2

l3=p(l2) : T3



 R2 :

[

l1 : T1

l2 : T2′

]

R3 : []

Figure 4: Example TTR record types

Fields can be manifest, i.e. given a singleton

type e.g. [ l : Ta ] where Ta is the type of which

only a is a member; here, we write this using the

syntactic sugar [ l=a : T ]. Fields can also be de-

pendent on fields preceding them (i.e. higher) in

the record type – see R1 in Figure 4. Importantly

for us here, the standard subtyping relation ⊑ can

be defined for record types: R1 ⊑ R2 if for all

fields [ l : T2 ] in R2, R1 contains [ l : T1 ] where

T1 ⊑ T2. In Figure 4, R1 ⊑ R2 if T2 ⊑ T2′ , and

both R1 and R2 are subtypes of R3.

Following Purver et al. (2011), we assume

that DS tree nodes are decorated not with simple

atomic formulae but with RTs, and correspond-

ing lambda abstracts representing functions from

RT to RT (e.g. λr : [ l1 : T1 ].[ l2=r.l1 : T1 ] where

r.l1 is a path expression referring to the label l1
in r) – see Figure 5. The equivalent of conjunc-

tion for linked trees is now RT extension (concate-

nation modulo relabelling – see (Cooper, 2005;

Fernández, 2006)). TTR’s subtyping relation now

allows a record type at the root node to be in-

ferred for any partial tree, and incrementally fur-

ther specified via subtyping as parsing proceeds

(Hough and Purver, 2012).

We assume a field head in all record types, with

this corresponding to the DS tree node type. We

also assume a neo-Davidsonian representation of

♦, T y(t),







x=john : e
e=arrive : es
p=subj(e,x) : t
head=p : t







Ty(e),
[

x=john : e
head=x : e

]

Ty(e → t),
λr :

[

head : e
]

.






x=r.head : e
e=arrive : es
p=subj(e,x) : t
head=p : t







Figure 5: DS-TTR tree

predicates, with fields corresponding to the event

and to each semantic role; this allows all available

semantic information to be specified incrementally

via strict subtyping (e.g. providing the subj() field

when subject but not object has been parsed) – see

Figure 5 for an example.

3.2 Problem Statement

Our induction procedure now assumes as input:

• a known set of DS computational actions.

• a set of training examples of the form

〈Si, RTi
〉, where Si = 〈w1 . . . wn〉 is a sen-

tence of the language and RTi
– henceforth

referred to as the target RT – is the record

type representing the meaning of Si.

The output is a grammar specifying the possi-

ble lexical actions for each word in the corpus.

Given our data-driven approach, we take a prob-

abilistic view: we take this grammar as associat-

ing each word w with a probability distribution θw

over lexical actions. In principle, for use in pars-

ing, this distribution should specify the posterior

probability p(a|w, T ) of using a particular action

a to parse a word w in the context of a particular

partial tree T . However, here we make the sim-

plifying assumption that actions are conditioned

solely on one feature of a tree, the semantic type

Ty of the currently pointed node; and that actions

apply exclusively to one such type (i.e. ambiguity

of type implies multiple actions). This simplifies

our problem to specifying the probability p(a|w).
In traditional DS terms, this is equivalent to as-

suming that all lexical actions have a simple IF

clause of the form IF ?Ty(X); this is true of

most lexical actions in existing DS grammars (see

Fig. 2), but not all. Our assumption may there-

fore lead to over-generation – inducing actions

which can parse some ungrammatical strings – we

must rely on the probabilities learned to make such
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parses unlikely, and evaluate this in Section 4.

Given this, our focus here is on learning the THEN

clauses of lexical actions: sequences of DS atomic

actions such as go, make, and put (Fig. 2), but now

with attendant posterior probabilities. We will

henceforth refer to these sequences as lexical hy-

potheses. We first describe how we construct lexi-

cal hypotheses from individual training examples;

we then show how to generalise over these, while

incrementally estimating corresponding probabil-

ity distributions.

3.3 Hypothesis construction

DS is strictly monotonic: actions can only extend

the current (partial) tree Tcur, deleting nothing ex-

cept satisfied requirements. Thus, we can hypoth-

esise lexical actions by incrementally exploring

the space of all monotonic, well-formed exten-

sions T of Tcur, whose maximal semantics R is

a supertype of (extendible to) the target RT (i.e.

R ⊑ RT ). This gives a bounded space described

by a DAG equivalent to that of section 2.2.1: nodes

are trees; edges are possible extensions; paths start

from Tcur and end at any tree with LF RT . Edges

may be either known computational actions or

new lexical hypotheses. The space is further con-

strained by the properties of the lambda-calculus

and the modal tree logic LoFT (not all possible

trees and extensions are well-formed).1

Hypothesising increments In purely semantic

terms, the hypothesis space at any point is the pos-

sible set of TTR increments from the current LF

R to the target RT . We can efficiently compute

and represent these possible increments using a

type lattice (see Figure 6),2 which can be con-

structed for the whole sentence before processing

each training example. Each edge is a RT R repre-

senting an increment from one RT, Rj , to another,

Rj+1, such that Rj ∧ RI = Rj+1 (where ∧ rep-

resents record type intersection (Cooper, 2005));

possible parse DAG paths must correspond to

some path through this lattice.

Hypothesising tree structure These DAG paths

can now be hypothesised with the lattice as a con-

straint: hypothesising possible sequences of ac-

1We also prevent arbitrary type-raising by restricting the
types allowed, taking the standard DS assumption that noun
phrases have semantic type e (rather than a higher type as in
Generalized Quantifier theory) and common nouns their own
type cn, see Cann et al. (2005), chapter 3 for details.

2Clark (2011) similarly use a concept lattice relating
strings to their contexts in syntactic grammar induction.

Ri : []

R11 :
[

a : b
]

R12 :
[

c : d
]

R12 :
[

e : f
]

R21 :

[

a : b
c : d

]

R22 :

[

a : b
e : f

]

R22 :

[

c : d
e : f

]

RT :





a : b
c : d
e : f





Figure 6: RT extension hypothesis lattice

tions which extend the tree to produce the required

semantic increment, while the increments them-

selves constitute a search space of their own which

we explore by traversing the lattice.

The lexical hypotheses comprising these DAG

paths are divide into two general classes: (1) tree-

building hypotheses, which hypothesise appropri-

ately typed daughters to compose a given node;

and (2) content hypotheses, which decorate leaf

nodes with appropriate formulae from Ri (non-

leaf nodes then receive their content via beta-

reduction/extension of daughters).

Tree-building can be divided into two general

options: functional decomposition (corresponding

to the addition of daughter nodes with appropri-

ate types and formulae which will form a suitable

mother node by beta-reduction); and type exten-

sion (corresponding to the adjunction of a linked

tree whose LF will extend that of the current tree,

see Sec. 3.1 above). The availability of the former

is constrained by the presence of suitable depen-

dent types in the LF (e.g. in Fig. 5, p = subj(e, x)
depends on the fields with labels x and e, and

could therefore be hypothesised as the body of a

function with x and/or e as argument). The latter is

more generally available, but constrained by shar-

ing of a label between the resulting linked trees.

Figure 7 shows an example: a template for

functional decomposition hypotheses, extending a

node with some type requirement ?Ty(X) with

daughter nodes which can combine to satisfy that

requirement – here, of types Y and Y → X.

Specific instantiations are limited to a finite set of

types: e.g. X = e → t and Y = e is allowed,

but higher types for Y are not. We implement

these constraints by packaging together permitted

sequences of tree updates as macros, and using

these macros to hypothesise DAG paths commen-

surate with the lattice.

Finally, semantic content decorations (as se-
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IF ?Ty(X)
THEN make(〈↓0〉); go(〈↓0〉)

put(?Ty(Y )); go(〈↑〉)
make(〈↓1〉); go(〈↓1〉)
put(?Ty(Y → X)); go(↑)

ELSE ABORT

Figure 7: Tree-building hypothesis

quences of put operations) are hypothesised for

the leaf nodes of the tree thus constructed; these

are now determined entirely by the tree structure

so far hypothesised and the target LF RT .

3.4 Probabilistic Grammar Estimation

This procedure produces, for each training sen-

tence 〈w1 . . . wn〉, all possible sequences of ac-

tions that lead from the axiom tree T0 to a tree

with the target RT as its semantics. These must

now be split into n sub-sequences, hypothesising

a set of word boundaries to form discrete word hy-

potheses; and a probability distribution estimated

over this (large) word hypothesis space to provide

a grammar that can be useful in parsing. For this,

we apply the procedure of Eshghi et al. (2013).

For each training sentence S = 〈w1 . . . wn〉,
we have a set HT of possible Hypothesis Tuples

(sequences of word hypotheses), each of the form

HTj = 〈hj
1 . . . h

j
n〉, where h

j
i is the word hypoth-

esis for wi in HTj . We must estimate a prob-

ability distribution θw over hypotheses for each

word w, where θw(h) is the posterior probability

p(h|w) of a given word hypothesis h being used to

parse w. Eshghi et al. (2013) define an incremen-

tal version of Expectation-Maximisation (Demp-

ster et al., 1977) for use in this setting.

Re-estimation At any point, the Expectation

step assigns each hypothesis tuple HTj a proba-

bility based on the current estimate θ′w:

p(HTj|S) =
n
∏

i=1

p(hj
i |wi) =

n
∏

i=1

θ′wi
(hj

i ) (2)

The Maximisation step then re-estimates
p(h|w) as the normalised sum of the probabilities
of all observed tuples HTj which contain h,w:

θ′′w(h) =
1

Z

∑

{j|h,w∈HTj}

n
∏

i=1

θ′wi
(hj

i ) (3)

where Z is the appropriate normalising constant

summed over all the HTj’s.

Incremental update The estimate of θw is now
updated incrementally at each training example:

the new estimate θN
w is a weighted average of the

previous estimate θN−1
w and the new value from

the current example θ′′w from equation (3):

θN
w (h) =

N − 1

N
θN−1
w (h) +

1

N
θ′′w(h) (4)

λe.not(aux|do(v|have(pro|he, det|a(x,n|hat(x)), e), e), e)

↓






































e=have : es

p3=not(e) : t

p2=do-aux(e) : t

r :





x : e

p=hat(x) : t

head=x : e





x2=ǫ(r.head,r) : e

x1=he : e

p1=object(e,x2) : t

p=subject(e,x1) : t

head=e : es







































Figure 8: Conversion of LFs from FOL to TTR.

For the first training example, a uniform distribu-

tion is assumed; when subsequent examples pro-

duce new previously unseen hypotheses these are

assigned probabilities uniformly distributed over a

held-out probability mass.

4 Experimental Setup

Corpus We tested our approach on a section

of the Eve corpus within CHILDES (MacWhin-

ney, 2000), a series of English child-directed ut-

terances, annotated with LFs by Kwiatkowski et

al. (2012) following Sagae et al. (2004)’s syntactic

annotation. We convert these LFs into semanti-

cally equivalent RTs; e.g. Fig 8 shows the conver-

sion to a record type for “He doesn’t have a hat”.

Importantly, our representations remove all

part-of-speech or syntactic information; e.g. the

subject, object and indirect object predicates func-

tion as purely semantic role information express-

ing an event’s participants. This includes e.g.

do-aux(e) in (8), which is taken merely to rep-

resent temporal/aspectual information about the

event, and could be part of any word hypothesis.

From this corpus we selected 500 short

utterance-record type pairs. The minimum utter-

ance length in this set is 1 word, maximum 7,

mean 3.7; it contains 1481 word tokens of 246

types, giving a type:token ratio of 6.0). We use the

first 400 for training and 100 for testing; the test

set also has a mean utterance length of 3.7 words,

and contains only words seen in training.

Evaluation We evaluate our learner by compar-

ing the record type semantic LFs produced using

the induced lexicon against the gold standard LFs,

calculating precision, recall and f-score using a

method similar to Allen et al. (2008).
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Coverage % Precision Recall F-Score

Top-1 59 0.548 0.549 0.548

Top-2 85 0.786 0.782 0.782

Top-3 92 0.854 0.851 0.851

Table 1: Results: parse coverage & accuracy using

the top N hypotheses induced in training.

Each field has a potential score in the range

[0,1]. A method maxMapping(R1, R2) con-

structs a mapping from fields in R1 to those in R2

to maximise alignment, with fields that map com-

pletely scoring a full 1, and partially mapped fields

receiving less, depending on the proportion of the

R1 field’s representation that subsumes its mapped

R2 field;e.g. a unary predicate field in RT2 such

as
[

p=there(e) : t
]

could score a maximum of

3 - 1 for correct type t, 1 for correct predicate

there and 1 for the subsumption of its argument

e; we use the total to normalise the final score.

The potential maximum for any pair is therefore

the number of fields in R1 (including those in em-

bedded record types). So, for hypothesis H and

goal record type G, with NH and NG fields re-

spectively:

(5) precision = maxMapping(H,G)/NH

recall = maxMapping(H,G)/NG

5 Results

Table 1 shows that the grammar learned achieves

both good parsing coverage and semantic accu-

racy. Using the top 3 lexical hypotheses induced

from training, 92% of test set utterances receive a

parse, and average LF f-score reaches 0.851.

We manually inspected the learned lexicon for

instances of ambiguous words to assess the sys-

tem’s ability to disambiguate (e.g. the word ‘’s’

(is) has three different senses in our corpus: (1)

auxiliary, e.g. “the coffee’s coming”; (2) verb

predicating NP identity, e.g. “that’s a girl”; and

(3) verb predicating location, e.g. “where’s the

pencil”). From these the first two were in the top

3 hypotheses (probabilities p=0.227 and p=0.068).

For example, the lexical entry learned for (2) is

shown in Fig. 9.

However, less common words fared worse: e.g.

the double object verb ‘put’, with only 3 tokens,

had no correct hypothesis in the top 5. Given suffi-

cient frequency and variation in the token distribu-

tions, our method appears successful in inducing

the correct incremental grammar. However, the

complexity of the search space also limits the pos-

sibility of learning from larger record types, as the

space of possible subtypes used for hypothesising

IF ?Ty(e → t)
THEN make(〈↓0〉); go(〈↓0〉)

put(?Ty(e))
go(〈↑0〉)
make(〈↓1〉); go(〈↓1〉)
put(Ty(e → (e → t)))
put(Fo(
λr1 :

[

head : e
]

λr2 :
[

head : e
]

.
















x1=r1.head : e

x2=r2.head : e

e=eq : es

p1=subj(e,x2) : t

p2=obj(e,x1) : t

head=e : t

















))

put(〈↓〉⊥)
ELSE ABORT

Figure 9: Action learned for second sense of ‘is’

tree structure grows exponentially with the num-

ber of fields in the type. Therefore, when learning

from longer, more complicated sentences, we may

need to bring in further sources of bias to constrain

our hypothesis process further (e.g. learning from

shorter sentences first).

6 Conclusions

We have outlined a novel method for the induc-

tion of a probabilistic grammar in an inherently in-

cremental and semantic formalism, Dynamic Syn-

tax, compatible with dialogue phenomena such

as compound contributions and with no indepen-

dent level of syntactic phrase structure. Assum-

ing only general compositional mechanisms, our

method learns from utterances paired with their

logical forms represented as TTR record types.

Evaluation on a portion of the CHILDES corpus

of child-directed dialogue utterances shows good

coverage and semantic accuracy, which lends sup-

port to viewing it as a plausible, yet idealised, lan-

guage acquisition model.

Future work planned includes refining the

method outlined above for learning from longer

utterances, and then from larger corpora e.g. the

Groningen Meaning Bank (Basile et al., 2012),

which includes more complex structures. This will

in turn enable progress towards large-scale incre-

mental semantic parsers and allow further investi-

gation into semantically driven language learning.
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