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Preface

We are pleased to present the papers accepted for presentation at the 14th European Workshop on
Natural Language Generation (ENLG 2013), held in conjunction with the 51st Annual Meeting of the
Association for Computational Linguistics (ACL 2013). The ENLG workshop will be held on August
8th and 9th in Sofia, Bulgaria.

This year’s workshop forms part of a biennial series that has been running since 1987 and have been held
at Royaumont, Edinburgh, Judenstein, Pisa, Leiden, Duisburg, Toulouse, Budapest, Aberdeen, Dagstuhl,
Athens and Nancy. Together with the International Conference on Natural Language Generation (INLG),
which is held in alternate years, ENLG is the main forum for research on all aspects of the generation of
natural language.

For this year’s edition, we invited submissions on all topics related to natural language generation. We
received a total of 36 submissions from all over the world, and accepted 13 as long papers for oral
presentation, and 10 as short papers for poster presentation. In addition, there were two papers accepted
as demos. The first part of this volume contains all the accepted papers, as well as the abstracts by the
two invited speakers for the workshop.

ENLG 2013 also hosts this year’s edition of the Generation Challenges, where two shared task evaluation
competitions will be presented: The KBGen Challenge (Banik, Gardent and Kow) and the Content
Selection Challenge (Bouayad-Agha, Casamayor, Wanner and Mellish). Overviews of both challenges,
together with short contributions by all participating teams, are found in the second part of the volume.

Another special event at this year’s edition of ENLG 2013 is a panel on convergences and divergences
between generating natural language from raw data or based on textual input. We have invited four
panelists, two from each area, to give brief presentations. These will be followed by an open discussion.

Finally, we would like to thank the authors and the members of our program committee, whose work
helped to ensure that the research papers collected herein are of a high standard. We are also delighted
that Guy Lapalme and Pablo Gervás accepted our invitation to give invited talks at ENLG 2013.

Albert Gatt and Horacio Saggion
Program co-Chairs for ENLG 2013
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Aligning Formal Meaning Representations with Surface Strings for
Wide-coverage Text Generation

Valerio Basile Johan Bos

{v.basile,johan.bos}@rug.nl
Center for Language and Cognition Groningen (CLCG)

University of Groningen, The Netherlands

Abstract

Statistical natural language generation
from abstract meaning representations
presupposes large corpora consisting of
text–meaning pairs. Even though such
corpora exist nowadays, or could be con-
structed using robust semantic parsing, the
simple alignment between text and mean-
ing representation is too coarse for de-
veloping robust (statistical) NLG systems.
By reformatting semantic representations
as graphs, fine-grained alignment can be
obtained. Given a precise alignment at the
word level, the complete surface form of
a meaning representations can be deduced
using a simple declarative rule.

1 Introduction

Surface Realization is the task of producing flu-
ent text from some kind of formal, abstract rep-
resentation of meaning (Reiter and Dale, 2000).
However, while it is obvious what the output of
a natural language generation component should
be, namely text, there is little to no agreement
on what its input formalism should be (Evans et
al., 2002). Since open-domain semantic parsers
are able to produce formal semantic representa-
tions nowadays (Bos, 2008; Butler and Yoshi-
moto, 2012), it would be natural to see generation
as a reversed process, and consider such seman-
tic representations as input of a surface realization
component.

The idea of using large text corpora annotated
with formal semantic representations for robust
generation has been presented recently (Basile and
Bos, 2011; Wanner et al., 2012). The need for for-
mal semantic representations as a basis for NLG
was expressed already much earlier by Power
(1999), who derives semantic networks enriched
with scope information from knowledge represen-
tations for content planning. In this paper we take

a further step towards the goal of generating text
from deep semantic representations, and consider
the issue of aligning the representations with sur-
face strings that capture their meaning.

First we describe the basic idea of align-
ing semantic representations (logical forms) with
surface strings in a formalism-independent way
(Section 2). Then we apply our method to a
well-known and widely-used semantic formalism,
namely Discourse Representation Theory (DRT),
first demonstrating how to represent Discourse
Representation Structures (DRSs) as graphs (Sec-
tion 3) and showing that the resulting Discourse
Representation Graphs (DRGs) are equivalent to
DRSs but are more convenient to fulfill word-
level alignment (Section 4). Finally, in Section 5
we present a method that generates partial surface
strings for each discourse referent occurring in the
semantic representation of a text, and composes
them into a complete surface form. All in all, we
think this would be a first and important step in
surface realization from formal semantic represen-
tations.

2 Aligning Logic with Text

Several different formal semantic representations
have been proposed in the literature, and although
they might differ in various aspects, they also have
a lot in common. Many semantic representations
(or logical forms as they are sometimes referred
to) are variants of first-order logic and share basic
building blocks such as entities, properties, and re-
lations, complemented with quantifiers, negation
and further scope operators.

A simple snapshot of a formal meaning repre-
sentation is the following (with symbols composed
out of WordNet (Fellbaum, 1998) synset identi-
fiers to abstract away from natural language):

blue#a#1(x) ∧ cup#n#1(x)

How could this logical form be expressed in nat-
ural language? Or put differently, how could we
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realize the variable x in text? As simple as it is, x
describes “a blue cup”, or if your target language
is Italian, “una tazza blu”, or variants hereof, e.g.
“every blue cup” (if x happens to be bound by uni-
versally quantified) or perhaps as “una tazza az-
zurra”, using a different adjective to express blue-
ness. This works for simple examples, but how
does it scale up to larger and more complex se-
mantic representations?

In a way, NLG can be viewed as a machine
translation (MT) task, but unlike translating from
one natural language into another, the task is here
to translate a formal (unambiguous) language into
a natural language like English or Italian. Current
statistical MT techniques are based on large paral-
lel corpora of aligned source and target text. In this
paper we introduce a method for precise alignment
of formal semantic representations and text, with
the purpose of creating a large corpus that could
be used in NLG research, and one that opens the
way for statistical approaches, perhaps similar to
those used in MT.

Broadly speaking, alignments between seman-
tic representations and surface strings can be made
in three different ways. The simplest strategy, but
also the least informative, is to align a semantic
representation with a sentence or complete text
without further information on which part of the
representation produces what part of the surface
form. This might be enough to develop statisti-
cal NLG systems for small sentences, but proba-
bly does not scale up to handle larger texts. Alter-
natively, one could devise more complex schemes
that allow for a more fine-grained alignment be-
tween parts of the semantic representation and sur-
face strings (words and phrases). Here there are
two routes to follow, which we call the minimal
and maximal alignment.

In maximal alignment, each single piece of the
semantic representation corresponds to the words
that express that part of the meaning. Possible
problems with this approach are that perhaps not
every bit of the semantic representation corre-
sponds to a surface form, and a single word could
also correspond to various pieces in the seman-
tic representation. This is an interesting option
to explore, but in this paper we present the al-
ternative approach, minimal alignment, which is
a method where every word in the surface string
points to exactly one part of the semantic repre-
sentation. We think this alignment method forms

a better starting point for the development of a
statistical NLG component. With sufficient data
in the form of aligned texts with semantic repre-
sentations, these alignments can be automatically
learned, thus creating a model to generate surface
forms from abstract, logical representations.

However, aligning semantic representations
with words is a difficult enterprise, primarily be-
cause formal semantic representations are not flat
like a string of words and often form complex
structures. To overcome this issue we represent
formal semantic representations as a set of tu-
ples. For instance, returning to our earlier exam-
ple representation for “blue cup”, we could repre-
sent part of it by the tuples 〈blue#a#1,arg,x〉 and
〈cup#n#1,arg,x〉. For convenience we can display
this as a graph (Figure 1).

x

b l u e # a # 1

c u p # n # 1

Figure 1: Logical form graph.

Note that in this example several tuples are not
shown for clarity (such as conjunction and the
quantifier). We show below that we can indeed
represent every bit of semantic information in this
format without sacrificing the capability of align-
ment with the text. The important thing now is to
show how alignments between tuples and words
can be realized, which is done by adding an ele-
ment to each tuple denoting the surface string, for
instance 〈cup#n#1,arg,x,”tazza”〉, as in Figure 2.

x

b l u e # a # 1

"blue"

 
"a"

c u p # n # 1

"cup"
x

b l u e # a # 1

"blu"

 
"una"

c u p # n # 1

"tazza"

Figure 2: Logical form graphs aligned with sur-
face forms in two languages.

We can further refine the alignment by saying
something about the local order of surface expres-
sions. Again, this is done by adding an element
to the tuple, in this case one that denotes the local
order of a logical term. We will make this clear by
continuing with our example, where we add word
order encoded as numerical indices in the tuple,
e.g. 〈cup#n#1,arg,x,”tazza”,2〉, as Figure 3 shows.

From these graphs we can associate the term
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x

b l u e # a # 1

"blue"

2

 
"a" 1

c u p # n # 1

"cup" 3
x

b l u e # a # 1

"blu"

3

 
"una" 1

c u p # n # 1

"tazza" 2

Figure 3: Encoding local word order.

x with the surface strings “a blue cup” and “una
tazza blu”. But the way we express local or-
der is not limited to words and can be employed
for partial phrases as well, if one adopts a neo-
Davidsonian event semantics with explicit the-
matic roles. This can be achieved by using the
same kind of numerical indices already used for
the alignment of words. The example in Figure 4
shows how to represent an event “hit” with its the-
matic roles, preserving their relative order. We call
surface forms “partial” or “incomplete” when they
contain variables, and “complete” when they only
contain tokens. The corresponding partial surface
form is then “y hit z”, where y and z are place-
holders for surface strings.

x

y

z

agen t

1

h i t # v # 1
"hit" 2

t h eme

3

Figure 4: Graph for a neo-Davidsonian structure.

This is the basic idea of aligning surface strings
with parts of a deep semantic representation. Note
that precise alignment is only possible for words
with a lexical semantics that include first-order
variables. For words that introduce scope oper-
ators (negation particles, coordinating conjuncts)
we can’t have the cake and eat it: specifying the
local order with respect to an entity or event vari-
able directly and at the same time associating it
with an operator isn’t always possible. To solve
this we introduce surface tuples that complement a
semantic representation to facilitate perfect align-
ment. We will explain this in more detail in the
following sections.

3 Discourse Representation Graphs

The choice of semantic formalism should ideally
be independent from the application of natural
language generation itself, to avoid bias and spe-

cific tailoring the semantic representation to one’s
(technical) needs. Further, the formalism should
have a model-theoretic backbone, to ensure that
the semantic representations one works with actu-
ally have an interpretation, and can consequently
be used in inference tasks using, for instance, auto-
mated deduction for first-order logic. Given these
criteria, a good candidate is Discourse Represen-
tation Theory, DRT (Kamp and Reyle, 1993), that
captures the meaning of texts in the form of Dis-
course Representation Structures (DRSs).

DRSs are capable of effectively representing
the meaning of natural language, covering many
linguistic phenomena including pronouns, quanti-
fier scope, negation, modals, and presuppositions.
DRSs are recursive structures put together by logi-
cal and non-logical symbols, as in predicate logic,
and in fact can be translated into first-order logic
formulas (Muskens, 1996). The way DRSs are
nested inside each other give DRT the ability to
explain the behaviour of pronouns and presuppo-
sitions (Van der Sandt, 1992).

Aligning DRSs with texts with fine granularity
is hard because words and phrases introduce dif-
ferent kinds of semantic objects in a DRS: dis-
course referents, predicates, relations, but also
logical operators such as negation, disjunction and
implication that introduce embedded DRSs. A
precise alignment of a DRS with its text on the
level of words is therefore a non-trivial task.

To overcome this issue, we apply the idea pre-
sented in the previous section to DRSs, making all
recursion implicit by representing them as directed
graphs. We call a graph representing a DRS a
Discourse Representation Graph (DRG, in short).
DRGs encode the same information as DRSs, but
are expressed as a set of tuples. Essentially, this
is done by reification over DRSs — every DRSs
gets a unique label, and the arity of DRS condi-
tions increases by one for accommodating a DRS
label. This allows us to reformulate a DRS as a set
of tuples.

A DRS is an ordered pair of discourse refer-
ents (variables over entities) and DRS-conditions.
DRS-conditions are basic (representing properties
or relations) or complex (to handle negation and
disjunction). To reflect these different constructs,
we distinguish three types of tuples in DRGs:

• 〈K,referent,X〉 means that X is a discourse
referent in K (referent tuples);

• 〈K,condition,C〉 means that C is a condition
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¬

x1 e1

customer(x1)
pay(e1)
agent(e1,x1)

k1 unary ¬
¬ scope k2

k2 referent e1

k2 referent x1

k2 event pay
k2 concept customer
k2 role agent
customer instance x1

pay instance e1

agent internal e1

agent external x1

k1 ¬
unary

k2

e 1

referent

x1

referent

pay

even t

cus tomer

concept

ag en t
rolescope

instance

instance

internal

external

Figure 5: DRS and corresponding DRG (in tuples and in graph format) for “A customer did not pay.”

in K (condition tuples), with various sub-
types: concept, event, relation, role, named,
cardinality, attribute, unary, and binary;

• 〈C,argument,A〉 means that C is a condition
with argument A (argument tuples), with
the sub-types internal, external, instance,
scope, antecedent, and consequence.

With the help of a concrete example, it is easy to
see that DRGs have the same expressive power as
DRSs. Consider for instance a DRS with negation,
before and after labelling it (Figure 6):

x y

r(x,y)

¬
z

p(x)
s(z,y)

K1:

x y

c1:r(x,y)

c2:¬K2:
z

c3:p(x)
c4:s(z,y)

Figure 6: From DRS to DRG: labelling.

Now, from the labelled DRS we can derive the
following three referent tuples: 〈K1,referent,x〉,
〈K1,referent,y〉, and 〈K2,referent,z〉; the follow-
ing four condition tuples: 〈K1,relation,c1:r〉,
〈K1,unary,c2:¬〉, 〈K2,concept,c3:p〉, and
〈K2,relation,c4:s〉; and the following argu-
ment tuples: 〈c1:r,internal,x〉, 〈c1:r,external,y〉,
〈c2:¬,scope,K2〉, 〈c3:p,instance,x〉,
〈c4:s,internal,z〉, and 〈c4:s,external,y〉. From
these tuples, it is straightforward to recreate
a labelled DRS, and by dropping the labels
subsequently, the original DRS resurfaces again.

For the sake of readability we sometimes leave
out labels in examples throughout this paper. In
addition, we also show DRGs in graph-like pic-
tures, where the tuples that form a DRG are the
edges, and word-alignment information attached
at the tuple level is shown as labels on the graph
edges, as in Figure 9. In such graphs, nodes repre-
senting discourse referents are square shaped, and
nodes representing conditions are oval shaped.

Note that labelling conditions is crucial to dis-
tinguish between syntactically equivalent condi-
tions occurring in different (embedded) DRSs.
Unlike Power’s scoped semantic network for
DRSs, we don’t make the assumption that condi-
tions appear in the DRS in which their discourse
referents are introduced (Power, 1999). The ex-
ample in Figure 6 illustrates that this assumption
is not sound: the condition p(x) is in a different
DRS than where its discourse referent x is intro-
duced. Further note that our reification proce-
dure yields “flatter” representations than similar
formalisms (Copestake et al., 1995; Reyle, 1993),
and this makes it more convenient to align surface
strings with DRSs with a high granularity, as we
will show below.

4 Word-Aligned DRGs

In this section we show how the alignment be-
tween surface text and its logical representation is
realized by adding information of the tuples that
make up a DRG. This sounds more straightfor-
ward than it is. For some word classes this is in-
deed easy to do. For others we need additional
machinery in the formalism. Let’s start with the
straightforward cases. Determiners are usually as-
sociated with referent tuples. Content words, such
as nouns, verbs, adverbs and adjectives, are typ-
ically directly associated with one-place relation
symbols, and can be naturally aligned with argu-
ment tuples. Verbs are assigned to instance tu-
ples linking its event condition; likewise, nouns
are typically aligned to instance tuples which link
discourse referents to the concepts they express;
adjectives are aligned to tuples of attribute con-
ditions. Finally, words expressing relations (such
as prepositions), are attached to the external ar-
gument tuple linking the relation to the discourse
referent playing the role of external argument.

Although the strategy presented for DRG–text
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alignment is intuitive and straightforward to im-
plement, there are surface strings that don’t corre-
spond to something explicit in the DRS. To this
class belong punctuation symbols, and semanti-
cally empty words such as (in English) the infiniti-
val particle, pleonastic pronouns, auxiliaries, there
insertion, and so on. Furthermore, function words
such as “not”, “if”, and “or”, introduce semantic
material, but for the sake of surface string gener-
ation could be better aligned with the event that
they take the scope of. To deal with all these cases,
we extend DRGs with surface tuples of the form
〈K,surface,X〉, whose edges are decorated with the
required surface strings. Figure 7 shows an exam-
ple of a DRG extended with such surface tuples.

k1 unary ¬
¬ scope k2

k2 referent e1
k2 referent x1 1 A
k2 event pay
k2 concept customer
k2 role agent
customer instance x1 2 customer
pay instance e1 4 pay
agent internal e1 1
agent external x1

k2 surface e1 2 did
k2 surface e1 3 not
k2 surface e1 5 .

Figure 7: Word-aligned DRG for “A customer did
not pay.” All alignment information (including
surface tuples) is highlighted.

Note that surface tuples don’t have any influ-
ence on the meaning of the original DRS – they
just serve for the purpose of alignment of the re-
quired surface strings. Also note in Figure 7 the
indices that were added to some tuples. They serve
to express the local order of surface information.

Following the idea sketched in Section 2, the to-
tal order of words is transformed into a local rank-
ing of edges relative to discourse referents. This is
possible because the tuples that have word tokens
aligned to them always have a discourse referent
as third element (the head of the directed edge, in
terms of graphs). We group tuples that share the
same discourse referent and then assign indices re-
flecting the relative order of how these tuples are
realized in the original text.

Illustrating this with our example in Figure 7,

we got two discourse referents: x1 and e1. The
discourse referent x1 is associated with three tu-
ples, of which two are indexed (with indices 1
and 2). Generating the surface string for x1 suc-
ceeds by traversing the edges in the order speci-
fied, resulting in [A,customer] for x1. The refer-
ent e1 associates with six tuples, of which four
are indexed (with indices 1–4). The order of
these tuples would yield the partial surface string
[x1,did,not,pay,.] for e1.

Note that the manner in which DRSs are con-
structed during analysis ensures that all discourse
referents are linked to each other by taking the
transitive closure of all binary relations appearing
in a DRS, and therefore we can reconstruct the to-
tal order from composing the local orders. In the
next section we explain how this is done.

5 Surface Composition

In this section we show in detail how sur-
face strings can be generated from word-aligned
DRGs. It consists of two subsequent steps. First,
a surface form is associated with each discourse
referent. Secondly, surface forms are put together
in a bottom-up fashion, to generate the complete
output. During the composition, all of the dis-
course referents are associated with their own sur-
face representation. The surface form associated
with the discourse unit that contains all other dis-
course units is then the text aligned with the origi-
nal DRG.

Surface forms of discourse referents are lists of
tokens and other discourse referents. Recall that
the order of the elements of a discourse referent’s
surface form is reflected by the local ordering of
tuples, as explained in the previous section, and
tuples with no index are simply ignored when re-
constructing surface strings.

The surface form is composed by taking each
tuple belonging to a specific discourse referent, in
the correct order, and adding the tokens aligned
with the tuple to a list representing the surface
string for that discourse referent. An important
part of this process is that binary DRS relations,
represented in the DRG by a pair of internal and
external argument tuple, are followed unidirec-
tionally: if the tuple is of the internal type, then
the discourse referent on the other end of the re-
lation (i.e. following its external tuple edge) is
added to the list. Surface forms for embedded
DRSs include the discourse referents of the events
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k1 : e4

x1 : Michelle e1 : x1 thinks p1

e1 : Michelle thinks p1

p1 : that e2

x2 : Obama e2 : x2 smokes .
e2 : Obama smokes .

p1 : that Obama smokes .
e1 : Michelle thinks that Obama smokes .

k1 : Michelle thinks that Obama smokes .

Figure 8: Surface composition of embedded structures.

they contain.
Typically, discourse units contain exactly one

event (the main event of the clause). Phenomena
such as gerunds (e.g. “the laughing girl”) and rel-
ative clauses (e.g. “the man who smokes”) may
introduce more than one event in a discourse unit.
To ensure correct order and grouping, we borrow
a technique from description logic (Horrocks and
Sattler, 1999) and invert roles in DRGs. Rather
than representing “the laughing girl” as [girl(x) ∧
agent(e,x) ∧ laugh(e)], we represent it as [girl(x)
∧ agent−1(x,e) ∧ laugh(e)], making use of R(x,y)
≡ R−1(y,x) to preserve meaning. This “trick” en-
sures that we can describe the local order of noun
phrases with relative clauses and alike.

To wrap things up, the composition operation is
used to derive complete surface forms for DRGs.
Composition puts together two surface forms,
where one of them is complete, and one of them
is incomplete. It is formally defined as follows:

ρ1 : τ ρ2 : Λ1ρ1Λ2

ρ2 : Λ1τΛ2
(1)

where ρ1 and ρ2 are discourse referents, τ is a list
of tokens, and Λ1 and Λ2 are lists of word tokens
and discourse referents. In the example from Fig-
ure 7, the complete surface form for the discourse
unit k1 is derived by means of composition as for-
mulated in (1) as follows:

k2 : e1

x1 : A customer e1 : x1 did not pay
e1 : A customer did not pay .

k2 : A customer did not pay .

The procedure for generation described here is
reminiscent of the work of (Shieber, 1988) who
also employs a deductive approach. In particular
our composition operation can be seen as a simpli-
fied completion.

Going back to the example in Section 4, sub-
stituting the value of x1 in the incomplete sur-
face form of e1 produces the surface string
[A,customer,did,not,pay,.] for e1.

6 Selected Phenomena

We implemented a first prototype using our align-
ment and realization method and tested it on ex-
amples taken from the Groningen Meaning Bank,
a large annotated corpus of texts paired with DRSs
(Basile et al., 2012). Naturally, we came across
phenomena that are notoriously hard to analyze.
Most of these we can handle adequately, but some
we can’t currently account for and require further
work.

6.1 Embedded Clauses

In the variant of DRT that we are using, propo-
sitional arguments of verbs introduce embedded
DRSs associated with a discourse referent. This
is a good test for our surface realization formal-
ism, because it would show that it is capable of re-
cursively generating embedded clauses. Figure 9
shows the DRG for the sentence “Michelle thinks
that Obama smokes.”

k1

x1

referent

e 1

referent

p1

referent

"that"

1

subordinates:prop

t h ink

even t

michelle

n amed

Agent
role

Theme

role

x2

e 2

referent

referent

punctuat ion

"." 3

Pat ien t

role

smoke

even t

obaman amed

instance

"thinks" 2

instance

"Michelle" 1

ex t

int

1

int

3

ex t

ex t

int

1

ins tance

"smokes"

2

instance

"Obama"

1

Figure 9: Word-aligned DRG for the sentence
“Michelle thinks that Obama smokes.”

Here the surface forms of two discourse units
(main and embedded) are generated. In order to
generate the complete surface form, first the em-
bedded clause is generated, and then composed
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with the incomplete surface form of the main
clause. As noted earlier, during the composition
process, the complete surface form for each dis-
course referent is generated (Figure 8), showing
a clear alignment between the entities of the se-
mantic representation and the surface forms they
represent.

6.2 Coordination

Coordination is another good test case for a lin-
guistic formalism. Consider for instance “Sub-
sistence fishing and commercial trawling occur
within refuge waters”, where two noun phrases are
coordinated, giving rise to either a distributive (in-
troducing two events in the DRS) or a collective
interpretation (introducing a set formation of dis-
course referents in the DRS). We can account for
both interpretations (Figure 10).

Note that, interestingly, using the distributive
interpretation DRG as input to the surface realiza-
tion component could result, depending on how
words are aligned, in a surface form “fishing oc-
curs and trawling occurs”, or as “fishing and trawl-
ing occur”.

6.3 Long-Distance Dependencies

Cases of extraction, for instance with WH-
movement, could be problematic to capture with
our formalism. This is in particular an issue when
extraction crosses more than one clause boundary,
as in “Which car does Bill believe John bought”.
Even though these cases are rare in the real world,
a complete formalism for surface realization must
be able to deal with such cases. The question is
whether this is a separate generation task in the
domain of syntax (White et al., 2007), or whether
the current formalism needs to be adapted to cover
such long-distance dependencies. Another range
of complications are caused by discontinuous con-
stituents, as in the Dutch sentence “Ik heb kaart-
jes gekocht voor Berlijn” (literally: “I have tick-
ets bought for Berlin”), where the prepositional
phrase “voor Berlijn” is an argument of the noun
phrase “kaartjes”. In our formalism the only align-
ment possible would result in the sentence “Ik
heb kaartjes voor Berlijn gekocht”, which is ar-
guably a more fluent realization of the sentence,
but doesn’t correspond to the original text. If one
uses the original text as gold standard, this could
cause problems in evaluation. (One could also
benefit from this deficiency, and use it to generate

more than one gold standard surface string. This
is something to explore in future work.)

6.4 Control Verbs

In constructions like “John wants to swim”, the
control verb “wants” associates its own subject
with the subject of the infinitival clause that it has
as argument. Semantically, this is realized by vari-
able binding. Generating an appropriate surface
form for semantic representation with controlled
variables is a challenge: a naive approach would
generate “John wants John to swim”. One possi-
ble solution is to add another derivation rule for
surface composition dedicated to deal with cases
where a placeholder variable occurs in more than
one partial surface form, substituting a null string
for a variable following some heuristic rules. A
second, perhaps more elegant solution is to inte-
grate a language model into the surface composi-
tion process.

7 Related work

Over the years, several systems have emerged that
aim at generate surface forms from different kind
of abstract input representations. An overview of
the state-of-the-art is showcased by the submis-
sions to the Surface Realization Shared Task (Belz
et al., 2012). Bohnet et al. (2010), for instance,
employ deep structures derived from the CoNLL
2009 shared task, essentially sentences annotated
with shallow semantics, lemmata and dependency
trees; as the authors state, these annotations are not
made with generation in mind, and they necessi-
tate complex preprocessing steps in order to derive
syntactic trees, and ultimately surface forms. The
format presented in this work has been especially
developed with statistical approaches in mind.

Nonetheless, there is very little work on ro-
bust, wide-scale generation from DRSs, surpris-
ingly perhaps given the large body of theoretical
research carried out in the framework of Discourse
Representation Theory, and practical implemen-
tations and annotated corpora of DRSs that are
nowadays available (Basile et al., 2012). This is
in contrast to the NLG work in the framework of
Lexical Functional Grammar (Guo et al., 2011).

Flat representation of semantic representa-
tions, like the DRGs that we present, have also
been put forward to facilitate machine translation
(Schiehlen et al., 2000) and for evaluation pur-
poses (Allen et al., 2008), and semantic parsing
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Figure 10: Analysis of NP coordination, in a distributive (left) and a collective interpretation (right).

(Le and Zuidema, 2012) just because they’re eas-
ier and more efficient to process. Packed seman-
tic representations (leaving scope underspecified)
also resemble flat representations (Copestake et
al., 1995; Reyle, 1993) and can be viewed as
graphs, however they show less elaborated reifica-
tion than the DRGs presented in this paper, and are
therefore less suitable for precise alignment with
surface strings.

8 Conclusion

We presented a formalism to align logical forms,
in particular Discourse Representation Structures,
with surface text strings. The resulting graph rep-
resentations (DRGs), make recursion implicit by
reification over nested DRSs. Because of their
“flat” structure, DRGs can be precisely aligned
with the text they represent at the word level. This
is key to open-domain statistical Surface Real-
ization, where words are learned from abstract,
syntactic or semantic, representations, but also
useful for other applications such as learning se-
mantic representations directly from text (Le and
Zuidema, 2012). The actual alignment between

the tuples that form a DRG and the surface forms
they represent is not trivial, and requires to make
several choices.

Given the alignment with text, we show that it
is possible to directly generate surface forms from
automatically generated word-aligned DRGs. To
do so, a declarative procedure is presented, that
generates complete surface forms from aligned
DRGs in a compositional fashion. The method
works in a bottom-up way, using discourse ref-
erents as starting points, then generating a sur-
face form for each of them, and finally compos-
ing all of the surface form together into a com-
plete text. We are currently building a large corpus
of word-aligned DRSs, and are investigating ma-
chine learning methods that could automatically
learn the alignments.

Surprisingly, given that DRT is one of the best
studied formalisms in formal semantics, there isn’t
much work on generation from DRSs so far. The
contribution of this paper presents a method to
align DRSs with surface strings, that paves the
way for robust, statistical methods for surface gen-
eration from deep semantic representations.
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Abstract
The increasing amount of machine-
readable data available in the context
of the Semantic Web creates a need
for methods that transform such data
into human-comprehensible text. In
this paper we develop and evaluate a
Natural Language Generation (NLG)
system that converts RDF data into
natural language text based on an on-
tology and an associated ontology lex-
icon. While it follows a classical NLG
pipeline, it diverges from most cur-
rent NLG systems in that it exploits
an ontology lexicon in order to capture
context-specific lexicalisations of ontol-
ogy concepts, and combines the use of
such a lexicon with the choice of lexical
items and syntactic structures based on
statistical information extracted from a
domain-specific corpus. We apply the
developed approach to the cooking do-
main, providing both an ontology and
an ontology lexicon in lemon format.
Finally, we evaluate fluency and ade-
quacy of the generated recipes with re-
spect to two target audiences: cooking
novices and advanced cooks.

1 Introduction
The goal of the Semantic Web is to en-
rich the current web by a layer of machine-
readable and machine-understandable con-
tent (Berners-Lee et al., 2001). In recent years,
the growth of data published on the web ac-
cording to Semantic Web formalisms and data
models (e.g. RDF(S) and OWL) has been
exponential, leading to more than 30 billion
RDF triples1 available as part of the Linked

1http://www4.wiwiss.fu-berlin.de/lodcloud/
state/

Open Data cloud, which contains a wide range
of factual knowledge that is very interesting
to many applications and for many purposes.
However, due to the fact that it is available as
RDF, it is not directly accessible to humans.
Thus, natural language generation from RDF
data has recently become an important topic
for research, leading to the development of var-
ious systems generating natural language text
from knowledge bases (Bouayad-Agha et al.,
2012a; Mellish and Sun, 2006; Sun and Mel-
lish, 2007; Wilcock and Jokinen, 2003) as well
as corresponding shared tasks (Banik et al.,
2012; Bouayad-Agha et al., 2012b).

Natural language generation (NLG) from
knowledge bases requires knowledge about
how the concepts in the underlying ontology—
individuals, classes and relations—are realised
linguistically. For this purpose, lemon, a lex-
icon model for ontologies, has been devel-
oped (McCrae et al., 2011). One of the use
cases of lemon is to support natural language
generation systems that take as input a knowl-
edge base structured with respect to a given
ontology. In this paper, we present a system
that relies on lemon lexica for selecting suit-
able lexicalisations of a given concept, showing
how ontology lexica can be exploited in a stan-
dard generation architecture.

We apply our system to the domain of
cooking, generating natural language texts for
recipes modeled as RDF data based on a cook-
ing ontology. Our system relies on a large text
corpus of cooking recipes that is used to ex-
tract frequency information for single terms
and n-grams as well as syntactic trees, which
are then used in the selection process for lex-
icalisation and surface realisation. Addition-
ally, we provide a manually created lemon lex-
icon for the underlying ontology that was en-
riched with inflectional variants derived from
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Wiktionary. The lexicon also includes con-
textual information regarding which lexicalisa-
tions to prefer depending on the target group,
and thereby allows our system to personalize
the output to different groups of users. We
demonstrate the flexibility of our system by
showing that it can be easily tuned to gen-
erate recipe descriptions both for novices and
for advanced cooks and that this adaptation is
clearly recognized by users.

The remainder of this paper is structured
as follows. In Section 2 we describe the re-
sources we created and employed, in particular
a domain ontology, a corresponding ontology
lexicon enriching ontology concepts with lexi-
cal information, and a parsed domain corpus.
In Section 3 we describe the architecture of
the system, in particular the use of a corpus
for selecting appropriate syntactic structures
and surface realisations of concepts. Then we
present the results of an extensive user study
in Section 4, compare our approach to related
work in Section 5 and finally give an outlook
on future work in Section 6.

2 Resources

2.1 Domain ontology and lexicon
In order to be able to model cooking recipes
as RDF data, we created a domain ontology
in which recipes are modeled comprising the
following information (for a similar modeling
see (Ribeiro et al., 2006)):

• An indication of the number of people
that it serves.

• A set of ingredients used in the recipe.

• An ordered list of steps involving a certain
action (e.g. cutting) on a set of ingredi-
ents. Each action in turn allows one or
many modifiers (e.g. to indicate cutting
granularity).

• Interim ingredients that are produced as
the result of some step and can be reused
later in another step.

An excerpt from the RDF recipe for mar-
ble cake is given in Figure 1. It shows two
steps, one for mixing the ingredients butter,
flour and egg, using a bowl, thereby creating

1 : Marmorkuchen a : Nachspeise ;
2
3 : hasStep [ a :Step ;
4 : hasStepNumber 7ˆˆ xsd: integer ;
5 : hasAction action : mischen ;
6 : hasMixType prop: vermengen ;
7 : hasIngredient
8 [ a ingredient : Butter ;
9 : hasAmount amount :Gramm ;

10 : hasValue "300" ],
11 [ a ingredient :Mehl ;
12 : hasAmount amount :Gramm ;
13 : hasValue "375" ],
14 [ a ingredient :Ei ;
15 : hasAmount amount : Stueck
16 : hasValue "5" ] ;
17 : hasIndirectIngredient
18 tool: Schuessel ;
19 : creates tool: Marmorkuchen_Interim_1
20 ] ;
21
22 : hasStep [ a :Step ;
23 : hasStepNumber 8ˆˆ xsd: integer ;
24 : hasAction action : backen ;
25 : isPassive "true "ˆˆ xsd: boolean ;
26 : hasTimeUnit prop: Minute ;
27 : hasTimeValue 45.0ˆˆ xsd: double ;
28 : hasIngredient
29 tool: Marmorkuchen_Interim_1 ;
30 : hasIndirectIngredient
31 tool: Backofen
32 ] .

Figure 1: An excerpt from the RDF recipe for
marble cake.

the dough as an interim object, and a subse-
quent one in which this interim object is being
baked in the oven for 45 minutes.

In general, each step comprises:

• A step number indicating the order in a
list of steps.

• An associated action indicating the type
of action performed in the step, e.g. to
fold in.

• One or more ingredients used in the ac-
tion. This is either an ingredient from the
ingredient list of the recipe, or an object
that was created as a result of some other
step.

• A passivity flag indicating whether a step
does not require an active action by the
cook, e.g. Let the cake cool for 1 hour.

• Further modifiers such as mixType indi-
cating the way in which the ingredients
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are mixed (e.g. beating or folding), tem-
poral modifiers specifying a time unit and
time value (e.g. 45 minutes). These mod-
ifiers later affect the grouping of steps and
their lexicalisation.

• A flag indicating whether this is a key step
within the recipe, for example a step that
requires particular care and thus should
get emphasis in the verbalization, like
Quickly fry the meat!

Overall, the ontology comprises 54 different
action types that we used to manually model
37 recipes. Further, we created a lemon lexi-
con specifying how the different actions and in-
gredients specified in the ontology are verbal-
ized in German. In total the lexicon contains
1,530 lexical entries, on average 1.13 lexical
variants for each ingredient and 1.96 variants
for each action.

Figure 2 gives an example entry for the
verb schneiden (to cut), specifying its part
of speech, two form variants, the infinitive
and the past participle, and a semantic ref-
erence to the ontology action of cutting. Fig-
ure 3 gives an excerpt from the lexical entry
for tranchieren (to carve), which refers to the
same cutting action but is restricted to cases
where the ingredient is of type meat, modelled
using a logical condition that can be issued
as a query to the knowledge base. This verb
would therefore only be used in the context of
technical registers, i.e. with advanced cooks
as target group.

After having manually created lexical en-
tries with their base forms, we automatically
enrich them with inflectional forms extracted
from Wiktionary, as already indicated in Fig-
ure 2.

The ontology, the RDF recipes as well
as the ontology lexicon can be accessed
at http://www.sc.cit-ec.uni-bielefeld.
de/natural-language-generation.

Although the manual creation of lemon lex-
ica is feasible for small domains (and sup-
ported by tools such as lemon source (McCrae
et al., 2012)), it does not scale to larger do-
mains without a significant amount of effort.
Therefore corpus-based methods for the semi-
automatic creation of ontology lexica are cur-
rently developed, see (Walter et al., 2013).

1 : schneiden a lemon: LexicalEntry ;
2 lexinfo : partOfSpeech lexinfo :verb ;
3
4 lemon: canonicalForm [
5 lemon: writtenRep " schneiden "@de ;
6 lexinfo :tense lexinfo : present ;
7 lexinfo :mood lexinfo : infinitive
8 ];
9 lemon: otherForm [

10 lemon: writtenRep " geschnitten "@de ;
11 lexinfo : verbFormMood
12 lexinfo : participle ;
13 lexinfo : aspect lexinfo : perfective
14 ];
15
16 lemon:sense
17 [ lemon: reference action : schneiden ].

Figure 2: Lexical entry for the verb schneiden,
denoting a cutting action.

1 : tranchieren a lemon: LexicalEntry ;
2 lexinfo : partOfSpeech lexinfo :verb ;
3
4 lemon: canonicalForm [
5 lemon: writtenRep " tranchieren "@de ];
6
7 lemon:sense
8 [ lemon: reference action : schneiden ;
9 lemon: condition [ lemon:value

10 " exists ?x :
11 : hasIngredient (?x,?y),
12 :Step (?x),
13 ingredient : Fleisch (?y)" ];
14 lemon: context
15 isocat : technicalRegister ] .

Figure 3: Lexical entry for the verb
tranchieren, denoting a cutting action re-
stricted to meat and marked as a technical
term.

2.2 Domain corpus

In order to build a domain corpus, we crawled
the recipe collection website http://www.
chefkoch.de, which at that point contained
more than 215 000 recipes with a total amount
of 1.9 million sentences. We extracted the
recipe text as well as the list of ingredients and
the specified level of difficulty – easy, normal
and complicated.

The extracted text was tokenized using the
unsupervised method described by Schmid
(Schmid, 2000), and for each recipe an n-gram
index (considering 2, 3 and 4-grams) for both
the recipe text and the ingredient list was con-
structed. Furthermore, 65 000 sentences were
parsed using the Stanford parser, trained on
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the German TIGER corpus, also enriching the
training data of the parser with fragments de-
rived from the ontology lexicon in order to en-
sure that the lexical entries in the ontology
lexicon are actually covered. This resulted in
20 000 different phrase structure trees where
the leafs were replaced by lists of all terms oc-
curring at that position in the parse tree. Both
trees and leaf terms were stored together with
the number of their occurrences. Leaf terms
were additionally annotated with lexical senses
by comparing them to the already created lex-
ical entries and thus connecting them to on-
tology concepts.

3 System architecture

Our system implements a classical NLG
pipeline comprising the following three
steps (Reiter and Dale, 2000):

• Document planning

• Microplanning

• Surface realisation

Document planning in our case is quite
straightforward as the recipes already com-
prise exactly the information that needs to be
verbalized. In the following we present the two
remaining steps in more detail, followed by a
brief description of how the text generation is
parametrized with respect to the target group
(novices or experts).

3.1 Microplanning
Following Reiter & Dale (Reiter and Dale,
2000), microplanning comprises three steps:
aggregation, referring expression generation,
and lexicalisation.

Aggregation Aggregation serves to collapse
information using grouping rules in order to
avoid redundancies and repetitions. In our
case, the main goal of aggregation is to group
steps of recipes, deciding which steps should
be verbalized within the same sentences and
which ones should be separated, based on the
following hand-crafted rules:

• Steps are grouped if

– they have the same step number, or
– the actions associated with the steps

are the same, or

– the same ingredient is processed in
subsequent actions, e.g. peeling and
chopping onions.

• Steps that are marked as important in the
ontology can only be grouped with other
important steps.

• If the grouping of steps would result in too
many ingredients to still form a readable
sentence, the steps are not grouped. Cur-
rently we consider more than six ingredi-
ents to be too many, as there are hardly
any trees in the corpus that could gener-
ate corresponding sentences.

• If there is a big enough time difference
between two steps, as e.g. between baking
a cake for 60 minutes and then decorating
it, the steps are not grouped.

Each of these rules contributes to a numeri-
cal value indicating the probability with which
steps will be grouped. The use of the rules is
also controlled by a system parameter λlength
that can be set to a value between 0 and 1,
where 0 gives a strong preference to short sen-
tences, while 1 always favors longer sentences.

Referring expression generation The
generation of referring expressions is also rule-
based and mainly concerns ingredients, as ac-
tions are commonly verbalized as verbs and
tools (such as bowls and the oven) usually
do not re-occur often enough. In deciding
whether to generate a pronoun, the following
rule is used: A re-occurring ingredient is re-
placed by a pronoun if there is no other ingre-
dient mentioned in the previous sentence that
has the same number and gender. A system
parameter λpronoun can be set to determine the
relative frequency of pronouns to be generated.

If an ingredient is not replaced by a pro-
noun, then one of the following expressions is
generated:

• A full noun phrase based on the verbal-
ization given in the ontology lexicon, e.g.
two eggs.

• A definite expression describing a super-
category of the given ingredient. The
super-category is extracted from the on-
tology and its verbalization from the on-
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tology lexicon. For instance, if the ingre-
dient in question is pork, the expression
meat would be generated.

• A zero anaphora, i.e. an empty referring
expression, as in Bake for 60 minutes or
Simmer until done.

The use of those variants is regulated by a sys-
tem parameter λpronoun, where a high value
forces the use of abstract expressions and zero
anaphora, while a low value prefers the use
of exact ingredient names. In future work
the decision of which referring expression to
use should be decided on the basis of gen-
eral principles, such as uniqueness of the refer-
ent, avoidance of unnecessary and inappropri-
ate modifiers, brevity, and preference for sim-
ple lexical items, see, e.g., (Reiter and Dale,
1992).

An exception to the above rules are interim
ingredients, whose realisation is determined as
follows. If there is a lexical entry for the in-
terim, it is used for verbalization. If there is
no lexical entry, then the name of the main
ingredient used in the creation of the interim
is used. Furthermore, we define and exploit
manually specified meaning postulates to cre-
ate names for specific, common interims. For
example dough is used if the interim is gener-
ated from flour and at least one of the ingre-
dients butter, sugar, egg or backing powder.

Lexicalisation In order to lexicalise actions
and ingredients, the ontology lexicon is con-
sulted. Especially for actions, the lexicon con-
tains several lexical variants, usually accompa-
nied by a restriction that specifies the context
in which the lexicalisation is appropriate. For
example the action to cut can be lexicalised
in German as hacken (to chop) if the specified
granularity is rough, as blättrig schneiden (to
thinly slice) if the specified granularity is fine,
or tranchieren (to carve) in case the ingredient
is of type meat.

The conditions under which a lexicalisa-
tion can be used felicitously are given in the
lexicon as logical expressions, as exemplified
in Figure 3 above, which are translated into
SPARQL queries that can be used to check
whether the condition is satisfied with respect
to the recipe database.

In addition, we rely on statistics derived
from our domain corpus in order to choose a
lexicalisation in case the conditions of more
than one lexical variant are fulfilled, by pre-
ferring terms and term combinations with a
higher frequency in the domain corpus. Again,
the system implements a parameter, λvariance,
that regulates how much overall lexical vari-
ability is desired. This, however, should be
used with care, as choosing variants that are
less frequent in the corpus could easily lead to
strange or inappropriate verbalizations.

3.2 Surface realisation
The input to the surface realisation compo-
nent is a list of concepts (spanning one or more
recipe steps) together with appropriate lexical-
isations as selected by the lexicalisation com-
ponent. The task of the surface realiser then
is to find an appropriate syntactic tree from
the parsed corpus that can be used to realise
the involved concepts. An example of such a
parse tree with annotated leaf probabilities is
shown in Figure 4.

All trees retrieved from the index are
weighted to identify the best fitting tree com-
bining the following measures: i) the normal-
ized probability of the syntax tree in the do-
main corpus, ii) a comparison of the part-of-
speech tag, synonyms and the lexical sense of a
given lexicalisation with those of the terms in
the retrieved tree, iii) the node distances of re-
lated words inside each tree, and iv) an n-gram
score for each resulting sentence. These scores
are added up and weighted w.r.t. the size of
n, such that, for example, 4-grams have more
influence on the score than 3-grams. Also,
sentences with unbalanced measure, i.e. that
score very well w.r.t. one measure but very
poorly w.r.t. another one, are penalized.

3.3 Personalization
On the basis of conditions on the context of use
provided in the ontology lexicon, it is possible
to distinguish lexicalisations that are suitable
for experts from lexical variants that are suit-
able for novices. Thus, texts can be generated
either containing a high amount of technical
terms, in case the user has a high proficiency
level, or avoiding technical terms at all, in case
the user is a novice. Furthermore, the com-
plexity of texts can be varied by adjusting the
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S (0.005)

VP

VVINF

schlagen (0.33)
würfeln (0.22)
stellen (0.13)

. . .

ADJD

steif (0.32)
fein (0.18)
kalt (0.08)

. . .

NP

NN

Sahne (0.20)
Eiweiß (0.09)
Zwiebel (0.07)

. . .

ART

Die (0.60)
Das (0.18)
Den (0.21)

. . .

Figure 4: Example of a parse tree extracted
from the corpus, annotated with leaf proba-
bilities

sentence length and the number of adjectives
used. We used this as an additional parameter
λcontext for tailoring texts to their target group,
preferring complex structures in expert texts
and simple structures in texts for novices. The
influence of this parameter is tested as part of
the user study described in the next section.

Personalization thus has been implemented
at the level of microplanning. In addition,
personalization is possible on the level of text
planning. For example, experts often require
less detailed descriptions of actions, such that
they can be summarized in one step, while
they need to be broken down into several steps
for beginners. This will be subject of future
work.

4 Evaluation

The system was evaluated in an online study
with 93 participants—mainly students re-
cruited via email or Facebook. The major-
ity of the participants (70%) were between 18
and 34 years old; the native tongue of almost
all participants (95%) was German. About
half of the participants regarded themselves as
novices, while the other half regarded them-
selves as advanced cooks.

For each participant, 20 recipes were ran-
domly selected and split into two groups. For
ten recipes, test subjects were asked to rate
the fluency and adequacy of the automatically
generated text along the categories very good,
good, sufficient and insufficient. The other ten
recipes were used to compare the effect of pa-
rameters of the generation system and thus
were presented in two different versions, vary-
ing the sentence length and complexity as well

as the level of proficiency. Participants were
asked to rate texts as being appropriate for
novices or for advanced cooks.

The parameters that were varied in our ex-
perimental setting are the following:

• λcontext: The context of the used terms, in
particular novice or advanced.

• λpronoun: Amount of proper nouns, where
a high value prefers pronouns over proper
nouns, while a low value generates only
proper nouns.

• λvariance: Amount of repetitions, where
low values lead to always using the same
term, whereas high values lead to fewer
repetitions.

• λlength: Length of the created sentences,
where a low value creates short sentences,
and high values merge short sentences
into longer ones.

The values of these parameters that were
used in the different configurations are sum-
marized in Table 1. The parameter λpronoun is
not varied but set to a fixed value that yields
a satisfactory generation of referring expres-
sions, as texts with smaller or higher values
tend to sound artificial or incomprehensible.

λcontext λpronoun λvariance λlength

Standard novice 0.5 0.5 0.5
Novice vs novice 0.5 0.5 0.3
Advanced advanced 0.5 0.5 0.7
Simple vs novice 0.5 0.0 0.3
Complex novice 0.5 1.0 0.7

Table 1: The used parameter sets

Fluency and adequacy of the generated
texts Each participant was asked to rate flu-
ency and adequacy of ten automatically gen-
erated texts. The results are given in Figures
5 and 6. The fluency of the majority of gen-
erated texts (85.8%) were perceived as very
good or good, whereas only 1% of the generated
texts were rated as insufficient. Similarly, the
adequacy of 92.5% of the generated texts were
rated as very good or good, and again only 1%
of the generated texts were rated as insuffi-
cient. There was no significant difference be-
tween judgments of novices and experts; nei-
ther did the category of the recipe (main or

15



side dish, dessert, etc.) have any influence.
Overall, these results clearly show that the
quality of the texts generated by our system
is high.

Figure 5: Results for text fluency

Figure 6: Results for text adequacy

Error analysis The most frequent errors
found in the generated texts can be grouped
into the following categories:

• Content (39.4%): Errors in document
planning (e.g. due to the ontology miss-
ing details about tools, such as for cut-
ting cookies, or the recipe missing infor-
mation about the amount of ingredients)
or aggregation (e.g. sentences with highly
related content were not aggregated), as
well as sentence repetitions.

• Language (29.4%): Errors in the re-

ferring expression generation or lexicali-
sation steps (e.g. wrong use of function
words like as well) and grammar errors
(e.g. wrong use of definite or indefinite
determiners).

• Other (31.3%): Some users specified
that they would prefer another ordering
of the involved steps, or that they lack
knowledge of particular terms. Also short
sentences with exclamation marks are of-
ten perceived as impolite.

Influence of parameter settings We set
up the following hypotheses, validating them
by means of a χ2-test by comparing answers
across two conditions corresponding to differ-
ent parameter settings. We regarded a p-value
of 0.05 as sufficient to reject the corresponding
null hypothesis.

H1 Users prefer longer sentences: Re-
jecting the null hypothesis that users rate
texts with longer sentences and texts with
shorter sentences in the same way (p-
value: 3 ∗ 10−5).

H2 Texts for professionals are regarded
as not suitable for novices: Reject-
ing the null hypothesis that texts gen-
erated for professionals are regarded as
many times as suitable for novices as for
professionals (p-value: 2 ∗ 10−7).

H3 Beginners prefer texts generated
for novices: The null hypothesis that
novices equally prefer texts targeted to
novices and texts targeted to experts
could not be rejected.

H4 Advanced cooks prefer texts gener-
ated for advanced cooks: Rejecting
the null hypothesis that advanced cooks
equally prefer texts targeted to novices
and texts targeted to experts (p-value:
0.0005).

The confirmation of H1 shows that users per-
ceive a difference in sentence length and pre-
fer texts with longer sentences, probably due
to perceived higher fluency. The confirmation
of H2 and H4, on the other hand, corrobo-
rates the successful adaptation of the gener-
ated texts to specific target groups, showing
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that texts generated for professionals are in-
deed perceived as being generated for profes-
sionals, and that such texts are preferred by
advanced cooks. The rejection of H3 might
be caused by the fact that recipes for ad-
vanced cooks include some but actually not
many technical terms and are therefore also
comprehensible for novices.

5 Related work

There have been different approaches to
natural language generation, ranging from
template-based to statistical architectures.
While early NLG systems were mainly based
on manually created rules (Bourbeau et al.,
1990; Reiter et al., 1992), later approaches
started applying statistical methods to the
subtasks involved in generation (Belz, 2005),
focusing on scalability and easy portability
and often relying on overgeneration and sub-
sequent ranking of generation possibilities.
Personalization has been a concern in both
strands of research. PEBA-II (Milosavljevic
et al., 1996), for example, generates target-
group-specific texts for novice and experts
users from taxonomical information, relying
on a phrasal lexicon that is similar in spirit to
our ontology lexicon. Statistical approaches
such as (Isard et al., 2006), on the other
hand, use text corpora to generate personal-
ized texts.

Our approach is hybrid in the sense that it
enriches a classical rule-based approach with
statistical data in the microplanning and reali-
sation steps, thus being comparable to systems
like HALogen (Langkilde and Knight, 1998)
and pCRU (Belz, 2008). The main difference
is that it uses Semantic Web data as base.

Since the emergence of the Semantic Web
there has been a strong interest in NLG
from Semantic Web data, especially for pro-
viding users with natural language access to
structured data. Work in this area com-
prises verbalization of ontologies as well as
RDF knowledge bases; for an overview see
(Bouayad-Agha et al., to appear). Of par-
ticular interest in the context of our work is
NaturalOWL (Galanis and Androutsopoulos,
2007), a system that produces descriptions of
entities and classes relying on linguistic anno-
tations of domain data in RDF format, similar

to our exploitation of ontology lexica. We thus
share with NaturalOWL the use of linguis-
tic resources encoded using standard Semantic
Web formats. The main difference is that the
annotations used by NaturalOWL comprise
not only lexical information but also micro-
plans for sentence planning, which in our case
are derived statistically and represented out-
side the lexicon. Separating lexical informa-
tion and sentence plans makes it easier to use
the same lexicon for generating different forms
of texts, either with respect to specific target
groups or stylistic variants.

6 Conclusion and future work

We have presented a principled natural lan-
guage generation architecture that follows a
classical NLG architecture but exploits an on-
tology lexicon as well as statistical information
derived from a domain corpus in the lexicali-
sation and surface realisation steps. The sys-
tem has been implemented and adapted to the
task of generating cooking recipe texts on the
basis of RDF representations of recipes. In an
evaluation with 93 participants we have shown
that the system is indeed effective and gener-
ates natural language texts that are perceived
as fluent and adequate. A particular feature
of the system is that it can personalize the
generation to particular target groups, in our
case cooking novices and advanced cooks. The
information about which lexicalisation to pre-
fer depending on the target group is included
in the ontology lexicon. In fact, the ontology
lexicon is the main driver of the generation
process, as it also guides the search for ap-
propriate parse trees. It thus is a central and
crucial component of the architecture.

While the system has been adapted to the
particulars of the cooking domain, especially
concerning the generation of referring expres-
sions, the architecture of the system is fairly
general and in principle the system could be
adapted to any domain by replacing the on-
tology, the corresponding ontology lexicon and
by providing a suitable domain corpus. This
flexibility is in our view a clear strength of our
system architecture.

A further characteristic of our system is the
consistent use of standards, i.e. OWL for
the ontology, RDF for the actual data to be

17



verbalized, SPARQL for modelling contextual
conditions under which a certain lexicalisa-
tion is to be used, and the lemon format for
the representation of the lexicon-ontology in-
terface. One important goal for future work
will be to clearly understand which knowledge
an ontology lexicon has to include in order
to optimally support NLG. To this end, we
intend to test the system on other domains,
and at the same time invite other researchers
to test their systems on our data, available
at http://www.sc.cit-ec.uni-bielefeld.
de/natural-language-generation.
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Abstract

In this paper we describe a natural lan-
guage generation system which produces
complex sentences from a biology knowl-
edge base. The NLG system allows do-
main experts to discover errors in the
knowledge base and generates certain
parts of answers in response to users’
questions in an e-textbook application.
The system allows domain experts to cus-
tomise its lexical resources and to set pa-
rameters which influence syntactic con-
structions in generated sentences. The
system is capable of dealing with certain
types of incomplete inputs arising from a
knowledge base which is constantly edited
and includes a referring expression gen-
eration module which keeps track of dis-
course history. Our referring expression
module is available for download as the
open source Antfarm tool1.

1 Introduction

In this paper we describe a natural language gen-
eration system we have developed to interface
with a biology knowledge base. The knowledge
base (KB) encodes sentences from a biology text-
book, and the ultimate goal of our project is to
develop an intelligent textbook application which
can eventually answer students’ questions about
biology2 (Spaulding et al., 2011).

∗The work reported in this paper was supported by fund-
ing from Vulcan, Inc. We would also like to thank the mem-
bers of the Inquire Biology development team: Roger Cor-
man, Nikhil Dinesh, Debbie Frazier, Stijn Heymans, Sue Hi-
nojoza, David Margolies, Adam Overholtzer, Aaron Spauld-
ing, Ethan Stone, William Webb, Michael Wessel and Neil
Yorke-Smith.

1https://github.com/kowey/antfarm
2http://www.aaaivideos.org/2012/

inquire_intelligent_textbook/

The natural language generation module is part
of a larger system, which includes a question un-
derstanding module, question answering and rea-
soning algorithms, as well as an answer presenta-
tion module which produces pages with informa-
tion from the KB. We measure the progress and
consistency of encoding by asking “what is an X?”
type questions of the application and evaluate the
quality of answers. In response to these questions,
the system generates “glossary pages” of concepts,
which display all information about concept X in
the KB that are deemed relevant. The NLG mod-
ule is used for two purposes in our system: to
check the completeness and consistency of the KB
(instead of looking at complex graphs of the en-
coded knowledge, it is easier to detect errors in
natural language sentences), and to present parts
of answers in response to questions.

One goal of our project was to develop a tool
which empowers biology teachers to encode do-
main knowledge with little training in formal
knowledge representation. In the same spirit, we
aimed to develop an NLG system which allowed
domain experts to easily and intuitively customize
the generated sentences as much as possible, with-
out any training on the grammar or internal work-
ings of the system. This was necessary because
many domain-specific concepts in the KB are best
expressed by biology terminology and linguistic
constructions specific to the domain. We devel-
oped a utility which allows encoders to not only
associate lexical items with concepts in the KB but
also customise certain lexical parameters which
influence the structure of sentences generated to
describe events.

Another requirement was robustness: since the
knowledge base is constantly edited, the NLG sys-
tem had to be able to deal with missing lexical in-
formation, incomplete inputs, changing encoding
guidelines, and bugs in the KB as much as possi-
ble. The system also had to be flexible in the sense
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Figure 1: Architecture of the AURA NLG system

that it had to be able to generate different versions
of the same output to suit specific contexts or types
of concepts in its input. Our system therefore gen-
erates all possible realizations for a given input,
and allows the answer presentation module to send
parameters to determine which output is returned
in a specific context.

After describing the architecture of the NLG
module in detail we explain how the system is able
to deal with unseen combination of event-to-entity
relations when describing events. We illustrate the
utility we developed to allow domain experts to
customize the system’s output by adding parame-
ters to lexical entries associated with concepts.

2 Related Work

Work on natural language generation from ontolo-
gies and knowledge bases tends to fall into two
groups. On the one hand, there are tools for ontol-
ogy verbalization which tend to handle a limited
number of relations, and where the goal of the sys-
tem is to help the work of knowledge engineers.
These systems produce template based outputs,
and the texts closely follow the structure of the
ontology (Wilcock, 2003; Galanis and Androut-

sopoulos, 2007). Some of these systems attempt
to minimize reliance on domain-specific linguistic
resources and attempt to detect words in the labels
of the ontology to use as lexical items (Mellish and
Sun, 2005). On the other hand there are NLG sys-
tems which take their input from complex knowl-
edge bases (Reiter et al., 2003; Paris, 1988) and
produce fluent texts geared towards users other
than knowledge engineers. These systems pro-
duce outputs tailored to the user or the context
and they are difficult for non-NLG-experts to cus-
tomize or port to a different domain. Our system
falls halfway between these two groups: like on-
tology verbalizers, we wanted to produce output
for all inputs, using ontology labels if necessary in
the absence of lexical entries. However, like so-
phisticated NLG systems, we also wanted to gen-
erate good quality output for inputs for which the
system had lexical resources, and we also wanted
to be able to tailor the generated output to the con-
text in which it is displayed. Our input was also
more expressive than the input of ontology verbal-
izers, because of the presence of cardinality con-
straints and co-references in our KB. Our work is
perhaps most closely related to the MIAKT sys-
tem which also allows domain experts to edit lex-
ical knowledge and schemas (Bontcheva, 2004;
Bontcheva and Wilks, 2004). Like MIAKT, we
also aimed to develop an NLG system which can
be easily maintained as the KB changes.

3 Architecture of the AURA NLG system

Our NLG system generates complex sentences
from the AURA knowledge base (Gunning et al.,
2010), which contains information from a college-
level biology textbook. AURA is a frame-based
KB which encodes events, the entities that partici-
pate in events, properties, and roles that the entities
play in an event (e.g., catalyst, reactant, messen-
ger, parent). The KB specifies relations between
these types, including event-to-entity, event-to-
event, event-to-property, entity-to-property. The
AURA KB is built on top of the CLIB ontology of
general concepts (Barker et al., 2001), which was
extended with biology-specific information. The
KB consists of a set of concept maps, which de-
scribe all the statements that are true about a con-
cept in our KB. The input to our NLG system is
a set of relations extracted from the KB either in
response to users’ questions or when generating
glossary pages that describe specific concepts in
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detail. The generation pipeline consists of four
main stages: content selection, input conversion,
realisation and referring expression generation, as
illustrated in Fig1.

3.1 Content Selection

Question answering and reasoning algorithms that
return answers or other content in AURA are not
engineered to satisfy the purposes of natural lan-
guage generation. The output of these algorithms
can be best thought of as pointers to concepts in
the KB, which need to be described to provide an
answer to the user. In order for the answer to be
complete in a given context, the output of reason-
ing algorithms have to be extended with additional
relations, depending on the specific question that
was asked, and the context in which the answer
was found in the KB. The relations selected from
the KB also vary depending on the type of con-
cept that is being described (event, entity, role,
property). For example, a user might ask “What
is a catalyst?”. To answer this question, AURA
will retrieve entities from the KB (“role players”)
which play the role of catalyst in various events.
For example, it will find “adenylyl cyclase”, which
is defined in the KB as a universal catalyst, i.e.,
this information is encoded on the concept map of
Adenylyl cyclase and is regarded as a “universal
truth”. In this case, our content selection algorithm
will return a single plays triple, and the NLG sys-
tem will produce “Adenylyl cyclase is a catalyst’.’
Another entity that will be returned in response to
the question is “ribosomal RNA”. However, ribo-
somal RNA is a catalyst only in specific situations,
and therefore we need to give more detail on the
contexts in which it can play the role of a catalyst.
This includes the event in which ribosomal RNA
is a catalyst, and perhaps the larger process dur-
ing which this event occurs. Accordingly, content
selection here will return a number of relations (in-
cluding agent, object, subevent), and our NLG
system will produce:
“In translation elongation, ribosomal RNA is a
catalyst in the formation of a peptide bond by the
ribosomal RNA and a ribosome.“
Similarly, for “triose phosphate dehydrogenase”
we will produce
“In energy payoff phase of glycolysis, NAD plus is
converted by a triose phosphate dehydrogenase to
a hydrogen ion, an NADH and a PGAP. Here, the
triose phosphate dehydrogenase is a catalyst.“

For “cellulose synthase” the situation is slightly
different, because the event in which this entity
plays the role of catalyst is not part of a larger pro-
cess but the function of the entity. So we need
slightly different information to produce the cor-
rect sentence: “The function of cellulose synthase
is conversion of a chemical in a cell to cellulose.
Here, a cellulose synthase is a catalyst.”
The task of the AURA content selection module is
to determine what information to include for each
entity or event that was returned as the answer to
the question. We do this by retrieving sets of rela-
tions from the KB that match contextual patterns.
We also filter out relations which contain overly
generic classes (e.g., Tangible-Entity), and any du-
plication arising from the presence of inverse rela-
tions or inferences in the KB. The output of con-
tent selection is a structured bundle (Fig. 2), which
contains
(1) the relations that form the input to NLG
(2) information about concepts in the input: what
class(es) they belong to, cardinality constraints
(3) parameters influencing the style of output texts.

3.2 Input Conversion

The realisation phase in our system is carried out
by the GenI surface realizer (Kow, 2007), using
a Tree-Adjoining Grammar (Joshi and Schabes,
1997). The task of the input conversion module
is to interpret the structured bundles returned by
content selection, and to convert the information
to GenI’s input format. We parse the structured
bundles, perform semantic aggregation, interpret
parameters in bundles which influence the style of
the generated text, and convert triples to semantic
literals as required by GenI.

4 Handling Unseen Combinations of
Relations

As Fig 3 shows, a combination of event-to-entity
relations are associated with elementary trees in
the grammar to produce a full sentence. The do-
main of the relations associated with the same
tree is the event which specifies the main pred-
icate of the sentence and the range of the rela-
tions are entities that fill in the individual argu-
ment and modifier positions. Depending on the
event, different relations can be used to fill in the
subject and object positions, and verbs might de-
termine the prepositions needed to realize some of
the arguments. Ideally the mapping between sets
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(TRIPLES-DATA
:TRIPLES

((|_Cell56531| |has-part| |_Ribosome56523|)
(|_Ribosome56523| |has-part| |_Active-Site56548|)
(|Enzyme-Synthesis17634| |base| |_Cell56531|)
(|Enzyme-Synthesis17634| |raw-material| |_Free-Energy56632|)
(|Enzyme-Synthesis17634| |raw-material| |_Monomer56578|)
(|Enzyme-Synthesis17634| |raw-material| |_Activation-Energy56580|)
(|Enzyme-Synthesis17634| |raw-material| |_Monomer56581|)
(|Enzyme-Synthesis17634| |raw-material| |_Amino-Acid56516|)
(|Enzyme-Synthesis17634| |result| |_Free-Energy56575|)
(|Enzyme-Synthesis17634| |result| |Protein-Enzyme17635|))

:CONSTRAINTS
((|Enzyme-Synthesis17634| |raw-material| (|at-least| 3 |Amino-Acid|)))

:INSTANCE-TYPES
((|_Ribosome56523| |instance-of| |Ribosome|)
(|_Active-Site56548| |instance-of| |Active-Site|)
(|_Cell56531| |instance-of| |Cell|)
(|_Free-Energy56632| |instance-of| |Free-Energy|)
(|_Monomer56578| |instance-of| |Monomer|)
(|_Activation-Energy56580| |instance-of| |Activation-Energy|)
(|_Monomer56581| |instance-of| |Monomer|)
(|_Amino-Acid56516| |instance-of| |Amino-Acid|)
(|_Free-Energy56575| |instance-of| |Free-Energy|)
(|Enzyme-Synthesis17634| |instance-of| |Enzyme-Synthesis|)
(|Protein-Enzyme17635| |instance-of| |Protein-Enzyme|)
(|Free-Energy| |subclasses| |Energy|)
(|Activation-Energy| |subclasses| |Energy|)
(|Free-Energy| |subclasses| |Energy|))

:CONTEXT NIL
:OUTPUT-PARAMETERS NIL)

A protein enzyme is synthesized in an active site of a ribosome of a cell using at least 3 amino acids and 2 monomers.
This process transforms activation energy and free-energy to another free-energy.

Enzyme synthesis – a protein enzyme is synthesized in an active site of a ribosome of a cell using at least 3 amino acids
and 2 monomers. This process transforms activation energy and free-energy to another free-energy.

Synthesis of a protein enzyme in an active site of a ribosome of a cell using at least 3 amino acids and 2 monomers. This
process transforms activation energy and free-energy to another free-energy.

Figure 2: An example input bundle and the three outputs generated by our system for this input
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Figure 3: Tree selection

of event-to-entity relations and sentences would be
given based on encoding guidelines used to cre-
ate the knowledge base. However, the goal of
our project is to continuously expand the knowl-
edge base with more information, encoding new
types of events, and enriching existing events with
more detail as we go along (e.g., by specifying en-

ergy consumption and regulation mechanisms for
processes), therefore our encoding guidelines are
continuously revised. In order to produce output,
our realizer requires a generation lexicon, which
maps sets of relations onto elementary trees in the
grammar. Determining this mapping would re-
quire knowing the number of entities that can be
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associated with each event type, and the relations
that can be used to express them. However, be-
cause our knowledge base is continuously chang-
ing, neither the number of entities linked to spe-
cific events, nor the types of relations used are
stable and therefore it was impossible to build
such a generation lexicon from the KB. Instead,
we adopted an approach where we detect “event
frames” in the input of the system, and automat-
ically create entries for them in the generation
lexicon, guessing sentence structure and ordering
based on the event participants. An event frame
is a set of event-to-entity relations which have the
same event in the domain of the relations, and par-
ticipating entities in the range. We currently dis-
tinguish between two types of event frames, de-
pending on the type of the entities in the range of
relations: participant frames (ranges are of type
Tangible-Entity) and energy frames (ranges are
type Energy). An example of a participant frame
and an energy frame extracted from the input il-
lustrated in section 4.2 is illustrated below:

Participant frame:
(Uptake07 path Plasma-membrane78)
(Uptake07 origin Extracellular-Side52)
(Uptake07 destination Cytoplasm39)
(Uptake07 agent Cell-Surface-Receptor79)
(Uptake07 instrument Coated-Vesicle49)
(Uptake07 object Cholesterol08)
Energy frame:
(Uptake07 raw-material Chemical-Energy70)
(Uptake07 raw-material Free-Energy89)

Our input conversion module detects event
frames and automatically creates an entry in
GenI’s generation lexicon for each frame, an-
chored on a noun or verb associated with the event
in our concept-to-word mapping lexicon. The en-
tries link the sets of relations in the frame to a tree
with the same number of arguments, attempting
to place entities that play agent and object par-
ticipants into subject/object positions in the tree if
they exist. Our algorithm also attempts to deter-
mine the best syntactic construction for the spe-
cific combination of participant relations, and de-
cides between selecting an active sentential tree,
a passive sentential tree, a complex noun phrase,
or a combination of these. This process also in-
volves deciding based on the event participants
whether the tree will be anchored on a transitive
verb, an intransitive verb, or a verb with a prepo-
sitional object, and assigning default prepositions
to event participants (unless we have more detail
specified in the lexicon, as described in the next
section). The elementary trees in the grammar

are named after the number of referring expres-
sions and prepositional phrases in the tree, and we
use this naming convention to automatically gen-
erate tree names (or tree family names) for lexi-
cal entries, thereby linking trees in the grammar to
GenI’s generation lexicon. The two S-rooted trees
in Fig 3 were selected based on automatically gen-
erated lexical entries for the two frames above.

4.1 Realisation
The GenI surface realizer selects elementary TAG
trees for (sets of) relations in its input and com-
bines them using the standard operations of sub-
stitution and adjunction to produce a single de-
rived tree. We have developed a feature-based lex-
icalized Tree Adjoining Grammar to generate sen-
tences from relations in the KB. Our grammar has
two important properties, following the approach
in (Banik, 2010):
(1) our grammar includes discourse-level elemen-
tary trees for relations that are generated in sepa-
rate sentences, and
(2) instead of the standard treatment of entities as
nouns or NPs substituted into elementary trees,
our grammar treats entities as underspecified re-
ferring expressions, leaving the generation of noun
phrases to the next stage. The underspecified re-
ferring expressions replace elementary trees in the
grammar, which the generator would otherwise
have to combine with substitution. This under-
specification saves us computational complexity
in surface realisation, and at the same time allows
us to make decisions on word choice at a later
stage when we have more information on the syn-
tax of the sentence and discourse history.

The output of the realizer is an underspecified
text in the form of a sequence of lemma - feature
structure pairs. Lemmas here can be underspeci-
fied – instead of an actual word, they can be an in-
dex or a sequence of indices pointing to concepts
in the KB. The syntax and sentence boundaries
are fully specified, and the output can be one or
more sentences long. The feature structures asso-
ciated with lemmas include all information neces-
sary for referring expression generation and mor-
phological realisation, which is performed in the
next phase. To give an example, the set of rela-
tions below would produce an output with 8 un-
derspecified referring expressions (shown as RX),
distributed over two sentences:

(Uptake07 path Plasma-membrane78)
(Uptake07 origin Extracellular-Side52)
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(Uptake07 destination Cytoplasm39)
(Uptake07 agent Cell-Surface-Receptor79)
(Uptake07 instrument Coated-Vesicle49)
(Uptake07 object Cholesterol08)
(Uptake07 raw-material Chemical-Energy70)
(Uptake07 raw-material Free-Energy89)

NP(Uptake07) – RX[1] absorb RX[2] to RX[3] of RX[8]

with RX[4] from RX[5] through RX[6]. This process re-

quires RX[7].

The elementary trees selected by the realizer for
this output, and the correspondences between re-
lations and referring expressions are illustrated in
Fig.3.

4.2 Referring Expression Generation

The final stage in the NLG pipeline is performing
morphological realisation and spelling out the re-
ferring expressions left underspecified by the real-
isation module. The input to referring expression
generation is a list of lemma - feature structure
pairs, where lemmas are words on leaf nodes in
the derived tree produced by syntactic realisation.
In our system, some of the lemmas can be unspec-
ified, i.e., there is no word associated with the leaf
node, only a feature structure. For these cases, we
perform lexicon lookup and referring expression
generation based on the feature structure, as well
as morphological realisation. To give an example,
the input illustrated in the previous section will be
generated as

“Uptake of cholesterol by human cell– a cell
surface receptor absorbs cholesterol to the cyto-
plasm of a human cell with a coated vesicle from
an extracellular side through a plasma membrane.
This process requires chemical energy and free-
energy.”

Many concept labels in our ontology are very
complex, often giving a description of the concept
or the corresponding biology terminology, and
therefore these labels can only be used for NLG
under specific circumstances. To overcome this
problem, we have created a lexicon that maps con-
cept names to words, and the grammar has control
over which form is used in a particular construc-
tion. Accordingly, we distinguish between two
types of underspecified nodes:

• NP nodes where the lexical item for the
node is derived by normalizing the concept
class associated with the node (Uptake-Of-
Cholesterol-By-Human-Cell → “uptake of
cholesterol by human cell”)

• RX (referring expression) nodes where lex-
ical items are obtained by looking up class
names in the concept-to-word mapping lexi-
con (Uptake-Of-Cholesterol-By-Human-Cell
→ “absorb”)

The feature structures on RX nodes in the out-
put of GenI describe properties of entities in the in-
put, which were associated with that specific node
during realisation. The feature structures specify
three kinds of information:

• the identifier (or a list of identifiers) for the
specific instances of entities the RX node
refers to
• the KB class for each entity
• any cardinality constraints that were asso-

ciated with each entity for the relation ex-
pressed by the tree in which the RX node ap-
pears

We define cardinality constraints as a triple (Do-
main, Slot, Constraint) where the Constraint itself
is another triple of the form (ConstraintExpres-
sion, Number, ConstraintClass). ConstraintEx-
pression is one of at least, at most, or exactly
and ConstraintClass is a KB class over which the
constraint holds. There is usually (but not neces-
sarily) one or more relations associated with ev-
ery cardinality constraint. We say a triple (Do-
main Slot Range) is associated with a cardinality
constraint (Domain, Slot, (ConstraintExpression,
Number, ConstraintClass)) if

• the Domain and Slot of the associated triple
is equal to the Domain and Slot of the cardi-
nality constraint and

• one of the following holds:

– either (Range instance-of Constraint-
Class) holds for the range of the triple

– or Range is taxonomically related to
ConstraintClass (via a chain of subclass
relations)

We define a referring expression language
(Fig. 4) which describes groups of instance names
(variables) that belong to the same KB class, and
the associated cardinality constraints. Groups
themselves can be embedded within a larger group
(an umbrella), resulting in a complex expression
which gives examples of a concept (e.g., “three
atoms (a carbon and two oxygens)”). Expressions
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<refex> = <umbrella> SPACE <refex> | <umbrella>
<umbrella> = <group> ( <refex> )| <group>
<group> = <class> <instances> <constraints>
<instances> = :: <instance> <instances> | <instance>
<constraints> = : <constraint> <constraints> | <constraint>
<constraint> = <op> : <num> | unk : <dash-delimited-string>
<op> = ge | le | eq

Figure 4: Syntax of the referring expression language

in this language are constructed from triples dur-
ing the input conversion stage, when we perform
semantic aggregation. The groups are then passed
through elementary trees by the realisation module
(GenI) to appear in the output as complex feature
structures on leaf nodes of the derived tree. The re-
ferring expression generation module parses these
complex feature values, and constructs (possibly
complex) noun phrases as appropriate.

To illustrate some examples, the following fea-
ture value shows a simple referring expression
group which encodes two entities (Monomer14
and Monomer7) and two cardinality constraints (at
least 2 and at most 5). This expression will be gen-
erated as “between 2 and 5 monomers”:
Monomer::Monomer14::Monomer7:ge:2:le:5

We also allow more complex cardinality con-
straints which give the general type of an entity
and specify examples of the general type, as in “at
least 3 organic molecules (2 ATPs and an ethyl al-
cohol)”:
Organic-Molecule:ge:3
(ATP:: ATP80938:eq:2
Ethyl-Alcohol:: Ethyl-Alcohol80922)

The referring expression generation module
makes three main decisions based on the refer-
ring expression, additional feature structures on
the node, and discourse history: it chooses lem-
mas, constructs discriminators, and decides be-
tween singular/plural form. The algorithm for dis-
criminator choice in the referring expression gen-
eration module is illustrated in Fig 5. Our refer-
ring expression generation module, including dis-
course history tracking and determiner choice, is
made available in the Antfarm3 open source tool.

5 Giving Domain Experts Control over
Sentence Structure

By automatically associating event frames with el-
ementary trees we are able to generate a sentence
for all combinations of event-to-entity relations

3https://github.com/kowey/antfarm

Figure 6: Parameters in the concept-to-word map-
ping lexicon

without having to maintain the grammar and gen-
eration lexicon of the realizer as the knowledge
base evolves. However sentences generated this
way are not always well-formed. Events in the
KB can be realized with a wide range of verbs and
nouns, which require different prepositions or syn-
tactic constructions, and different types of events
may require different participants to be their gram-
matical subject or object. To give an example, for
events that have an agent, in the majority of the
cases we get a grammatical sentence if we place
the agent in subject position. If the frame lacks
an agent but has an object, we can usually gener-
ate a grammatical passive sentence, with the ob-
ject participant as the subject. However, it is often
the case that events do not have an agent, and we
get a grammatical (active) sentence by placing an-
other relation in the subject position e.g., base for
the event Store or instrument for Block. Which
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for each group in the referring expression do
if all members of the group are first mentions and there are no distractors in the history: then

if the group has cardinality constraints: then
upper bound M → at most M
lower bound N → at least N (multiple group members in this case are also interpreted as lower bound)
both bounds→ between N and M or exactly N

else
one group member→ generate an indefinite determiner (a/an)
more than one member→ generate a cardinal

end if
end if
if the group is a first mention but there are distractors in the discourse history then

if the group has only one member then
if the group exactly matches one previous mention→ another
if the group exactly matches N > 1 previous mentions→ the Nth
if there is a 2-member group in the history, and one of the members was mentioned by itself→ the other
if the discourse history has more than one distractor→ a(n) Nth

end if
if there are multiple group members then

if the group is a subset of a previously mentioned group which has no distractors→ N of the
end if

end if
if the group is not a first mention then

if the group has upper and/or lower bounds→ the same
if the group has one member only→ the
if the group has multiple members→ the N

end if
end for

Figure 5: Algorithm for discriminator choice in our referring expression module

event participant can appear in subject and ob-
ject positions depends not only on the type of the
event, but also on the encoding guidelines which
are continuously evolving.

In order to improve the quality of the gener-
ated output, and to give domain experts control
over customizing the system without having to un-
derstand details of the grammar, we extended the
concept-to-word mapping lexicon with parameters
which control preposition choice, and allow cus-
tomization of the position of participating entities.
We developed a graphical user interface which al-
lows encoders (biology domain experts) to add
and edit these lexical parameters as they encode
concepts in the KB.

To give an example, in the absence of a lexical
item and any parameters for the event Glycogen-
Storage, our system would produce the following
default output, attempting to use the concept label
as the main verb of the sentence in an automati-
cally produced generation lexicon entry:

“Glycogen storage – glycogen is glycogened
storage in a vertebrate in a liver cell and a muscle
cell.”
In order to improve the quality of the output, one
of our biology teachers has customized the param-
eters in the lexicon to yield:

“Glycogen storage – glycogen is stored by a

Figure 7: Concept map for the event ’Reduction’

vertebrate within a liver cell and a muscle cell.”

This was achieved through a graphical user inter-
face which is part of the tool used for knowledge
encoding, and is illustrated in Fig 6. Our sys-
tem allows encoders to re-generate sentences af-
ter editing the parameters to see the effect of the
changes on the output. The top half of the win-
dow in in Fig 6 allows encoders to associate words
or phrases with concepts, where they can add as
many synonyms as they see fit. One of the syn-
onyms has to be marked as the primary form, to
be used for generation by default.4 For events,

4The concept-to-word mapping lexicon is shared between
the question interpretation and the NLG module, and the ad-
ditional synonyms are currently only used for mapping ques-
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(a) “Plastocyanin reduces P700+” (b) “P700+ receives an electron from plastocyanin.”

Figure 8: Concept-to-word mapping parameters for the two synonyms of Reduction

the primary form is a verb and its nominalization,
and for entities it is a noun. The bottom half of
the window shows the parameter settings for each
synonym associated with the concept. Here the
encoders can specify relations which link the sub-
ject and object of a verb to the event (grammatical
subject/object), and assign prepositions to other
event-to-entity relations for the verb, when it is
used to realize the specified event. There is also
an option to tell the NLG system to ignore some
of the event participants when using a specific verb
for the event. This functionality is used for verbs
that already imply one of the participants. For ex-
ample, the word polymerization already implies
that the result of the event is a polymer. In these
cases there is no need for the NLG system to gen-
erate the implied participant (here, result). An-
other example is the verb reduce, which implies
that the object of the event is an electron. The ed-
itor allows the users to enter different parameter
values for the synonyms of the same event. For
example, the graph in Fig 7 could be described in
at least three different ways:

1. P700+ is reduced by plastocyanin
2. Plastocyanin reduces P700+
3. P700+ receives an electron from plastocyanin.

Here sentences 1 and 2 make no mention of the
electron involved in the process, but sentence 3 ex-
plicitly includes it. In order for the system to cor-
rectly generate sentences 1 and 2, the concept-to-
word mapping parameters for “reduce” (as a syn-
onym for Reduction) have to include an implied
participant. Otherwise the system will assume that
all participants should be mentioned in the sen-
tence, and it will generate “P700+ is reduced by
a plastocyanin of an electron”. Fig 8. illustrates
the different concept-to-word mapping parameters
needed for the two synonyms for Reduction in or-
der to generate the above sentences correctly.

tions onto concepts in the KB.

6 Conclusions

We have presented an NLG system which gen-
erates complex sentences from a biology KB.
Our system includes a content selection module,
which tailors the selected relations to the context
in which the output is displayed, and allows the
presentation module to send parameters to influ-
ence properties of generated outputs. We have de-
veloped a referring expression generation module
which generates complex noun phrases from ag-
gregated cardinality constraints and entities in the
input, and keeps track of discourse history to dis-
tinguish mentions of different groups of concepts.
Our system allows biology teachers to detect in-
consistencies and incompleteness in the KB, such
as missing cardinality constraints, errors where
two instances of the concept were added unnec-
essarily (unification errors on entities), and miss-
ing or incorrect relations. To make the system
robust, we have developed an algorithm to pro-
duce sentences and complex noun phrases for un-
seen combinations of event-to-entity relations in
the KB by automatically generating entries in the
lexicon of the GenI surface realizer. Our algorithm
makes default decisions on sentence structure and
ordering based on relations sent to the NLG sys-
tem, expressing the event’s participants. To allow
domain experts to easily improve the default out-
puts generated by our algorithm, we have defined
a framework for adding lexical parameters to con-
cepts, which allow non-NLG-experts to customize
the structure of generated sentences for events in
the KB as they are encoded. Although our system
currently only produces one or two possibly com-
plex sentences, it was designed to ultimately gen-
erate paragraph-length texts. This can be achieved
simply by adding more discourse-level elementary
trees to the grammar of the realizer, since our sys-
tem is already able to handle referring expressions
across sentence boundaries.
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Abstract

We show that Nakatsu & White’s (2010)
proposed enhancements to the SPaRKy
Restaurant Corpus (SRC; Walker et al.,
2007) for better expressing contrast do in-
deed make it possible to generate better
texts, including ones that make effective
and varied use of contrastive connectives
and discourse adverbials. After first pre-
senting a validation experiment for natu-
ralness ratings of SRC texts gathered using
Amazon’s Mechanical Turk, we present
an initial experiment suggesting that such
ratings can be used to train a realization
ranker that enables higher-rated texts to be
selected when the ranker is trained on a
sample of generated restaurant recommen-
dations with the contrast enhancements
than without them. We conclude with a
discussion of possible ways of improving
the ranker in future work.

1 Introduction

To lessen the need for handcrafting in developing
generation systems, Walker et al. (2007) extended
the overgenerate-and-rank methodology (Langk-
ilde and Knight, 1998; Mellish et al., 1998; Walker
et al., 2002; Nakatsu and White, 2006) to complex
information presentation tasks involving variation
in rhetorical structure. They illustrated their ap-
proach by developing SPaRKy (Sentence Planning
with Rhetorical Knowledge), a sentence planner
for generating restaurant recommendations and
comparisons in the context of the MATCH (Mul-
timodal Access To City Help) system (Walker et
al., 2004), and showed that SPaRKY can produce
texts comparable to those of MATCH’s template-
based generator.

Despite the evident importance of expressing
contrast clearly in making comparisons among

restaurants, Nakatsu (2008) surprisingly found
that most of the examples involving contrastive
connectives in the SPaRKy Restaurant Corpus
(SRC) received low ratings by the human judges.
Even though the low ratings were not necessarily
directly attributable to the use of a contrastive con-
nective in many cases, Nakatsu conjectured that
the large proportion of low-rated examples con-
taining contrastive connectives would make it dif-
ficult to train a ranker to learn to use contrastive
connectives effectively without augmenting the
corpus with better examples of contrast. Sub-
sequently, Nakatsu and White (2010) proposed
a set of enhancements to the SRC intended to
better express contrast—including ones employ-
ing multiple connectives in the same clause that
are problematic for RST (Mann and Thompson,
1988)—and showed how they could be generated
with Discourse Combinatory Categorial Grammar
(DCCG), an extension of CCG (Steedman, 2000)
designed to enable multi-sentence grammar-based
generation. However, Nakatsu and White did not
evaluate empirically whether these contrast en-
hancements were successful.

In this paper, we show that Nakatsu &
White’s (2010) proposed SRC contrast enhance-
ments do indeed make it possible to generate bet-
ter texts: in particular, we present an initial ex-
periment that shows that the oracle best restau-
rant recommendations including the contrast en-
hancements have significantly higher human rat-
ings for naturalness than comparable texts without
these enhancements, and which suggests that even
a basic n-gram ranker trained on the enhanced
recommendations can select texts with higher rat-
ings. The paper is structured as follows. In
Section 2, we review Nakatsu & White’s pro-
posed enhancements to the SRC for better express-
ing contrast—including the use of structural con-
nectives together with discourse adverbials—and
how they can be generated with DCCG. In Sec-
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tion 3, we first present a validation experiment
showing that naturalness ratings gathered on Ama-
zon’s Mechanical Turk (AMT) are comparable to
those for the same texts in the original SRC; then,
we present our method of generating and selecting
a sample of new restaurant recommendation texts
with and without the contrast enhancements for
rating on AMT. In Section 4, we describe how we
trained discriminative n-gram rankers using cross
validation on the gathered ratings. In Section 5,
we present the oracle and cross validation results
in terms of mean scores of the top-ranked text. In
Section 6, we analyze how the individual contrast
enhancements affected the naturalness ratings and
discuss issues that may be still hampering natu-
ralness. Finally, in Section 7, we conclude with
a summary and a discussion of possible ways of
creating improved rankers in future work.

2 Enhancing Contrast with Discourse
Combinatory Categorial Grammar

Figure 1 (Nakatsu, 2008) shows examples from
the SRC where some of the SPaRKy realizations
are clearly more natural than others. In Nakatsu’s
experiments, she found that the use of contrastive
connectives was negatively correlated with human
ratings, and that an n-gram ranker learned to dis-
prefer texts containing these connectives. In an-
alyzing these unexpected results, Nakatsu noted
two factors that appeared to hamper the natural-
ness of the contrastive connective usage. First,
consistent with Grote et al.’s (1995) observation
that however and on the other hand (unlike but and
while) signal that the clause they attach to is the
more important one, we might expect realizations
to be preferred when these connectives appear
with the more desirable of the contrasted qualities.
Such preferences do indeed appear to be present
in the SRC: for example, in Figure 1, alts 8 &
13—where the better property is ordered second—
are rated highly, while alts 7 & 11—where the
better property is ordered first—are rated poorly.
Nakatsu further observed that in human-authored
comparisons, when the second clause expresses
the lesser property, it is often qualified by only
or just; consistent with this observation, alts 7 &
11 do seem to improve with the inclusion of these
modifiers.

The second factor noted by Nakatsu that may
contribute to the awkwardness of however and on
the other hand is that both of these connectives

seem to be rather “grand” for the rather simple
contrasts in Figure 1, and may sound more natu-
ral when used with heavier arguments.

Based on these observations, Nakatsu and
White (2010) proposed a set of enhancements to
the SRC, all of which are exemplified in Figure 2.1

The enhancements include (i) optional summary
statements that give an overall assessment of each
restaurant based on the average of their property
values, thereby allowing contrasts to be expressed
over larger text spans; (ii) adverbial modifiers
only, just and merely to express a lesser value of
a given property than one mentioned earlier;2 (iii)
the modifers also and too to signal the repetition
of the same value for a given property (Strieg-
nitz, 2004); and (iv) contrastive connectives for
different properties of the same restaurant, exem-
plified here by the contrast between decent decor
and mediocre food quality for Bienvenue.

In the text plan in Figure 2, <1>–<4> cor-
respond to the propositions in the original SRC
text plan and (1’)–(2’) are the new summary-level
propositions. Following Webber et al. (2003),
Nakatsu and White (2010) take only, merely, just,
also, and too to be discourse adverbials, whose
discourse relations are allowed to cut across the
primary tree structure established by the other re-
lations in the figure. Note that in addition to go-
ing beyond RST’s limitation to tree-structured dis-
courses, the example also contains clauses em-
ploying multiple discourse connectives, where one
is a structural connective (such as however or
while) and the other is a discourse adverbial.

To realize such texts, Nakatsu & White intro-
duce Discourse Combinatory Categorial Grammar
(DCCG), an extension of CCG (Steedman, 2000)
to the discourse level. DCCG follows Discourse
Lexicalized Tree Adjoining Grammar (Webber,
2004) in providing a lexicalized treatment of struc-
tural connectives and discourse adverbials, but dif-
fers in doing so in a single CCG, rather than sep-
arate sentence-level and discourse-level grammars
whose interaction is not straightforward. As such,
DCCG requires no changes to the OpenCCG real-
izer (White, 2006b; White, 2006a; White and Ra-

1In the text, words intended to help indicate similarities
and contrasts are italicized. Note that we have added overall
and on the whole to the summary statements to better indicate
their summarizing role.

2The second value must be a less extreme one on the same
side of the scale; in principle, it could be merely poor rather
than horrible, but such low attribute values did not occur in
the corpus.

31



Strategy Alt # Rating Rank Realization
3 3 7 Sonia Rose has very good decor but Bienvenue has decent decor.
7 1 16 Sonia Rose has very good decor. On the other hand, Bienvenue has decent decor.
8 4.5 13 Bienvenue has decent decor. Sonia Rose, on the other hand, has very good decor.

C2 10 4.5 5 Bienvenue has decent decor but Sonia Rose has very good decor.
11 1 12 Sonia Rose has very good decor. However, Bienvenue has decent decor.
13 5 14 Bienvenue has decent decor. However, Sonia Rose has very good decor.
14 5 3 Sonia Rose has very good decor while Bienvenue has decent decor.
15 4 4 Bienvenue has decent decor while Sonia Rose has very good decor.
17 1 15 Bienvenue’s price is 35 dollars. Sonia Rose’s price, however, is 51 dollars. Bienvenue has decent decor.

However, Sonia Rose has very good decor.

Figure 1: Some alternative [Alt] realizations of SPaRKy sentence plans from a COMPARE-2 [C2] plan, with averaged
human ratings [Rating] (5 = highest rating) and ranks assigned by the n-gram ranker [Rank] (1 = top ranked).

tion, the SPaRKy sentence plan generator adds the
INFER relation to assertions whose relations were
not specified by the content planner.

During the sentence planning phase, SPaRKy or-
ders the clauses and combines them using randomly
selected clause-combining operations. During this
process, a clause-combining operation may insert 1
of 7 connectives according to the RST relation that
holds between two discourse units (i.e. inserting
since or because for a JUSTIFY relation; and, how-
ever, on the other hand, while, or but for a CON-
TRAST relation; or and for an INFER relation).

After each sentence plan is generated, it is real-
ized by the RealPro surface realizer and the result-
ing realization is rated by two judges on a scale of
1-5, where 5 is highly preferred. These ratings are
then averaged, producing a range of 9 possible rat-
ings from {1, 1.5, ..., 5}.

2.2 Ratings/Connectives Correlation

From the ratings of the examples in Figure 1, we
can see that some of the SPaRKy sentence plan re-
alizations seem more natural than others. Upon fur-
ther analysis, we noticed that utterances containing
many contrastive connectives seemed less preferred
than those with fewer or no contrastive connectives.

To quantify this observation, we calculated the av-
erage number of connectives (aveci) used per real-
ization with rating i, using aveci = Totalci/Nri ,
where Totalci is the total number of connectives in
realizations with rating i, and Nri is the number of
realizations with rating i.

We use Pearson’s r to calculate each correlation
(in each case, df = 7). For both COMPARE strategies
(represented in Figure 2(a) and 2(b)), we find a sig-
nificant negative correlation for the average number

of connectives used in realizations with a given rat-
ing (C2: r = �0.97, p < 0.01; and C3: r = �0.93,
p < 0.01). These correlations indicate that judges’
ratings decreased as the average frequency of the
connectives increased.

Further analysis of the individual correlations
used in the comparative strategies show that there is
a significant negative correlation for however (C2:
r = �0.91, p < 0.01; and C3: r = �0.86,
p < 0.01) and on the other hand (C2: r = �0.89,
p < 0.01; and C3: r = �0.84, p < 0.01) in both
COMPARE strategies. In addition, in COMPARE-3,
the frequencies of while and but are also signifi-
cantly and strongly negatively correlated with the
judges’ ratings (r = �0.86, p < 0.01 and r =
�0.90, p < 0.01, respectively), though there is no
such correlation between the use of these connec-
tives and their ratings in COMPARE-2.

Added together, all the contrastive connectives
show strong, significant negative correlations be-
tween their average frequencies and judges’ ratings
for both comparative strategies (C2: r = �0.93,
p < 0.01; C3:r = �0.88, p < 0.01).

Interestingly, unlike in the COMPARE strategies,
there is a positive correlation (r = 0.73, p > 0.05)
between the judges’ ratings and the average fre-
quency of all connectives used in the RECOMMEND

strategy (see Figure 2(c)). Since this strategy only
uses and, since, and because and does not utilize any
contrastive connectives, this gives further evidence
that only contrastive connectives are dispreferred.

2.3 N-gram Ranker and Features

To acertain whether these contrastive connectives
are being learned by the ranker, we re-implemented
the n-gram ranker using SVM-light (Joachims,

77

Figure 1: Some alternative (Alt) realizations of SPaRKy sentence plans from a COMPARE2 (C2) plan,
with averaged human ratings (Rating; 5 = highest rating) and ranks (Rank; 1 = top ranked) assigned by
an n-gram ranker (Nakatsu, 2008)
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FIGURE 31 SPaRKy tp-tree altered with new relations and summary
statements, corresponding to Example 50.

in bold font. Lastly, the connectives also and only, which represent the
additional relations, additive and merely, respectively, are indicated
in small caps.

(50) (1’): Sonia Rose is a good restaurant.
<1>: It has decent decor and
<3>: very good food quality.
(2’): However, Bienvenue is just a mediocre restaurant.
<2>: While it also has decent decor,
<4>: it only has mediocre food quality.

7 Related Work
In terms of its discourse theoretical basis, DCCG is most closely re-
lated to D-LTAG. In general, as Webber (2006) observes, discourse
grammars vary in their theoretical style, from wholly based on de-
pendency relations (e.g. Halliday and Hasan 1976) to adherence to a
completely constituent-based model (e.g. Rhetorical Structure Theory
[RST], Mann and Thompson 1988; Linguistic Discourse Model, Polanyi
1988, Polanyi and van den Berg 1996). Dependency-based discourse
theories are advantageous because they allow discourse relations to ex-
ist between non-adjacent discourse units, lifting restrictions on which
clauses can serve as discourse arguments of a given relation. Compu-

(1’): Sonia Rose is a good restaurant overall.

<1>: It has decent decor and

<3>: very good food quality.

(2’): However, Bienvenue is just a mediocre
restaurant on the whole.

<2>: While it also has decent decor,

<4>: it only has mediocre food quality.

Figure 2: Modified SPaRKy text plan for text with new relations and summary statements intended to
enhance contrast (Nakatsu and White, 2010)
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ot1h, A. however, B. otoh, C. however, D.
tsot1h tshowever tsotoh tshowever

TC TC
tsCUE\⇤ tsCUE tsCUE\⇤ tsCUE

< <
tsot1h tsotoh

TC
tsnil/⇤ tsotoh

>
tsnil

TC
turnnil

FIGURE 16 A DCCG derivation of nested contrast relations

Returning now to the intrasentential conjunctions that express con-
trast, their categories remain the same as in the preceding section, ex-
cept for the addition of the requirement that they combine with clauses
having nil values for the cue feature:

(39) a. {while, but } ` se,nil\⇤se1 ,nil\⇤punc,/⇧se2 ,nil :
@e(contrast-rel ^ hArg1ie1 ^ hArg2ie2)

b. while ` se,nil/⇤se2 ,nil/⇤punc,/⇧se1 ,nil :
@e(contrast-rel ^ hArg1ie1 ^ hArg2ie2)

Since these categories do not need to look outside the sentence to find
both of their discourse arguments, they do not change the cue values
of their result categories.

To conclude this section, we address the question of whether it is a
necessary move to employ unary type-changing rules in order to handle
intersentential discourse connectives in CCG. As noted in the preceding
section, the lexicalized categories for connectives o↵ered therein suggest
that there is no problem in principle with devising a purely lexicalized
approach to discourse connectives; accordingly, the cue threading ap-
proach presented in this section appears to yield grammars with cov-
erage equivalent to purely lexicalized alternatives. Nevertheless, as we
have seen, the purely lexicalized approach leads to a proliferation of lex-
ical category ambiguity, and while lexical rules might be employed to
systematically assign the necessary lexical categories, the cue threading
approach is clearly more economical. Similar considerations led Hock-
enmaier and Steedman (2002, 2007) to make extensive use of type-
changing rules in their broad coverage grammar of English, indicating
that such rules have an important role to play in practical grammars.
Hockenmaier and Steedman further argued that the formal power of
the system is una↵ected as long as (i) only a finite number of unary
rules are employed and (ii) the rules are designed so that they cannot
recursively apply to their own output, as is the case here.

Figure 3: DCCG derivation of nested contrast re-
lations (Nakatsu and White, 2010)
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it also has poor decor

np sCUE\np/⇧(sCUE\np) snil\npnom
>

snil\npnom
<snil

FIGURE 17 A DCCG derivation of a clause including the discourse
adverbial also.

5.3 Discourse Adverbials and Anaphora Resolution
Unlike structural connectives, which find their discourse arguments via
cue threading, discourse adverbials find one argument syntactically,
and the other through anaphora resolution. To illustrate how DCCG
accomplishes this, consider (1) from Section 2, repeated below:

(1) b1: Bienvenue is a mediocre restaurant.
h1: It has poor decor and mediocre food quality.
b3: However, Sonia Rose is a good restaurant.
h2: While it also has poor decor,
h3: it has excellent food quality.

As illustrated by the derivation of the clause for h2 in Figure 17, the pre-
verbal modifier category for also in (40c) below takes a VP category
se,CUE\np as its argument and returns a VP category as its result,
adding an additive relation to the semantics.

(40) a. also ` se,CUE/⇧se,CUE/⇤punc, :
@e(hModi(a ^ additive-rel ^ hArg1ie1))

b. also ` se,CUE\⇧se,CUE\⇤punc, :
@e(hModi(a ^ additive-rel ^ hArg1ie1))

c. also ` se,CUE\np/⇧(se,CUE\np) :
@e(hModi(a ^ additive-rel ^ hArg1ie1))

Since discourse adverbials such as also do not necessarily find their dis-
course arguments in structurally adjacent text segments, they do not
use cue threading. Instead, the cue value on discourse adverbials is left
underspecfied, as seen in all the lexical entries for also in (40). These
underspecified values then unify with the cue value of the input cat-
egory, threading any undischarged structural connectives through. In
this way, a discourse adverbial and a structural connective can appear
on the same clause (e.g. However, Bienvenue also has good decor).
In our example, the underspecified cue value of the argument cate-
gory in (40c) is unified with the nil cue value from the input category

Figure 4: DCCG derivation of a clause with
the discourse adverbial also (Nakatsu and White,
2010)

jkumar, 2009) in order to generate texts that vary
in size from single sentences to entire paragraphs.

In DCCG, the technique of cue threading is
used to allow structural connectives—including
paired ones such as on the one hand . . . on the
other hand—to project beyond the sentence level,
while allowing no more than one to be active at
a time. In this way, structural connectives can
be nested, as sketched in Figure 3, but cannot
cross. In the figure, the value of the cue feature for
each text segment (ts) is shown (where ot1h and
otoh abbreviate on the one hand and on the other
hand); these cue values can be propagated through
a derivation, allowing the discourse relations to
project, but must be discharged (to nil) in a com-
plete derivation, thereby ensuring that the intended
discourse relations are actually realized. By con-
trast, discourse adverbials introduce their relations
anaphorically and are transparent to cue thread-
ing, as sketched in Figure 4, making use of typical
adverb categories syntactically. See Nakatsu and
White (2010) for further details.

3 Crowd Sourcing Ratings

To collect human judgements from a diverse group
of speakers of US English, we used Amazon’s
Mechanical Turk service (AMT) to run two ex-
periments. In the first experiment, subjects rated
the naturalness of 174 passages used in Walker et
al.’s (2007) study. As detailed in Section 5, this
validation experiment confirmed that the judge-

ments collected on AMT correlate with those of
the raters in Walker et al.’s (2007) study. Our sec-
ond experiment collected ratings on 300 passages
realized with modifications for better contrast ex-
pression (WITHMODS) and 300 passages without
these modifications (NOMODS), both realized us-
ing OpenCCG. While this does not admit a direct
comparison to the realizations produced by Walker
et al. (2007), this controls for differences between
the generators other than the variable of interest:
the contrastive enhancements. In addition to these
materials, five passages from the SRC were seen
by all subjects to control for anomalous subject be-
havior.

3.1 Survey Format
Each survey used demographic questions to de-
termine the native speaker status of the subject.
Instructions for completing comprehension ques-
tions and rating realizations followed the demo-
graphic questions.3 Each subject saw fifteen stim-
uli, each consisting of a sample user query and the
target passage as in Figure 5. After reading the
stimulus, the subject answered a yes-or-no com-
prehension question (see §3.2). Finally the subject
rated the naturalness of the passage on a seven-
point Likert scale ranging from very unnatural to
very natural. At the survey’s conclusion, the sub-
ject could offer free-form feedback, explain their
responses, or ask questions of the researchers. The
average completion time across all experiments
was about ten minutes.

Passage selection is detailed in §3.3 and §3.4.

3.2 Quality Control
We used three strategies to filter out low-quality
responses from AMT subjects.

Comprehension Questions A template-based
yes-or-no question (exemplified in Figure 5) fol-
lowed each passage. Subjects who answered less
than 75% of these questions correctly were re-
jected and not paid, in accordance with the pro-
tocol approved by our human subjects review
board. Responses from three subjects were ex-
cluded from analysis on this basis.

Uniform Ratings When a subject gave the
same rating for all passages in a given survey (and
in disagreement with other subjects), we took this
to mean that the subject was paying attention only

3These materials, along with the generated passages
and their ratings are available at http://www.ling.
ohio-state.edu/˜mwhite/data/enlg13/.
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Figure 5: Sample survey stimulus and comprehension question

Method # subjects excluded
Comprehension Questions 3
Uniform Answers 1
SAME5 0
Native Speaker Status 2

Table 1: Number of subjects excluded based on
quality control measures or native language.

to the comprehension questions that ensured pay-
ment. Only one subject was excluded on this ba-
sis, though they were still paid for answering the
comprehension questions correctly.

SAME5 Passages Five passages were chosen
from the original SRC realizations for which the
original ratings (from Walker et al. 2007) were
identical for both judges. The passages were se-
lected such that the first and third authors of this
paper agreed with the general valence and rela-
tive rankings of the passages. That is, we took
two unambiguously bad realizations, two unam-
biguously good realizations, and one realization
near the middle of the spectrum to represent a gold
standard for rating to compare subjects against. If
any subject’s ratings on these five passages were
clear outliers, we could remove that subject’s data
for anomalous behavior, but this measure proved
unnecessary for the subjects in the present study.

3.3 Validating AMT

Data Selection In this experiment, we sampled
174 of the 1757 realizations from the SRC rated
by subjects A and B in Walker et al.’s (2007) ex-
periment.

The SRC realizations were divided randomly
into two groups. Within one group, realizations
were labelled by subject A’s rating for that real-
ization. Subject B’s rating was used for the other
group. Taking the poles of the rating scale and its

midpoint, the realizations were further partitioned
into six sets: realizations rated 1, 3, and 5 by sub-
ject A and realizations rated 1, 3, and 5 by subject
B. This division of the data ensured that the re-
alizations used would cover the full spectrum of
ratings while being representative of the SRC rat-
ings with respect to, e.g., inter-annotator ratings
correlations.

From each of these six sets, we chose 10 COM-
PARE2, 10 COMPARE3, and 10 RECOMMEND re-
alizations,4 each of these groups representing a
different realization task in the SRC. The COM-
PARE2 and COMPARE3 tasks involved the com-
parison of two restaurants or three or more restau-
rants, respectively. In the RECOMMEND context,
the sytem had to generate a recommendation for a
single restaurant.

Subject Demographics Thirty-six subjects re-
sponded to this survey initially, but one was re-
jected based on a failure to answer the compre-
hension questions and data from another had to be
excluded for non-native speaker status. Two addi-
tional subjects were recruited to replace their data.
This resulted in a subject pool with a mean age
(std. dev.) of 34.67 (9.35) years. Twenty-four sub-
jects identified as female and twelve identified as
male. Each subject received $2.50 for the survey,
estimated to take approximately 20 minutes.

3.4 Rating OpenCCG Realizations
Data Selection We selected 15 content plans
(CPs) from the SRC where the use of the con-
trastive modifiers was licensed: five COMPARE2,
five COMPARE3, and five RECOMMEND CPs.
Each of the 112 textplans (TPs) that produced

4Except that subject A used the rating ‘5’ less than subject
B. To compensate, we used as many 5-point ratings as were
available from subject A and then filled in the remainder of
the 10 slots with realizations rated ‘4’. We mirrored these
selections in the data from subject B for consistency.
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the SRC realizations for these CPs was then pre-
processed for realization in OpenCCG both with
contrast enhancements (WITHMODS) and without
them (NOMODS).

Both structural choices and ordering choices
are encoded in these TPs.5 Structural choices in-
clude decisions about how to group the restau-
rant properties to be expressed, such as deciding
whether to describe one restaurant in its entirety
and then the other (i.e. a serial structure) or al-
ternating between one restaurant and the other, di-
rectly contrasting particular attributes (i.e. a back-
and-forth structure). Ordering choices fixed the
order of presentation of restaurant attributes in se-
rial plans and the order of presentation of attribute
contrasts in back-and-forth plans. As discussed in
§6, there turn out to be interesting interactions be-
tween these aggregation choices and the contrast
enhancements, interactions which we did not ex-
plore directly in this experiment.

Processing each TP produced a different LF for
each possible combination of aggregation choices
and contrastive modifications, resulting in approx-
imately 41k logical forms (LFs) for the TPs WITH-
MODS and 88k LFs for the TPs with NOMODS.6

Each realization received two language model
(LM) scores, one based on the semantic classes
used during realization (LMSC) and one based on
the Gigaword corpus (LMGW ). LMSC used a tri-
gram model over modified texts based on the SRC
where specific entities (e.g. restaurant names like
Caffe Buon Gusto) were replaced with their se-
mantic class (e.g. RESTAURANT). The LM scores
were normalized by CP, such that the scores for a
given CP summed to 1 in each LM. These were
then linearly combined with weights slightly pre-
ferring the LMSC score to produce a combined
LM score for each realization.

Sampling then proceeded without replacement,
weighted by the combined LM score for each real-
ization. For the NOMODS sample, 20 realizations
were chosen this way, but, in the WITHMODS sam-
ple, a series of regular expression filters were used
to ensure adequate representation of the modifica-
tions in the surveys. These filters selected (without

5This differs from Walker et al. (2007), wherein reorder-
ings were allowed in mapping from tp-trees to sp-trees and
d-trees.

6In future work we will explore a probabilistic rather than
exhaustive mapping algorithm to produce only LFs that are
more likely to result in more fluent realizations—not unlike
the weighted aggregation done by Walker et al.’s (2007) sen-
tence plan generator.

replacement) 10 realizations such that every con-
trastive modification licensed by a particular CP
was represented, leaving 10 realizations to be se-
lected by weighted sampling without replacement.

This process resulted in 300 passages in each of
the two conditions (WITHMODS, NOMODS): 20
realizations for each of the 15 CPs. Each survey
included 5 realizations WITHMODS paired by CP
with 5 realizations with NOMODS as well as the
SAME5 realizations. As noted earlier, pairing real-
izations in this way helps to control for differences
in the variety of aggregation choices and surface
realizations used in the SRC as opposed to our
SRC-inspired grammar for OpenCCG.

Subject Demographics Sixty-eight subjects
responded to these 180 surveys initially. Subjects
were allowed to complete up to six distinct sur-
veys. One subject’s data was excluded for non-
native status and another’s was excluded on the
basis of uniform ratings (as detailed in §3.2). To
compensate for the eight surveys completed by
these subjects and ten surveys mistakenly admin-
istered in draft format, we recollected data for 18
of the 180 surveys. This resulted in a final pool of
80 subjects with an average (std. dev.) age 37.15
(13.5) years. Forty identified as female, thirty-
nine identified as male, and one identified as non-
gendered.

Because subjects in the validation study com-
pleted the survey in about 10 minutes on average
with a standard deviation of about 5 minutes, we
scaled the pay to $2.00 per survey in this experi-
ment. Since subjects could participate in this ex-
periment multiple times, they could receive up to
$12.00 for their contribution.

4 Training a Text Ranker

To perform the ranking, we trained a basic n-
gram ranker using SVMlight in preference ranking
mode.7 We used the average ratings obtained in §3
as target value.

The feature set was composed of 2 types of fea-
tures. The first feature type are the two language
model scores from §3.4, LMSC and LMGW . The
second feature type consisted of n-gram counts.
We indexed the unigrams and bigrams in each cor-
pus and used each as a feature whose value was the
number of times it appeared in a given realization.

We trained the ranker on, and extracted n-gram

7SVMlight is an implementation of support vector ma-
chines by (Joachims, 2002).
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Figure 6: Average ratings from our experiment
and Walker et al. (2007), accompanied by a line
of best fit. Jitter (0.1) applied to each point mini-
mizes overlap.

features from, 3 different corpora drawn from the
data selection in §3.4. The first corpus contains
299 selections WITHMODS (1 selection was dis-
carded for only being rated once), the second cor-
pus contains 300 selections with NOMODS, and
the third corpus contains BOTH of the first two cor-
pora combined.

To train and test the ranker, we performed 15-
fold cross-validation on each corpus. Within each
training fold, we had 14 training examples, corre-
sponding to 14 CPs. Each training example con-
sisted of all of a given CP’s realizations and their
ratings. After training, the realizations for the re-
maining CP were ranked.

In order to evaluate the ranker, we used the
TopRank metric (Walker et al., 2007). For each
of the ranked CP realization sets, we extracted the
target values (i.e. the average rating given by sub-
jects) of the highest ranked realization. We then
averaged the target scores of all of the top-ranked
realizations across the 15 training folds to produce
the Top Rank metric. The oracle best score is
the score of the highest rated realization, as de-
termined by the average score assigned to that re-
alization by the subjects.

5 Results

Validation Figure 6 shows the correlation be-
tween the average ratings of our subjects on AMT
and the average ratings assigned by subjects A and
B in Walker et al. (2007). This correlation was
0.31 (p < 0.01, Kendall’s tau), while the corre-
lation between subjects A and B was only 0.28

BOTH WITHMODS NOMODS

human 6.61 (0.28) 6.46 (0.43) 6.49 (0.26)
bigram 6.00 (0.58) 5.62 (0.83) 5.51 (1.02)

Table 2: TopRank scores and standard deviations
for the oracle (human) & bigram (bigram) ranks.

(p < 0.01, Kendall’s tau). On this basis we con-
clude that using AMT workers as subjects to rate
sentences for their naturalness is at least as rea-
sonable as having two expert annotators labelling
realizations for their overall quality.

SAME5 Comparison There was no signifi-
cant difference (p = 0.16, using Welch’s t-test)
between the scores given to the SAME5 stimuli
in the two experiments,8 indicating that subjects
used the rating scale similarly in both experiments.
The mean ratings for the rest of the validation re-
alizations was 5.31 (1.43) and the mean for the
OpenCCG-based realizations in the ranking exper-
iment was 4.96 (1.51), which is significantly lower
according to Welch’s t-test (p < 0.01). This high-
lights the underlying differences between the two
generation systems, validating our choice to use
OpenCCG for both the WITHMODS and NOMODS

realizations to better examine the impact of the
contrast enhancements.

Ranking Table 2 reports the oracle results,
along with our ranker’s results, using the TopRank
metric. Most indicative of the benefit of the con-
trastive enhancements is the performance of the
oracle score for the BOTH (6.61) condition com-
pared to the NOMODS condition (6.49), which is
significantly higher according to a paired t-test
(p = 0.01).

We also found that the bigram ranker with the
averaged raw ratings was better at predicting the
top rank of the combined (BOTH) corpus (6.00 vs.
oracle-best of 6.61) than either of the other two,
and better on the WITHMODS condition (5.62)
than on the NOMODS condition (5.51). However,
a two-tailed t-test revealed that the difference was
not quite signficant between BOTH and NOMODS

at the conventional level (p = 0.06), though the
p-value did meet the 0.1 threshold sometimes em-
ployed in small-scale experiments. The perfor-
mance of the different rankers, as compared to the
oracle scores, can be seen in Figure 7.

These preliminary results with a simple ranker

8Validation experiment mean (std. dev.) 4.89 (1.79) ver-
sus 5.10 (1.75) in the ranking experiment.
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are promising, motivating future work on improv-
ing the ranker in addition to enlarging the dataset.

6 Discussion

To assess the impact of the enhancement options,
we performed a linear regression between the
contrast-related patterns we used for data selec-
tion and the normalized ratings, with scikit-learn’s
implementation of the Bayesian Ridge method of
regularizing weights.9 In looking at examples,
we found that the number of discourse adverbials
appeared to be a factor, so we then added these
counts as features. The coefficients and corpus
counts appear in Table 3. The results show that
the discourse adverbials were effective some of
the time, especially when used sparingly and in
conjunction with while. The “heavier” contrastive
connectives however and on the one/other hand
were dispreferred, perhaps in part because they
ended up appearing too often with small, single-
restaurant contrasts, as there were relatively few
examples of summary statements, most of which
were somewhat disfluent due to a medial choice
for overall / on the whole.

Table 4 shows examples that illustrate both suc-
cesses and remaining issues. At the top, two pairs
of examples are given where the normalized av-
erage ratings are higher with the inclusion of just
and only, and where the rating drops off greatly
when however is used with a lesser value and no
adverbial of this kind, as expected. At the bottom,
the first example shows one instance where the use
of multiple adverbials is dispreferred. A possible

9http://scikit-learn.org/stable/
modules/linear_model.html

pattern coeff count
| disc advb | = 1 0.23 102
while 0.19 38
also has 0.13 47
has . . . too 0.12 39
has only 0.09 43
while . . . disc advb 0.09 16
contrastive . . . overall 0.07 8
has just 0.04 46
however . . . disc advb 0.03 4
but -0.03 20
, however , -0.05 10
only has -0.06 30
has merely -0.11 46
on the whole -0.14 33
just has -0.16 29
merely has -0.16 8
| disc advb | = 2 -0.18 32
. however , -0.21 64
on the other hand -0.21 40
| disc advb | >= 3 -0.27 50
overall -0.29 34
on the one hand -0.36 22

Table 3: Coefficients of linear regression between
contrast-related patterns and normalized ratings,
along with pattern counts, where disc adv is one
of just, only, merely, also, too and contrastive is
one of while, however, on the one/other hand

factor here may be that in addition to there being
several similar adverbials in a row, they all involve
long-distance antecedents, which may be difficult
to process. Finally, the last example shows a real-
ization that receives a relatively high rating despite
the use of two adverbials; note, however, that since
this passage uses a back-and-forth text plan, the
antecedents of the adverbials are all very local.10

Turning to the survey feedback, many subjects
provided insightful comments regarding the task.
The most frequent comment pointed out that our
comprehension questions sometimes precipitated
a false implicature: when asked if a restaurant had
decent decor, subjects commented that they felt
that answering “no” meant implying that it had
terrible decor. Similar problems occurred when a
restaurant had, e.g., very good decor and the sub-
jects were asked if it had good decor. Despite oc-
casional deviations from our intended exact-match
interpretation of these questions, no subjects were
excluded for scoring too low as a result of this.

10As one reviewer points out, there’s also an interaction be-
tween how attributes are aggregated and the ability to express
contrast. For example, contrasting the attributes for which a
restaurant scores highly with those for which it scores poorly
requires the aggregation of attributes with like valence, as in
“This restaurant has superb decor and very good service but
only mediocre food quality.” Our future work on aggregation
will explore this interaction as well.
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Strategy Mods? Rating Realization
C2 Y 1.13 Da Andrea’s price is 28 dollars. Gene’s’s price is 33 dollars. Da Andrea has very good

food quality while Gene’s has just good food quality.
C2 N 0.73 Da Andrea’s price is 28 dollars. Gene’s’s price is 33 dollars. Da Andrea has very good

food quality while Gene’s has good food quality.
C2 Y 1.04 Da Andrea’s price is 28 dollars. Gene’s’s price is 33 dollars. Da Andrea has very good

food quality. However, Gene’s has only good food quality.
C2 N -0.63 Da Andrea’s price is 28 dollars. Gene’s’s price is 33 dollars. Da Andrea has very good

food quality. However, Gene’s has good food quality.
C3 Y -1.85 Daniel and Jo Jo offer exceptional value among the selected restaurants. Daniel, on the

whole, is a superb restaurant. Daniel’s price is 82 dollars. Daniel has superb decor. It has
superb service and superb food quality. Jo Jo, overall, is an excellent restaurant. Jo Jo’s
price is 59 dollars. Jo Jo just has very good decor. It just has excellent service. It has
merely excellent food quality.

C2 Y 1.12 Japonica’s price is 37 dollars while Dojo’s price is 14 dollars. Japonica has excellent food
quality while Dojo has merely decent food quality. Japonica has decent decor. Dojo has
only mediocre decor.

Table 4: Examples illustrating successful and problematic contrast enhancements

In order to elicit rankings at a variety of points
on the naturalness scale, our selection included a
number of realizations with lower quality over-
all, which subjects picked up on. For example,
one subject commented that, “Repeatedly using
the name of each restaurant over and over in sim-
ple sentences make[s] almost all of these excerpts
sound horrifyingly awkward,” while another ob-
served, “The constant [use] of more sentences, in-
stead of using conjunction words . . . makes it seem
as if the system is rambling and lost in though[t]
process.”

Several subjects also pointed out that it would
be more natural to discuss the cost of an average
meal at a restaurant than to state that a restau-
rant’s price is some particular number of dollars.
Though these domain-specific lexical preferences
are tangential to the focus of this paper, they sug-
gest that exploring options to expand the range
of realizations for more naturally expressing these
properties might be a fruitful direction for future
work.

In addition to expressing an explicit prefer-
ence for serial rather than back-and-forth text-
plans, subjects also commented that higher level
contrastive adverbials like however work better
when they are used sparingly at a high level, rein-
forcing the findings in our regressions. We also re-
ceived suggestions for future work improving the
expression of contrast: some subjects suggested
that using better and worse to make explicit com-
parisons between restaurants would improve the
naturalness, and one subject suggested explicitly
stating which restaurant is (say) the cheapest as in
White et al. (2010).

7 Conclusions and Future Work

In this paper, we have shown using ratings gath-
ered on AMT that Nakatsu & White’s (2010) pro-
posed enhancements to the SPaRKy Restaurant
Corpus (Walker et al., 2007) for better express-
ing contrast do indeed make it possible to generate
better texts, and an initial experiment suggested
that even a basic n-gram ranker can do so automat-
ically. A regression analysis further revealed that
while using a few discourse adverbials sparingly
was effective, using too many discourse adverbials
had a negative impact, with antecedent distance
potentially an important factor. In future work, we
plan to improve upon this basic n-gram ranker to
take these observations into account and validate
these initial findings on a larger dataset. In the pro-
cess we will explore the interaction between con-
trast expression and aggregation and seek to bet-
ter model the felicity conditions for “weighty” top
level adverbials such as however.
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Abstract

In this paper, we focus on the task of gen-
erating elliptic sentences. We extract from
the data provided by the Surface Realisa-
tion (SR) Task (Belz et al., 2011) 2398 in-
put whose corresponding output sentence
contain an ellipsis. We show that 9% of the
data contains an ellipsis and that both cov-
erage and BLEU score markedly decrease
for elliptic input (from 82.3% coverage for
non-elliptic sentences to 65.3% for ellip-
tic sentences and from 0.60 BLEU score
to 0.47). We argue that elided material
should be represented using phonetically
empty nodes and we introduce a set of
rewrite rules which permits adding these
empty categories to the SR data. Finally,
we evaluate an existing surface realiser on
the resulting dataset. We show that, after
rewriting, the generator achieves a cover-
age of76% and a BLEU score of0.74 on
the elliptical data.

1 Introduction

To a large extent, previous work on generating el-
lipsis has assumed a semantically fully specified
input (Shaw, 1998; Harbusch and Kempen, 2009;
Theune et al., 2006). Given such input, elliptic
sentences are then generated by first producing
full sentences and second, deleting from these sen-
tences substrings that were identified to obey dele-
tion constraints.

In contrast, recent work on generation often as-
sumes input where repeated material has already
been elided. This includes work on sentence com-
pression which regenerates sentences from surface
dependency trees derived from parsing the initial
text (Filippova and Strube, 2008); Surface realisa-
tion approaches which have produced results for
regenerating from the Penn Treebank (Langkilde-
Geary, 2002; Callaway, 2003; Zhong and Stent,

2005; Cahill and Van Genabith, 2006; White and
Rajkumar, 2009); and more recently, the Surface
Realisation (SR) Task (Belz et al., 2011) which
has proposed dependency trees and graphs de-
rived from the Penn Treebank (PTB) as a com-
mon ground input representation for testing and
comparing existing surface realisers. In all these
approaches, repeated material is omitted from the
representation that is input to surface realisation.

As shown in the literature, modelling the inter-
face between the empty phonology and the syn-
tactic structure of ellipses is a difficult task. For
parsing, Sarkar and Joshi (1996), Banik (2004)
and Seddah (2008) propose either to modify the
derivation process of Tree Adjoining Grammar
or to introduce elementary trees anchored with
empty category in a synchronous TAG to accom-
modate elliptic coordinations. In HPSG (Head-
Driven Phrase Structure Grammar), Levy and Pol-
lard (2001) introduce a neutralisation mechanism
to account for unlike constituent coordination ;
in LFG (Lexical Functional Grammar), Dalrym-
ple and Kaplan (2000) employ set values to model
coordination; in CCG (Combinatory Categorial
Grammar, (Steedman, 1996)), it is the non stan-
dard notion of constituency assumed by the ap-
proach which permits accounting for coordinated
structures; finally, in TLCG (Type-Logical Cat-
egorial Grammar), gapping is treated as like-
category constituent coordinations (Kubota and
Levine, 2012).

In this paper, we focus on how surface reali-
sation handles elliptical sentences given an input
where repeated material is omitted. We extract
from the SR data 2398 input whose correspond-
ing output sentence contain an ellipsis. Based on
previous work on how to annotate and to represent
ellipsis, we argue that elided material should be
represented using phonetically empty nodes (Sec-
tion 3) and we introduce a set of rewrite rules
which permits adding these empty categories to
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the SR data (Section 4). We then evaluate our sur-
face realiser (Narayan and Gardent, 2012b) on the
resulting dataset (Section 5) and we show that, on
this data, the generator achieves a coverage of76%

and a BLEU score, for the generated sentences, of
0.74. Section 6 discusses related work on generat-
ing elliptic coordination. Section 7 concludes.

2 Elliptic Sentences

Elliptic coordination involves a wide range of phe-
nomena including in particular non-constituent
coordination (1, NCC) i.e., cases where sequences
of constituents are coordinated; gapping (2, G)
i.e., cases where the verb and possibly some
additional material is elided; shared subjects (3,
SS) and right node raising (4, RNR) i.e., cases
where a right most constituent is shared by two or
more clauses1.

(1) [It rose]i 4.8 % in June 1998 andǫi 4.7% in
June 1999. NCC
(2) Sumitomo bank [donated]i $500, 000, Tokyo
prefectureǫi $15, 000 and the city of Osakaǫi
$10, 000 . Gapping
(3) [the state agency ’s figures]i ǫi confirm pre-
vious estimates andǫi leave the index at178.9 .

Shared Subject
(4) He commissionsǫi and splendidly interprets
ǫi [fearsome contemporary scores]i . RNR

We refer to the non elliptic clause as thesource
and to the elliptic clause as thetarget. In the
source, the brackets indicate the element shared
with the target while in the target, theǫi sign in-
dicate the elided material with co-indexing indi-
cating the antecedent/ellipsis relation. In gapping
clauses, we refer to the constituents in the gapped
clause, asremnants.

3 Representing and Annotating Elided
Material

We now briefly review how elided material is rep-
resented in the literature.

Linguistic Approaches. While Sag (1976),
Williams (1977), Kehler (2002), Merchant (2001)

1Other types of elliptic coordination include sluicing and
Verb-Phrase ellipsis. These will not be discussed here be-
cause they can be handled by the generator by having the
appropriate categories in the grammar and the lexicon e.g.,
in a Tree Adjoining Grammar, an auxiliary anchoring a verb
phrase for VP ellipsis and question words anchoring a sen-
tence for sluicing.

and van Craenenbroeck (2010) have argued for
a structural approach i.e., one which posits syn-
tactic structure for the elided material, Keenan
(1971), Hardt (1993), Dalrymple et al. (1991),
Ginzburg and Sag (2000) and Culicover and Jack-
endoff (2005) all defend a non structural approach.
Although no consensus has yet been reached on
these questions, many of these approaches do pos-
tulate an abstract syntax for ellipsis. That is they
posit that elided material licenses the introduction
of phonetically empty categories in the syntax or
at some more abstract level (e.g., the logical form
of generative linguistics).

Treebanks. Similarly, in computational linguis-
tics, the treebanks used to train and evaluate
parsers propose different means of representing el-
lipsis.

For phrase structure syntax, the Penn Treebank
Bracketing Guidelines extensively describe how to
annotate coordination and missing material in En-
glish (Bies et al., 1995). For shared complements
(e.g., shared subject and right node raising con-
structions), these guidelines state that the elided
material licenses the introduction of an empty
*RNR* category co-indexed with the shared com-
plement (cf. Figure 1) while gapping construc-
tions are handled by labelling the gapping rem-
nants (i.e., the constituents present in the gapping
clause) with the index of their parallel element in
the source (cf. Figure 2).

(S
(VP (VB Do)(VP (VB avoid)

(S (VP (VPG puncturing(NP *RNR*-5))
(CC or)
(VP (VBG cutting)(PP (IN into)

(NP *RNR*-5)))
(NP-5 meats)))))

Figure 1: Penn Treebank annotation for Right
Node Raising “Do avoid puncturingǫi or cutting intoǫi

[meats]i.”

(S
(S (NP-SBJ-10 Mary)

(VP (VBZ likes) (NP-11 potatoes)))
(CC and)
(S (NP-SBJ=10 Bill)

(, ,) (NP=11 ostriches)))

Figure 2: Penn Treebank annotation for gapping
“Mary [likes]i potatoes and Billǫi ostriches.”

In dependency treebanks, headless elliptic con-
structs such as gapping additionally raise the is-
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sue of how to represent the daughters of an empty
head. Three main types of approaches have been
proposed. In dependency treebanks for German
(Daum et al., 2004; Hajič et al., 2009) and in
the Czech treebank (Čmejrek et al., 2004; Hajič
et al., 2009), one of the dependents of the head-
less phrase is declared to be the head. This is
a rather undesirable solution because it hides the
fact that there the clause lacks a head. In contrast,
the Hungarian dependency treebank (Vincze et al.,
2010) explicitly represents the elided elements in
the trees by introducing phonetically empty ele-
ments that serve as attachment points to other to-
kens. This is the cleanest solution from a linguistic
point of view. Similarly, Seeker and Kuhn (2012)
present a conversion of the German Tiger treebank
which introduces empty nodes for verb ellipses if
a phrase normally headed by a verb is lacking a
head. They compare the performance of two sta-
tistical dependency parsers on the canonical ver-
sion and the CoNLL 2009 Shared Task data and
show that the converted dependency treebank they
propose yields better parsing results than the tree-
bank not containing empty heads.

In sum, while some linguists have argued for an
approach where ellipsis has no syntactic represen-
tation, many have provided strong empirical evi-
dence for positing empty nodes as place-holders
for elliptic material. Similarly, in devising tree-
banks, computational linguists have oscillated be-
tween representations with and without empty cat-
egories. In the following section, we present the
way in which elided material is represented in the
SR data; we show that it underspecifies the sen-
tences to be generated; and we propose to mod-
ify the SR representations by making the relation-
ship between ellipsis and antecedent explicit using
phonetically empty categories and co-indexing.

4 Rewriting the SR Data

The SR Task 2011 made available two types of
data for surface realisers to be tested on: shallow
dependency trees and deep dependency graphs.
Here we focus on the shallow dependency trees
i.e., on syntactic structures.

The input data provided by the SR Task were
obtained from the Penn Treebank. They were
derived indirectly from the LTH Constituent-to-
Dependency Conversion Tool for Penn-style Tree-
banks (Pennconverter, (Johansson and Nugues,
2007)) by post-processing the CoNLL data to re-

d o n a t e

Sumitomo bank

SBJ

and

COORD

$500 ,000

OBJ

Tokyo prefecture

GAP-SBJ

$15 ,000

GAP-OBJ

Figure 3: Gapping in the SR data. “Sumitomo bank

[donated]i $500, 000 and Tokyo prefectureǫi $15, 000.”

move word order, inflections etc. It consists of
a set of unordered labelled syntactic dependency
trees whose nodes are labelled with word forms,
part of speech categories, partial morphosyntac-
tic information such as tense and number and, in
some cases, a sense tag identifier. The edges are
labelled with the syntactic labels provided by the
Pennconverter. All words (including punctuation)
of the original sentence are represented by a node
in the tree. Figures 3, 4, 5 and 6 show (simplified)
input trees from the SR data.

In the SR data, the representation of ellipsis
adopted in the Penn Treebank is preserved modulo
some important differences regarding co-indexing.

Gapping is represented as in the PTB by la-
belling the remnants with a marker indicating the
source element parallel to each remnant. However
while in the PTB, this parallelism is made explicit
by co-indexing (the source element is marked with
an indexi and its parallel target element with the
marker= i), in the SR data this parallelism is ap-
proximated using functions. For instance, if the
remnant is parallel to the source subject, it will be
labelledGAP-SBJ (cf. Figure 3).

commission

He

SBJ

and

COORD

fearsome contemporary score

OBJ

splendidly interpret

CONJ

Figure 4: Subject Sharing and RNR in the SR
data. “[He] j ǫj commissionsǫi andǫj splendidly interprets

ǫi [fearsome contemporary scores]i.”

For right-node raising and shared subjects, the
coindexation present in the PTB is dropped in the
SR data. As a result, the SR representation under-
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be

They

SBJ

show

VC

n o t

ADV

take

OPRD

James Madison

OBJ

or

COORD

a puff

OBJ

light up

CONJ

Figure 5: Non shared Object “They aren’t showing

James Madison taking a puff or lighting up”

r ise

It

SBJ

and

COORD

4.8  %

EXT

in June 1998

TMP

4.7  %

GAP-EXT

in June 1999

GAP-TMP

Figure 6: NCC in the SR data. “It rose 4.8 % in June

1998 and 4.7% in June 1999.”

V V

FUNC COORD FUNC COORD

X CONJ W X CONJ W

GAP-FUNC ⇒ CONJ

Y Vǫ

FUNC

Y Wǫ

Figure 7: Gapping and Non Constituent Coordina-
tion structures rewriting (V: a verb,CONJ: a con-
junctive coordination,X, Y andW three sets of de-
pendents). The antecedent verb (V) and the source
material without counterpart in the gapping clause
(W) are copied over to the gapping clause and
marked as phonetically empty.

specifies the relation between the object and the
coordinated verbs in RNR constructions: the ob-
ject could be shared as inHe commissionsǫi and splen-

didly interpretsǫi [fearsome contemporary scores]i. (Fig-
ure 4) or not as inThey aren’t showing James Madison

taking a puff or lighting up(Figure 5). In both cases,
the representation is the same i.e., the shared ob-
ject (fearsome contemporary scores) and the unshared
object (a puff) are both attached to the first verb.

Finally, NCC structures are handled in the same
way as gapping by having the gapping remnants
labelled with a GAP prefixed function (e.g., GAP-
SBJ) indicating which element in the source the
gapping remnant is parallel to (cf. Figure 6).

Summing up, the SR representation schema un-
derspecifies ellipsis in two ways. For gapping and
non-constituent coordination, it describes paral-
lelism between source and target elements rather
than specifying the syntax of the elided material.
For subject sharing and right node raising, it fails
to explicitly specify argument sharing.

V1 V1

SUBJ COORD SUBJ COORD

X CONJ Y1 X CONJ Y1

CONJ ⇒ CONJ

V2 V2

SUBJ

Y2 Xǫ Y2

Figure 8: Subject sharing: the subject dependent
is copied over to the target clause and marked as
phonetically empty.

To resolve this underspecification, we rewrite
the SR data using tree rewrite rules as follows.

In Gapping and NCC structures, we copy the
source material that has no (GAP- marked) coun-
terpart in the target clause to the target clause
marking it to indicate a phonetically empty cate-
gory (cf. Figure 7).

For Subject sharing, we copy the shared subject
of the source clause in the target clause and mark it
to be a phonetically empty category (cf. Figure 8).

For Right-Node-Raising, we unfold the am-
biguity producing structures where arguments
present in the source but not in the target are op-
tionally copied over to the target (cf. Figure 9).

These rewrite rules are implemented efficiently

43



V1 V1 V1

COORD OBJ COORD OBJ COORD OBJ

X1 CONJ Y X1 CONJ Y X1 CONJ Yǫ

CONJ ⇒

{

CONJ , CONJ

}

V2 V2 V2

OBJ

X2 X2 X2 Y

Figure 9: Right-Node-Raising: the object dependent is optionally copied over to the target clause and
marked as phonetically empty in the source clause.

using GrGen, an efficient graph rewriting sys-
tem (Geißet al., 2006).

5 Generating Elliptic Coordination

5.1 The Surface Realiser

To generate sentences from the SR data, we
use our surface realiser (Narayan and Gardent,
2012b), a grammar-based generator based on a
Feature-Based Lexicalised Tree Adjoining Gram-
mar (FB-LTAG) for English. This generator first
selects the elementary FB-LTAG trees associated
in the lexicon with the lemmas and part of speech
tags associated with each node in the input de-
pendency tree. It then attempts to combine the
selected trees bottom-up taking into account the
structure of the input tree (only trees that are se-
lected by nodes belonging to the same local input
tree are tried for combination). A language model
is used to implement a beam search letting through
only then most likely phrases at each bottom up
combination step. In this experiment, we setn to
5. The generator thus outputs at most 5 sentences
for each input.

Figure 10: Gapping after rewriting “Sumitomo bank

[donated]i $500, 000 and Tokyo prefectureǫi $15, 000.”

As mentioned in the introduction, most compu-
tational grammars have difficulty accounting for
ellipses and FB-LTAG is no exception.

The difficulty stems from the fact that in ellip-
tical sentences, there is meaning without sound.
As a result, the usual form/meaning mappings that
in non-elliptic sentences allow us to map sounds
onto their corresponding meanings, break down.
For instance, in the sentenceJohn eats apples
and Mary pear, the Subject-Verb-Object structure
which can be used in English to express a binary
relation is present in the source clause but not in
the elided one. In practice, the syntax of ellipti-
cal sentences often leads to a duplication of the
grammatical system, one system allowing for non
elliptical sentences and the other for their elided
counterpart.

For parsing with TAG, two main methods have
been proposed for processing elliptical sentences.
(Sarkar and Joshi, 1996) introduces an additional
operation for combining TAG trees which yields
derivation graphs rather than trees. (Seddah, 2008)
uses Multi-Component TAG and proposes to asso-
ciate each elementary verb tree with an elliptic tree
with different pairs representing different types of
ellipses.

We could use either of these approaches for
generation. The first approach however has the
drawback that it leads to a non standard notion of
derivation (the derivation trees become derivation
graphs). The second on the other hand, induces a
proliferation of trees in the grammar and impacts
efficiency.

Instead, we show that, given an input enriched
with empty categories as proposed in the previous
section, neither the grammar nor the tree combi-
nation operation need changing. Indeed, our FB-
LTAG surface realiser directly supports the gen-
eration of elliptic sentences. It suffices to as-
sume that an FB-LTAG elementary tree may be an-
chored by the empty string. Given an input node
marked as phonetically empty, the generator will
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then select all FB-LTAG rules that are compatible
with the lexical and the morpho-syntactic features
labelling that node. Generation will then proceed
as usual by composing the trees selected on the ba-
sis of the input using substitution and adjunction;
and by retrieving from the generation forest those
sentences whose phrase structure tree covers the
input.

For instance, given the rewritten input shown in
Figure 10, the TAG trees associated in the lexi-
con with donatewill be selected; anchored with
the empty string and combined with the TAG trees
built for Tokyo Prefectureand$15,000thus yield-
ing the derivation shown in Figure 11.

NP

Tokyo prefecture

S

NP↓ VP

V NP↓

ǫ

NP

$15,000

Figure 11: Derivation for “Tokyo prefectureǫ $15,000”

5.2 The Data

We use both the SR test data (2398 sentences) and
the SR training data (26604 sentences) to evaluate
the performance of the surface realiser on elliptic
coordination. Since the realiser we are using is
not trained on this data (the grammar was written
manually), this does not bias evaluation. Using
the training data allows us to gather a larger set of
elliptic sentences for evaluation while evaluating
also on the test data allows comparison with other
realisers.

To focus on ellipses, we retrieve those sentences
which were identified by our rewrite rules as po-
tentially containing an elliptic coordination. In
essence, these rewrite rules will identify all cases
of non-constituent coordination and gapping (be-
cause these involveGAP-X dependencies with “X”
a dependency relation and are therefore easily de-
tected) and of shared-subjects (because the tree
patterns used to detect are unambiguous i.e., only
apply if there is indeed a shared subject). For
RNR, as discussed in the previous section, the SR
format is ambiguous and consequently, the rewrite
rules might identify as object sharing cases where
in fact the object is not shared. As noted by one
of our reviewers, the false interpretation could be

Elliptic Coordination Data

Elliptic Coordination Pass
BLEU Scores
COV ALL

RNR (384)
Before 66% 0.68 0.45
After 81% 0.70 0.57
Delta +15 +0.02 +0.12

SS (1462)
Before 70% 0.74 0.52
After 75% 0.75 0.56
Delta +5 +0.01 +0.04

SS + RNR
(456)

Before 61% 0.71 0.43
After 74% 0.73 0.54
Delta +13 +0.02 +0.11

Gapping (36)
Before 3% 0.53 0.01
After 67% 0.74 0.49
Delta +64 +0.21 +0.48

NCC (60)
Before 5% 0.68 0.03
After 73% 0.74 0.54
Delta +68 +0.06 +0.51

Total (2398)
Before 65% 0.72 0.47
After 76% 0.74 0.56
Delta +11 +0.02 +0.09

Table 1: Generation results on elliptical data be-
fore and after input rewriting (SS: Shared Subject,
NCC: Non Constituent Coordination, RNR: Right
Node Raising). The number in brackets in the first
column is the number of cases. Pass stands for
the coverage of the generator. COV and ALL in
BLEU scores column stand for BLEU scores for
the covered and the total input data.

dropped out by consulting the Penn Treebank2.
The approach would not generalise to other data
however.

In total, we retrieve 2398 sentences3 potentially
containing an elliptic coordination from the SR
training data. The number and distribution of these
sentences in terms of ellipsis types are given in Ta-
ble 1. From the test data, we retrieve an additional
182 elliptic sentences.

5.3 Evaluation

We ran the surface realiser on the SR input data
both before and after rewriting elliptic coordina-
tions; on the sentences estimated to contain ellip-
sis; on sentences devoid of ellipsis; and on all sen-
tences. The results are shown in Table 2. They
indicate coverage and BLEU score before and af-
ter rewriting. BLEU score is given both with re-
spect to covered sentences (COV) i.e., the set of
input for which generation succeeds; and for all
sentences (ALL). We evaluate both with respect to
the SR test data and with respect to the SR training

2The Penn Treebank makes the RNR interpretations ex-
plicit (refer to Figure 1).

3It is just a coincidence that the size of the SR test data
and the number of extracted elliptic sentences are the same.
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SR Data Pass
BLEU Scores
COV ALL

Test

+E (182)
Before 58% 0.59 0.34
After 67% 0.59 0.40
Delta +9 +0.00 +0.06

-E (2216)
Before 80% 0.59 0.47
After 80% 0.59 0.48
Delta +0 +0.00 +0.01

T (2398)
Before 78% 0.58 0.46
After 79% 0.59 0.47
Delta +1 +0.01 +0.01

Training

+E (2398)
(Table 1)

Before 65% 0.72 0.47
After 76% 0.74 0.56
Delta +11 +0.02 +0.09

-E (24206)
Before 82% 0.73 0.60
After 82% 0.73 0.60
Delta +0 +0.00 +0.00

T (26604)
Before 81% 0.72 0.58
After 82% 0.73 0.60
Delta +1 +0.01 +0.02

Table 2: Generation results on SR test and SR
training data before and after input rewriting (+E
stands for elliptical data, -E for non elliptical data
and T for total.)

data. We use the SR Task scripts for the computa-
tion of the BLEU score.

The impact of ellipsis on coverage and preci-
sion. Previous work on parsing showed that co-
ordination was a main source of parsing failure
(Collins, 1999). Similarly, ellipses is an important
source of failure for the TAG generator. Ellipses
are relatively frequent with 9% of the sentences
in the training data containing an elliptic struc-
ture and performance markedly decreases in the
presence of ellipsis. Thus, before rewriting, cov-
erage decreases from 82.3% for non-elliptic sen-
tences to 80.75% on all sentences (elliptic and non
elliptic sentences) and to 65.3% on the set of el-
liptic sentences. Similarly, BLEU score decreases
from 0.60 for non elliptical sentences to 0.58 for
all sentences and to 0.47 for elliptic sentences. In
sum, both coverage and BLEU score decrease as
the number of elliptic input increases.

The impact of the input representation on cov-
erage and precision. Recent work on treebank
annotation has shown that the annotation schema
adopted for coordination impacts parsing. In par-
ticular, Maier et al. (2012) propose revised annota-
tion guidelines for coordinations in the Penn Tree-
bank whose aim is to facilitate the detection of co-
ordinations. And Dukes and Habash (2011) show
that treebank annotations which include phoneti-
cally empty material for representing elided mate-

rial allows for better parsing results.

Similarly, Table 2 shows that the way in which
ellipsis is represented in the input data has a strong
impact on generation. Thus rewriting the input
data markedly extends coverage with an overall
improvement of 11 points (from 65% to 76%) for
elliptic sentences and of almost 1 point for all sen-
tences.

As detailed in Table 1 though, there are impor-
tant differences between the different types of el-
liptic constructs: coverage increases by 68 points
for NCC and 64 points for gapping against only
15, 13 and 5 points for RNR, mixed RNR-Shared
Subject and Shared Subject respectively. The rea-
son for this is that sentences are generated for
many input containing the latter types of con-
structions (RNR and Shared Subject)even with-
out rewriting. In fact, generation succeeds on the
non rewritten input for a majority of RNR (66%
PASS), Shared Subject (70% PASS) and mixed
RNR-Shared Subject (61% PASS) constructions
whereas it fails for almost all cases of gapping
(3% PASS) and of NCC (5% PASS). The reason
for this difference is that, while the grammar can-
not cope with headless constructions such as gap-
ping and NCC constructions, it can often provide
a derivation for shared subject sentences by using
the finite verb form in the source sentence and the
corresponding infinitival form in the target. Since
the infinitival does not require a subject, the tar-
get sentence is generated. Similarly, RNR con-
structions can be generated when the verb in the
source clause has both a transitive and an intran-
sitive form: the transitive form is used to gener-
ate the source clause and the intransitive for the
target clause. In short, many sentences contain-
ing a RNR or a shared subject construction can be
generated without rewriting because the grammar
overgenerates i.e., it produces sentences which are
valid sentences of English but whose phrase struc-
ture tree is incorrect.

Nevertheless, as the results show, rewriting
consistently helps increasing coverage even for
RNR (+15 points), Shared Subject (+5 points) and
mixed RNR-Shared Subject (+13 points) construc-
tions because (i) not all verbs have both a transi-
tive and an intransitive verb form and (ii) the input
for the elliptic clause may require a finite form for
the target verb (e.g., in sentences such as “[they]i

weren’t fired but insteadǫi were neglected” where the tar-
get clause includes an auxiliary requiring a past
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participial which in this context requires a sub-
ject).

Precision is measured using the BLEU score.
For each input, we take the best score obtained
within the 5 derivations4 produced by the gener-
ator. Since the BLEU score reflects the degree to
which a sentence generated by the system matches
the corresponding Penn Treebank sentence, it is
impacted not just by elliptic coordination but also
by all linguistic constructions present in the sen-
tence. Nonetheless, the results show that rewrit-
ing consistently improves the BLEU score with an
overall increase of 0.09 points on the set of ellip-
tic sentences. Moreover, the consistent improve-
ment in terms of BLEU score for generated sen-
tences (COV column) shows that rewriting simul-
taneously improves both coverage and precision
that is, that for those sentences that are generated,
rewriting consistently improves precision.

Analysing the remaining failure cases. To bet-
ter assess the extent to which rewriting and the FB-
LTAG generation system succeed in generating el-
liptic coordinations, we performed error mining
on the elliptic data using our error miner described
in (Narayan and Gardent, 2012a). This method
permits highlighting the most likely sources of er-
ror given two datasets: a set of successful cases
and a set of failure cases. In this case, the suc-
cessful cases is the subset of rewritten input data
for elliptic coordination cases for which genera-
tion succeeds . The failure cases is the subset for
which generation fails. If elliptic coordination was
still a major source of errors, input nodes or edges
labelled with labels related to elliptic coordination
(e.g., theCOORDand theGAP-X dependency rela-
tions or the CONJ part of speech tag) would sur-
face as most suspicious forms. In practice how-
ever, we found that the 5 top sources of errors
highlighted by error mining all include theDEP re-
lation, an unknown dependency relation used by
the Pennconverter when it fails to assign a label
to a dependency edge. In other words, most of the
remaining elliptic cases for which generation fails,
fails for reasons unrelated to ellipsis.

Comparison with other surface realisers
There is no data available on the performance
of surface realisers on elliptic input. However,
the performance of the surface realiser can be

4The language model used in the generator allows only 5
likely derivations (refer to section 5.1).

compared with those participating in the shallow
track of the SR challenge. On the SR training
data, the TAG surface realiser has an average
run time of 2.78 seconds per sentence (with an
average of 20 words per sentence), a coverage
of 82% and BLEU scores of 0.73 for covered
and 0.60 for all. On the SR test data, the realiser
achieves a coverage of 79% and BLEU scores of
0.59 for covered and 0.47 for all. In comparison,
the statistical systems in the SR Tasks achieved
0.88, 0.85 and 0.67 BLEU score on the SR test
set and the best symbolic system 0.25 (Belz et al.,
2011).

6 Related work

Previous work on generating elliptic sentences has
mostly focused on identifying material that could
be elided and on defining procedures capable of
producing input structures for surface realisation
that support the generation of elliptic sentences.

Shaw (1998) developed a sentence planner
which generates elliptic sentences in 3 steps. First,
input data are grouped according to their simi-
larities. Second, repeated elements are marked.
Third, constraints are used to determine which oc-
currences of a marked element should be deleted.
The approach is integrated in the PLANDoc sys-
tem (McKeown et al., 1994) and shown to gen-
erate a wide range of elliptic constructs includ-
ing RNR, VPE and NCC using FUF/SURGE (El-
hadad, 1993), a realisation component based on
Functional Unification Grammar.

Theune et al. (2006) describe how elliptic sen-
tences are generated in a story generation system.
The approach covers conjunction reduction, right
node raising, gapping and stripping and uses de-
pendency trees connected by rhetorical relations
as input. Before these trees are mapped to sen-
tences, repeated elements are deleted and their an-
tecedent (thesource element) is related by a SUB-
ORROWED relation to their governor in the ellip-
tic clause and a SUIDENTICAL relation to their
governor in the antecedent clause. This is then in-
terpreted by the surface realiser to mean that the
repeated element should be realised in the source
clause, elided in the target clause and that it li-
censes the same syntactic structure in both clauses.

Harbusch and Kempen (2009) have proposed a
module called Elleipo which takes as input unre-
duced, non-elliptic, syntactic structures annotated
with lexical identity and coreference relationships
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between words and word groups in the conjuncts;
and returns as output structures annotated with
elision marks indicating which elements can be
elided and how (i.e., using which type of ellip-
sis). The focus is on developing a language in-
dependent module which can mediate between the
unreduced input syntactic structures produced by a
generator and syntactic structures that are enriched
with elision marks rich enough to determine the
range of possible elliptic and non elliptic output
sentences.

In CCG, grammar rules (type-raising and com-
position) permit combining non constituents into a
functor category which takes the shared element as
argument; and gapping remnants into a clause tak-
ing as argument its left-hand coordinated source
clause. White (2006) describes a chart based algo-
rithm for generating with CCG and shows that it
can efficiently realise NCC and gapping construc-
tions.

Our proposal differs from these approaches in
that it focuses on the surface realisation stage (as-
suming that the repeated elements have already
been identified) and is tested on a large corpus
of newspaper sentences rather than on hand-made
document plans and relatively short sentences.

7 Conclusion

In this paper, we showed that elliptic structures
are frequent and can impact the performance of
a surface realiser. In line with linguistic theory
and with some recent results on treebank annota-
tion, we argued that the representation of ellipsis
should involve empty categories and we provided
a set of tree rewrite rules to modify the SR data ac-
cordingly. We then evaluated the performance of a
TAG based surface realiser on 2398 elliptic input
derived by the SR task from the Penn Treebank
and showed that it achieved a coverage of 76% and
a BLEU score of 0.74 on generated sentences. Our
approach relies both on the fact that the grammar
is lexicalised (each rule is associated with a word
from the input) and on TAG extended domain of
locality (which permits using a rule anchored with
the empty string to reconstruct the missing syntax
in the elided clause thereby making it grammati-
cal).

We will release the 2398 input representations
we gathered for evaluating the generation of el-
liptic coordination so as to make it possible for
other surface realisers to be evaluated on their abil-

ity to generate ellipsis. In particular, its would
be interesting to examine how other grammar
based generators perform on this dataset such
as White’s CCG based generator (2006) (which
eschews empty categories by adopting a more
flexible notion of constituency) and Carroll and
Oepen’s HPSG based generator (2005) (whose do-
main of locality differs from that of TAG).

Acknowledgments

We would like to thank Anja Belz and Mike White
for providing us with the evaluation data and the
evaluation scripts. The research presented in this
paper was partially supported by the European
Fund for Regional Development within the frame-
work of the INTERREG IV A Allegro Project.

References

Eva Banik. 2004. Semantics of VP coordination
in LTAG. In Proceedings of the 7th International
Workshop on Tree Adjoining Grammars and Re-
lated Formalisms (TAG+), volume 7, pages 118–
125, Vancouver, Canada.

Anja Belz, Michael White, Dominic Espinosa, Eric
Kow, Deirdre Hogan, and Amanda Stent. 2011. The
first surface realisation shared task: Overview and
evaluation results. InProceedings of the 13th Eu-
ropean Workshop on Natural Language Generation
(ENLG), Nancy, France.

Ann Bies, Mark Ferguson, Katz Katz, Robert MacIn-
tyre, Victoria Tredinnick, Grace Kim, Marry Ann
Marcinkiewicz, and Britta Schasberger. 1995.
Bracketing guidelines for treebank II style penn tree-
bank project.University of Pennsylvania.

Aoife Cahill and Josef Van Genabith. 2006. Robust
pcfg-based generation using automatically acquired
lfg approximations. InProceedings of the 21st Inter-
national Conference on Computational Linguistics
(COLING) and the 44th annual meeting of the Asso-
ciation for Computational Linguistics (ACL), pages
1033–1040, Sydney, Australia.

Charles B Callaway. 2003. Evaluating coverage for
large symbolic nlg grammars. InProceedings of the
18th International joint conference on Artificial In-
telligence (IJCAI), volume 18, pages 811–816, San
Francisco, CA, USA. Morgan Kaufmann Publishers
Inc.

John Carroll and Stephan Oepen. 2005. High ef-
ficiency realization for a wide-coverage unification
grammar. InProceedings of the 2nd International
Joint Conference on Natural Language Process-
ing (IJCNLP), pages 165–176, Jeju Island, Korea.
Springer.

48
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Abstract

We present an Integer Linear Program-
ming model of content selection, lexical-
ization, and aggregation that we devel-
oped for a system that generates texts from
OWL ontologies. Unlike pipeline archi-
tectures, our model jointly considers the
available choices in these three text gen-
eration stages, to avoid greedy decisions
and produce more compact texts. Experi-
ments with two ontologies confirm that it
leads to more compact texts, compared to
a pipeline with the same components, with
no deterioration in the perceived quality of
the generated texts. We also present an ap-
proximation of our model, which allows
longer texts to be generated efficiently.

1 Introduction

Concept-to-text natural language generation
(NLG) generates texts from formal knowledge
representations (Reiter and Dale, 2000). With the
emergence of the Semantic Web (Berners-Lee et
al., 2001; Shadbolt et al., 2006; Antoniou and
van Harmelen, 2008), interest in concept-to-text
NLG has been revived and several methods have
been proposed to express axioms of OWL ontolo-
gies (Grau et al., 2008), a form of description
logic (Baader et al., 2002), in natural language
(Bontcheva, 2005; Mellish and Sun, 2006; Gala-
nis and Androutsopoulos, 2007; Mellish and Pan,
2008; Schwitter et al., 2008; Schwitter, 2010;
Liang et al., 2011; Williams et al., 2011).

NLG systems typically employ a pipeline archi-
tecture. They usually start by selecting the logical
facts (axioms, in the case of an OWL ontology) to
be expressed. The purpose of the next stage, text
planning, ranges from simply ordering the facts to
be expressed to making more complex decisions
about the rhetorical structure of the text. Lexical-

ization then selects the words and syntactic struc-
tures that will realize each fact, specifying how
each fact can be expressed as a single sentence.
Sentence aggregation may then combine shorter
sentences to form longer ones. Another compo-
nent generates appropriate referring expressions,
and surface realization produces the final text.

Each stage of the pipeline is treated as a lo-
cal optimization problem, where the decisions of
the previous stages cannot be modified. This ar-
rangement produces texts that may not be optimal,
since the decisions of the stages have been shown
to be co-dependent (Danlos, 1984; Marciniak and
Strube, 2005; Belz, 2008). For example, deci-
sions made during content selection may maxi-
mize importance measures, but may produce facts
that are difficult to turn into a coherent text; also,
content selection and lexicalization may lead to
more or fewer sentence aggregation opportunities.
Some of these problems can be addressed by over-
generating at each stage (e.g., producing several
alternative sets of facts at the end of content selec-
tion, several alternative lexicalizations etc.) and
employing a final ranking component to select the
best combination (Walker et al., 2001). This over-
generate and rank approach, however, may also
fail to find an optimal solution, and it generates an
exponentially large number of candidate solutions
when several components are pipelined.

In this paper, we present an Integer Linear Pro-
gramming (ILP) model that combines content se-
lection, lexicalization, and sentence aggregation.
Our model does not consider directly text plan-
ning, nor referring expression generation, which
we hope to include in future work, but it is com-
bined with an external simple text planner and an
external referring expression generation compo-
nent; we also do not discuss surface realization.
Unlike pipeline architectures, our model jointly
examines the possible choices in the three NLG

stages it considers, to avoid greedy local decisions.
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Given an individual (entity) or class of an OWL

ontology and a set of facts (axioms) about the in-
dividual or class, we aim to produce a compact
text that expresses as many facts in as few words
as possible. This is desirable when space is lim-
ited or expensive, e.g., when displaying product
descriptions on smartphones, or when including
advertisements in Web search results. If an impor-
tance score is available for each fact, our model
can take it into account to prefer expressing im-
portant facts, again using as few words as possi-
ble. The model itself, however, does not produce
importance scores, i.e., we assume that the scores
are produced by a separate process (Barzilay and
Lapata, 2005; Demir et al., 2010), not included in
our content selection. In the experiments of this
article, we treat all the facts as equally important.

Although the search space of our model is very
large and ILP problems are in general NP-hard, off-
the-shelf ILP solvers can be used, which can be
very fast in practice and guarantee finding a global
optimum. Experiments with two ontologies show
that our ILP model outperforms, in terms of ex-
pressed facts per word, an NLG system that uses
the same components connected in a pipeline, with
no deterioration in perceived text quality; the ILP

model may actually lead to texts of higher quality,
compared to those of the pipeline, when there are
many facts to express. We also present an approx-
imation of our ILP model, which is more efficient
when larger numbers of facts need to be expressed.

Section 2 discusses previous related work. Sec-
tion 3 defines our ILP model. Section 4 presents
our experimentals. Section 5 concludes.

2 Related work

Marciniak and Strube (2005) propose a general
ILP approach for language processing applications
where the decisions of classifiers that consider
particular, but co-dependent, subtasks need to be
combined. They also show how their approach
can be used to generate multi-sentence route di-
rections, in a setting with very different inputs and
processing stages than the ones we consider.

Barzilay and Lapata (2005) treat content selec-
tion as an optimization problem. Given a pool of
facts and scores indicating their importance, they
select the facts to express by formulating an op-
timization problem similar to energy minimiza-
tion. The problem is solved by applying a minimal
cut partition algorithm to a graph representing the

pool of facts and the importance scores. The im-
portance scores of the facts are obtained via super-
vised machine learning (AdaBoost) from a dataset
of (sports) facts and news articles expressing them.

In other work, Barzilay and Lapata (2006) con-
sider sentence aggregation. Given a set of facts
that a content selection stage has produced, aggre-
gation is viewed as the problem of partitioning the
facts into optimal subsets. Sentences expressing
facts of the same subset are aggregated to form a
longer sentence. The optimal partitioning maxi-
mizes the pairwise similarity of the facts in each
subset, subject to constraints that limit the number
of subsets and the number of facts in each sub-
set. A Maximum Entropy classifier predicts the
semantic similarity of each pair of facts, and an
ILP model is used to find the optimal partitioning.

Althaus et al. (2004) show that ordering a set of
sentences to maximize local coherence is equiva-
lent to the traveling salesman problem and, hence,
NP-complete. They also show an ILP formulation
of the problem, which can be solved efficiently in
practice using branch-and-cut with cutting planes.

Kuznetsova et al. (2012) use ILP to generate im-
age captions. They train classifiers to detect the
objects in each image. Having identified the ob-
jects of a given image, they retrieve phrases from
the captions of a corpus of images, focusing on
the captions of objects that are similar (color, tex-
ture, shape) to the ones in the given image. To
select which objects of the image to report and
in what order, Kuznetsova et al. maximize (via
ILP) the mean of the confidence scores of the ob-
ject detection classifiers and the sum of the co-
occurrence probabilities of the objects that will be
reported in adjacent positions in the caption. Hav-
ing decided which objects to report and their order,
Kuznetsova et al. use a second ILP model to decide
which phrases to use for each object and to order
the phrases. The second ILP model maximizes the
confidence of the phrase retrieval algorithm and
the local cohesion between subsequent phrases.

Joint optimization ILP models have also been
used in multi-document text summarization and
sentence compression (McDonald, 2007; Clarke
and Lapata, 2008; Berg-Kirkpatrick et al., 2011;
Galanis et al., 2012; Woodsend and Lapata, 2012),
where the input is text, not formal knowledge rep-
resetations. Statistical methods to jointly perform
content selection, lexicalization, and surface real-
ization have also been proposed in NLG (Liang et
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al., 2009; Konstas and Lapata, 2012a; Konstas and
Lapata, 2012b), but they are currently limited to
generating single sentences from flat records, as
opposed to ontologies. Our method is the first one
to consider content selection, lexicalization, and
sentence aggregation as an ILP joint optimization
problem in the context of multi-sentence concept-
to-text generation.

3 Our ILP model of NLG

Let F = {f1, . . . , fn} be the set of all the facts fi

(OWL axioms) about the individual or class to be
described. OWL axioms can be represented as sets
of RDF triples of the form 〈S,R,O〉, where S is an
individual or class, O is another individual, class,
or datatype value, and R is a relation (property)
that connects S to O.1 Hence, we can assume that
each fact fi is a triple 〈Si, Ri, Oi〉.2

For each fact fi, a set Pi = {pi1, pi2, . . . }
of alternative sentence plans is available. Each
sentence plan pik specifies how to express fi =
〈Si, Ri, Oi〉 as an alternative single sentence. In
our work, a sentence plan is a sequence of slots,
along with instructions specifying how to fill the
slots in; and each sentence plan is associated
with the relations it can express. For example,
〈exhibit12,foundIn,athens〉 could be ex-
pressed using a sentence plan like “[ref (S)]
[findpast] [in] [ref (O)]”, where square brackets
denote slots, ref (S) and ref (O) are instructions
requiring referring expressions for S and O in
the corresponding slots, and “findpast” requires the
simple past form of “find”. In our example, the
sentence plan would lead to a sentence like “Ex-
hibit 12 was found in Athens”. We call elements
the slots with their instructions, but with “S”
and “O” accompanied by the individuals, classes,
or datatype values they refer to; in our exam-
ple, the elements are “[ref (S: exhibit12)]”,
“[findpast]”, “[in]”, “[ref (O: athens)]”.

Different sentence plans may lead to more or
fewer aggregation opportunities; e.g., sentences
with the same verb are easier to aggregate. We
use aggregation rules similar to those of Dalianis
(1999), which operate on sentence plans and usu-
ally lead to shorter texts, as in the example below.

Bancroft Chardonnay is a kind of Chardonnay. It is

1See www.w3.org/TR/owl2-mapping-to-rdf/.
2We actually convert the RDF triples to simpler message

triples, so that each message triple can be easily expressed by
a simple sentence, but we do not discuss this conversion here.

made in Bancroft. ⇒ Bancroft Chardonnay is a kind

of Chardonnay made in Bancroft.

Let s1, . . . , sm be disjoint subsets of F , each
containing 0 to n facts, with m < n. A single
sentence is generated for each subset sj by aggre-
gating the sentences (more precisely, the sentence
plans) expressing the facts of sj .3 An empty sj

generates no sentence, i.e., the resulting text can
be at most m sentences long. Let us also define:

ai =

{
1, if fact fi is selected
0, otherwise (1)

likj =

 1, if sentence plan pik is used to express
fact fi, and fi is in subset sj

0, otherwise
(2)

btj =

{
1, if element et is used in subset sj

0, otherwise (3)

and let B be the set of all the distinct elements (no
duplicates) from all the available sentence plans
that can express the facts of F . The length of an
aggregated sentence resulting from a subset sj can
be roughly estimated by counting the distinct el-
ements of the sentence plans that have been cho-
sen to express the facts of sj ; elements that occur
more than once in the chosen sentence plans of sj

are counted only once, because they will probably
be expressed only once, due to aggregation.

Our objective function (4) maximizes the to-
tal importance of the selected facts (or simply the
number of selected facts, if all facts are equally
important), and minimizes the number of distinct
elements in each subset sj , i.e., the approximate
length of the corresponding aggregated sentence;
an alternative explanation is that by minimizing
the number of distinct elements in each sj , we fa-
vor subsets that aggregate well. By a and b we
jointly denote all the ai and btj variables. The
two parts of the objective function are normalized
to [0, 1] by dividing by the total number of avail-
able facts |F | and the number of subsets m times
the total number of distinct elements |B|. We as-
sume that the importance scores imp(fi) are pro-
vided by a separate component (Barzilay and La-
pata, 2005; Demir et al., 2010) and range in [0, 1].
The parameters λ1, λ2 are used to tune the prior-
ity given to expressing many important facts vs.

3All the sentences of every possible subset sj can be ag-
gregated, because all the sentences share the same subject,
the class or individual being described. If multiple aggrega-
tion rules apply, we use the one that leads to a shorter text.
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generating shorter texts; we set λ1 + λ2 = 1.

max
a,b

λ1 ·
|F |∑
i=1

ai · imp(fi)

|F | − λ2 ·
m∑

j=1

|B|∑
t=1

btj
m · |B| (4)

subject to:

ai =

m∑
j=1

|Pi|∑
k=1

likj , for i = 1, . . . , n (5)

∑
et∈Bik

btj ≥ |Bik| · likj , for
i = 1, . . . , n
j = 1, . . . ,m
k = 1, . . . , |Pi|

(6)

∑
pik∈P (et)

likj ≥ btj , for t = 1, . . . , |B|
j = 1, . . . ,m

(7)

|B|∑
t=1

btj ≤ Bmax, for j = 1, . . . ,m (8)

|Pi|∑
k=1

likj +

|Pi′ |∑
k′=1

li′k′j ≤ 1, for
j = 1, . . . ,m, i = 2, . . . , n
i′ = 1, . . . , n− 1; i 6= i′

section(fi) 6= section(f ′i)
(9)

Constraint 5 ensures that for each selected fact,
only one sentence plan in only one subset is se-
lected; if a fact is not selected, no sentence plan
for the fact is selected either. |σ| denotes the car-
dinality of a set σ. In constraint 6, Bik is the set of
distinct elements et of the sentence plan pik. This
constraint ensures that if pik is selected in a subset
sj , then all the elements of pik are also present in
sj . If pik is not selected in sj , then some of its el-
ements may still be present in sj , if they appear in
another selected sentence plan of sj .

In constraint 7, P (et) is the set of sentence plans
that contain element et. If et is used in a subset sj ,
then at least one of the sentence plans of P (et)
must also be selected in sj . If et is not used in sj ,
then no sentence plan of P (et) may be selected in
sj . Lastly, constraint 8 limits the number of ele-
ments that a subset sj can contain to a maximum
allowed number Bmax, in effect limiting the max-
imum length of an aggregated sentence.

We assume that each relation R has been man-
ually mapped to a single topical section; e.g., re-
lations expressing the color, body, and flavor of
a wine may be grouped in one section, and rela-
tions about the wine’s producer in another. The
section of a fact fi = 〈Si, Ri, Oi〉 is the section
of its relation Ri. Constraint 9 ensures that facts
from different sections will not be placed in the
same subset sj , to avoid unnatural aggregations.

4 Experiments

We used NaturalOWL (Galanis and Androutsopou-
los, 2007; Galanis et al., 2009; Androutsopou-
los et al., 2013), an NLG system for OWL on-
tologies that relies on a pipeline of content selec-
tion, text planning, lexicalization, aggregation, re-
ferring expression generation, and surface realiza-
tion components.4 We modified the content selec-
tion, lexicalization, and aggregation components
to use our ILP model, maintaining the aggrega-
tion rules of the original system. For referring ex-
pressions and surface realization, the new system,
called ILPNLG, invokes the corresponding compo-
nents of the original system. We use branch-and-
cut to solve the ILP problems.5

The original system, hereafter called PIPELINE,
assumes that each relation has been mapped to a
topical section, as in ILPNLG. It also assumes that
a manually specified order of the sections and the
relations of each section is available, which is used
by the text planner to order the selected facts (by
their relations). The subsequent components of the
pipeline are not allowed to change the order of the
facts, and aggregation operates only on sentence
plans of adjacent facts from the same section. In
ILPNLG, the manually specified order of sections
and relations is used to order the sentences of each
subset sj (before aggregating them), the aggre-
gated sentences in each section (each aggregated
sentence inherits the minimum order of its con-
stituents), and the sections (with their sentences).

4.1 Experiments with the Wine Ontology

In a first set of experiments, we used the Wine On-
tology, which had also been used in previous ex-
periments with PIPELINE (Androutsopoulos et al.,
2013). The ontology contains 63 wine classes, 52
wine individuals, a total of 238 classes and indi-
viduals (including wineries, regions, etc.), and 14
properties.6 We kept the 2 topical sections, the
ordering of sections and relations, and the sen-
tence plans of the previous experiments, but we
added more sentence plans to ensure that 3 sen-
tence plans were available per relation. We gen-
erated English texts for the 52 wine individuals

4All the software and data that we used will be
freely available from http://nlp.cs.aueb.gr/
software.html. We use version 2 of NaturalOWL.

5We use the branch-and-cut implementation of GLPK with
mixed integer rounding, mixed cover, and clique cuts; see
sourceforge.net/projects/winglpk/.

6See www.w3.org/TR/owl-guide/wine.rdf.
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of the ontology; we did not experiment with texts
describing classes, because we could not think of
multiple alternative sentence plans for many of
their axioms. For each wine individual, there were
5 facts on average and a maximum of 6 facts. We
set the importance scores imp(fi) of all the facts
fi to 1, to make the decisions of PIPELINE and
ILPNLG easier to understand; both systems use the
same importance scores. PIPELINE does not pro-
vide any mechanism to estimate the importance
scores, assuming that they are provided manually.

PIPELINE has a parameter M specifying the
maximum number of facts it is allowed to report
per text. When M is smaller than the number of
available facts (|F |) and all the facts are treated
as equally important, as in our experiments, it se-
lects randomly M of the available facts. We re-
peated the generation of PIPELINE’s texts for the
52 individuals for M = 2, 3, 4, 5, 6. For each M ,
the texts of PIPELINE for the 52 individuals were
generated three times, each time using one of the
different alternative sentence plans of each rela-
tion. We also generated the texts using a variant of
PIPELINE, dubbed PIPELINESHORT, which always
selects the shortest (in elements) sentence plan
among the available ones. In all cases, PIPELINE

and PIPELINESHORT were allowed to form ag-
gregated sentences containing up to Bmax = 22
distinct elements, which was the number of dis-
tinct elements of the longest aggregated sentence
in the previous experiments (Androutsopoulos et
al., 2013), where PIPELINE was allowed to aggre-
gate up to 3 original sentences.7

With ILPNLG, we repeated the generation of the
texts of the 52 individuals using different values
of λ1 (λ2 = 1 − λ1), which led to texts express-
ing from zero to all of the available facts. We set
the maximum number of fact subsets to m = 3,
which was the maximum number of (aggregated)
sentences in the texts of PIPELINE and PIPELI-
NESHORT. Again, we set Bmax = 22.

We compared ILPNLG to PIPELINE and PIPELI-
NESHORT by measuring the average number of
facts they reported divided by the average text
length (in words). Figure 1 shows this ratio as a
function of the average number of reported facts,
along with 95% confidence intervals (of sample
means). PIPELINESHORT achieved better results
than PIPELINE, but the differences were small.

For λ1 < 0.2, ILPNLG produces empty texts,

7We modified the two pipeline systems to count elements.

Figure 1: Facts/words of Wine Ontology texts.

because it focuses on minimizing the number of
distinct elements of each text. For λ1 ≥ 0.225,
it performs better than the other systems. For
λ1 ≈ 0.3, it obtains the highest fact/words ratio
by selecting the facts and sentence plans that lead
to the most compressive aggregations. For greater
values of λ1, it selects additional facts whose sen-
tence plans do not aggregate that well, which is
why the ratio declines. For small numbers of facts,
the two pipeline systems select facts and sentence
plans that offer few aggregation opportunities; as
the number of selected facts increases, some more
aggregation opportunities arise, which is why the
facts/words ratio of the two systems improves. In
all the experiments, the ILP solver was very fast
(average: 0.08 sec, worst: 0.14 sec per text).

We show below texts produced by PIPELINE

(M = 4) and ILPNLG (λ1 = 0.3).

PIPELINE: This is a strong Sauternes. It is made from Semil-

lon grapes and it is produced by Chateau D’ychem.

ILPNLG: This is a strong Sauternes. It is made from Semillon

grapes by Chateau D’ychem.

PIPELINE: This is a full Riesling and it has moderate flavor.

It is produced by Volrad.

ILPNLG: This is a full sweet moderate Riesling.

In the first pair, PIPELINE uses different verbs for
the grapes and producer, whereas ILPNLG uses the
same verb, which leads to a more compressive ag-
gregation; both texts describe the same wine and
report 4 facts. In the second pair, ILPNLG has cho-
sen to express the sweetness instead of the pro-
ducer, and uses the same verb (“be”) for all the
facts, leading to a shorter sentence; again both
texts describe the same wine and report 4 facts.
In both examples, some facts are not aggregated
because they belong in different sections.

We also wanted to investigate the effect that the
higher facts/words ratio of ILPNLG has on the per-
ceived quality of the generated texts, compared
to the texts of the pipeline. We were concerned
that the more compressive aggregations of ILPNLG
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Criteria PIPELINESHORT ILPNLG

Sentence fluency 4.75 ± 0.21 4.85 ± 0.10
Text structure 4.94 ± 0.06 4.88 ± 0.14
Clarity 4.77 ± 0.18 4.75 ± 0.15
Overall 4.52 ± 0.20 4.60 ± 0.18

Table 1: Human scores for Wine Ontology texts.

might lead to sentences that sound less fluent or
unnatural, though aggregation often helps produce
more natural texts. We were also concerned that
the more compact texts of ILPNLG might be per-
ceived as being more difficult to understand (less
clear) or less well-structured. To investigate these
issues, we showed the 52 × 2 = 104 texts of
PIPELINESHORT (M = 4) and ILPNLG (λ1 = 0.3)
to 6 computer science students not involved in the
work of this article; they were all fluent, though
not native, English speakers. Each one of the 104
texts was given to exactly one student. Each stu-
dent was given approximately 9 randomly selected
texts of each system. The OWL statements that the
texts were generated from were not shown, and the
students did not know which system had generated
each text. Each student was shown all of his/her
texts in random order, regardless of the system that
generated them. The students were asked to score
each text by stating how strongly they agreed or
disagreed with statements S1–S3 below. A scale
from 1 to 5 was used (1: strong disagreement, 3:
ambivalent, 5: strong agreement).

(S1) Sentence fluency: The sentences of the text are fluent,
i.e., each sentence on its own is grammatical and sounds nat-
ural. When two or more smaller sentences are combined to
form a single, longer sentence, the resulting longer sentence
is also grammatical and sounds natural.

(S2) Text structure: The order of the sentences is appro-
priate. The text presents information by moving reasonably
from one topic to another.

(S3) Clarity: The text is easy to understand, provided that

the reader is familiar with basic wine terms.

The students were also asked to provide an over-
all score (1–5) per text. We did not score referring
expressions, since both systems use the same com-
ponent to generate them.

Table 1 shows the average scores of the two
systems with 95% confidence intervals (of sam-
ple means). For each criterion, the best score is
shown in bold. The sentence fluency and over-
all scores of ILPNLG are slightly higher than those
of PIPELINESHORT, whereas PIPELINESHORT ob-
tained a slightly higher score for text structure and
clarity. The differences, however, are very small,
especially in clarity, and there is no statistically
significant difference between the two systems in

any of the criteria.8 Hence, there was no evidence
in these experiments that the highest facts/words
ratio of ILPNLG comes at the expense of lower per-
ceived text quality. We investigated these issues
further in a second set of experiments, discussed
next, where the generated texts were longer.

4.2 Consumer Electronics experiments

In the second set of experiments, we used the
Consumer Electronics Ontology, which had also
been used in previous work with PIPELINE. The
ontology comprises 54 classes and 441 individ-
uals (e.g., printer types, paper sizes), but no in-
formation about particular products.9 In previ-
ous work, 30 individuals (10 digital cameras, 10
camcorders, 10 printers) were added to the ontol-
ogy; they were randomly selected from a publicly
available dataset of 286 digital cameras, 613 cam-
corders, and 58 printers, whose instances comply
with the Consumer Electronics Ontology.10 We
kept the 6 topical sections, the ordering of sec-
tions and relations, and the sentence plans of the
previous work, but we added more sentence plans
to ensure that 3 sentence plans were available for
almost every relation; for some relations we could
not think of enough sentence plans. Again, we set
the importance scores of all the facts to 1.

We generated texts with PIPELINE and PIPELI-
NESHORT for the 30 individuals, for M =
3, 6, 9, . . . , 21. Again for each M , the texts of
PIPELINE were generated three times, each time
using one of the different alternative sentence
plans of each relation. PIPELINE and PIPELI-
NESHORT were allowed to form aggregated sen-
tences containing up to Bmax = 39 distinct ele-
ments, which was the number of distinct elements
of the longest aggregated sentence in the previous
work with this ontology, where PIPELINE was al-
lowed to aggregate up to 3 original sentences. We
also set Bmax = 39 in ILPNLG.

There are 14 facts (F ) on average and a max-
imum of 21 facts for each one of the 30 individ-
uals, compared to the 5 facts on average and the
maximum of 6 facts of the experiments with the
Wine Ontology. Hence, the texts of the Consumer

8The confidence intervals do not overlap, and we also per-
formed paired two-tailed t-tests (α = 0.05) to check for sta-
tistical significance. In previous work, where judges were
asked to score texts using the same criteria, inter-annotator
agreement was strong (sample Pearson correlation r ≥ 0.91).

9Ontology available from www.ebusiness-unibw.
org/ontologies/consumerelectronics/v1.

10See rdf4ecommerce.esolda.com/.
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Figure 2: Average solver times for ILPNLG for dif-
ferent maximum numbers of fact subsets (m).

Electronics Ontology are much longer, when they
report all the available facts. To generate texts for
the 30 individuals with ILPNLG, we would have
to set the maximum number of fact subsets to
m = 10, which was the maximum number of (ag-
gregated) sentences in the texts of PIPELINE and
PIPELINESHORT. The number of variables of our
ILP model, however, grows exponentially tom and
the number of available facts |F |. Figure 2 shows
the average time the ILP solver took for different
values ofm in the experiments with the Consumer
Electronics ontology; the results are also averaged
for λ1 = 0.4, 0.5, 0.6 (λ2 = 1 − λ1). For m = 4,
the solver took 1 minute and 47 seconds on av-
erage per text; recall that |F | is also much larger
now, compared to the experiments of the previous
section. Form = 5, the solver was so slow that we
aborted the experiment. Figure 3 shows the aver-
age solver time for different numbers of available
facts |F |, for m = 3; in this case, we modified
the set of available facts (F ) of every individual
to contain 3, 6, 9, 12, 15, 18, 21 facts; the results
are averaged for λ1 = 0.4, 0.5, 0.6. Although
the times of Fig. 3 also grow exponentially, they
remain under 4 seconds, showing that the main
problem for ILPNLG is m, the number of fact sub-
sets, which is also the maximum allowed number
of (aggregated) sentences of each text.

To be able to efficiently generate texts with
larger m values, we use a variant of ILPNLG,
called ILPNLGAPPROX, which considers each fact
subset separately. ILPNLGAPPROX starts with the
full set of available facts (F ) and uses our ILP

model (Section 3) with m = 1 to produce the first
(aggregated) sentence of the text. It then removes
the facts expressed by the first (aggregated) sen-
tence from F , and uses the ILP model, again with

Figure 3: Average solver times for ILPNLG for dif-
ferent numbers of available facts (|F |) andm = 3.

Figure 4: Avg. solver times for ILPNLGAPPROX

for different max. numbers of fact subsets (m).

m = 1, to produce the second (aggregated) sen-
tence etc. This process is repeated until we pro-
duce the maximum number of allowed aggregated
sentences, or until we run out of facts. ILPNLGAP-
PROX is an approximation of ILPNLG, in the sense
that it does not consider all the fact subsets jointly
and, hence, does not guarantee finding a globally
optimal solution for the entire text. Figures 4–5
show the average solver times of ILPNLGAPPROX

for different values of m and |F |; all the other set-
tings are as in Figures 2–3. The solver times of
ILPNLGAPPROX grow approximately linearly tom
and |F | and are under 0.3 seconds in all cases.

Figure 6 shows the average facts/words ratio of
ILPNLGAPPROX (m = 10), PIPELINE and PIPELI-
NESHORT, along with 95% confidence intervals
(of sample means), for the texts of the 30 individu-
als. Again, PIPELINESHORT achieves slightly bet-
ter results than PIPELINE, but the differences are
now smaller (cf. Fig. 1). ILPNLGAPPROX behaves
very similarly to ILPNLG in the Wine Ontology ex-
periments (cf. Fig. 1); for λ1 ≤ 0.35, it produces
empty texts, while for λ1 ≥ 0.4 it performs better
than the other systems. ILPNLGAPPROX obtains
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Figure 5: Avg. solver times for ILPNLGAPPROX

for different |F | values and m = 3.

Figure 6: Facts/words for Consumer Electronics.

the highest facts/words ratio for λ1 = 0.45, where
it selects the facts and sentence plans that lead to
the most compressive aggregations. For greater
values of λ1, it selects additional facts whose sen-
tence plans do not aggregate that well, which is
why the ratio declines. The two pipeline systems
select facts and sentence plans that offer very few
aggregation opportunities; as the number of se-
lected facts increases, some more aggregation op-
portunities arise, which is why the facts/words ra-
tio of the two systems improves slightly, though
the improvement is now hardly noticeable.

We show below two example texts produced by
PIPELINE (M = 6) and ILPNLGAPPROX (λ1 =
0.45). Both texts report 6 facts, but ILPNLGAP-
PROX has selected facts and sentence plans that
allow more compressive aggregations. Recall that
we treat all the facts as equally important.

PIPELINE: Sony DCR-TRV270 requires minimum illumina-

tion of 4.0 lux and its display is 2.5 in. It features a sports

scene mode, it includes a microphone and an IR remote con-

trol. Its weight is 780.0 grm.

ILPNLGAPPROX: Sony DCR-TRV270 has a microphone and

an IR remote control. It is 98.0 mm high, 85.0 mm wide,

151.0 mm deep and it weighs 780.0 grm.

We showed the 30 × 2 = 60 texts of PIPELI-
NESHORT (M = 6) and ILPNLGAPPROX (λ1 =

Criteria PIPELINESHORT ILPNLGAPPROX

Sentence fluency 4.50 ± 0.30 4.87 ± 0.12
Text structure 4.33 ± 0.36 4.73 ± 0.22
Clarity 4.53 ± 0.29 4.97 ± 0.06
Overall 4.10 ± 0.31 4.73 ± 0.16

Table 2: Human scores for Consumer Electronics.

0.45) to the same 6 students, as in Section 4.1.
Again, each text was given to exactly one student.
Each student was given approximately 5 randomly
selected texts of each system. The OWL statements
that the texts were generated from were not shown,
and the students did not know which system had
generated each text. Each student was shown all
of his/her texts in random order, regardless of the
system that generated them. The students were
asked to score each text by stating how strongly
they agreed or disagreed with statements S1–S3,
as in Section 4.1. They were also asked to provide
an overall score (1–5) per text.

Table 2 shows the average scores of the two
systems with 95% confidence intervals (of sam-
ple means). For each criterion, the best score is
shown in bold; the confidence interval of the best
score is also shown in bold, if it does not overlap
with the confidence interval of the other system.
Unlike the Wine Ontology experiments, the scores
of our ILP approach are now higher than those of
the pipeline in all of the criteria, and the differ-
ences are also larger, though the differences are
statistically significant only for clarity and over-
all quality.11 We attribute these differences to the
fact that the texts are now longer and the sentence
plans more varied, which often makes the texts of
the pipeline sound verbose and, hence, more diffi-
cult to follow, compared to the more compact texts
of ILPNLGAPPROX, which sound more concise.

Overall, the human scores of the experiments
with the two ontologies suggest that the higher
facts/words ratio of our ILP approach does not
come at the expense of lower perceived text qual-
ity. On the contrary, the texts of the ILP approach
may be perceived as clearer and overall better than
those of the pipeline, when the texts are longer.

5 Conclusions

We presented an ILP model of content selection,
lexicalization, and aggregation that jointly con-
siders the possible choices in the three stages, to

11When two confidence intervals do not overlap, the dif-
ference is statistically significant. When they overlap, the
difference may still be statistically significant; we performed
additional paired two-tailed t-tests (α = 0.05) in those cases.
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avoid greedy local decisions and produce more
compact texts. The model has been embedded in
NaturalOWL, a NLG system for OWL ontologies,
which used a pipeline architecture in its original
form. Experiments with two ontologies confirmed
that our approach leads to expressing more facts
per word, with no deterioration in the perceived
text quality; the ILP approach may actually lead to
texts perceived as clearer and overall better, com-
pared to the pipeline, when there are many facts
to express. We also presented an approximation
of our ILP model, which allows longer texts to
be generated efficiently. We plan to extend our
model to include text planning, referring expres-
sion generation, and mechanisms to obtain impor-
tance scores.
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Abstract

Planning-based approaches to reference
provide a uniform treatment of linguistic
decisions, from content selection to lexi-
cal choice. In this paper, we show how
the issues of lexical ambiguity, vague-
ness, unspecific descriptions, ellipsis, and
the interaction of subsective modifiers can
be expressed using a belief-state plan-
ner modified to support context-dependent
actions. Because the number of dis-
tinct denotations it searches grows doubly-
exponentially with the size of the refer-
ential domain, we present representational
and search strategies that make generation
and interpretation tractable.

1 Introduction

Planning-based approaches1 to reference are ap-
pealing because they package a broad range of
linguistic decisions into actions that can be used
for both generation and interpretation. In sec-
tion 2, we present linguistic issues and discuss
their implications for designing planning domains
and search algorithms. In section 3, we describe
AIGRE,2 our belief space planner, and explain
how it efficiently handles the issues from section
2. Lastly, we demonstrate AIGRE’s output for
a suite of generation and interpretation tasks, and
walk through a trace of an interpretation task.

1.1 The two linguistic reference tasks
A linguistic act of referring aims to communi-
cate the identity of an object, agent, event or col-
lection thereof to an audience. Depending on the

∗We thank Nicolas Bravo and Yin Fu Chen for their con-
tributions to AIGRE; the three anonymous reviewers for
their comments; and the sponsors of the MIT Media lab.

1Throughout this paper planning is framed as a heuristic
search problem.

2Automatic interpretation and generation of referring
expressions. In French, it means “sour”.

agent’s dialogue role, referring involves one of two
tasks. The speaker completes a referring expres-
sion generation (REG) task: given a context set
and a designated member of it called the target set,
he produces a referring expression that allows the
listener to isolate the target from the rest of the
elements in the context set, called the distractors
(Dale and Reiter, 1995). A listener completes a
referring expression interpretation (REI) task:
given a referring expression and an assumed con-
text set, her goal is to infer the targets that the
speaker intended.

1.2 Reference generation as planning

Many approaches to REG (see (Krahmer and van
Deemter, 2012) for an overview) have focused ex-
clusively on the sub-task of content determina-
tion: given context and target sets, they search for
content that distinguishes the targets from the dis-
tractors. This content is then passed to the next
module in an NLG pipeline (c.f. (Reiter, 1994)) to
ultimately become a noun phrase embedded in a
larger construct.

These “pipeline” architectures prevent infor-
mation from being shared between different lay-
ers of linguistic analysis, contrary to evidence
that the layers interact (Altmann and Steedman,
1988; Danlos and Namer, 1988; Stone and Web-
ber, 1998; Krahmer and Theune, 2002; Horacek,
2004). As an alternative, one can take an inte-
grated “lexicalized approach,” following (Stone et
al., 2003; Koller and Stone, 2007; Garoufi and
Koller, 2010; Koller et al., 2010), in which each
lexical unit’s syntactic, semantic, and pragmatic
contributions are represented as a lexical entry.

Lexicalized approaches presume that lexical en-
tries can be designed to contain all of the syn-
tactic and semantic ingredients required to syn-
thesize a phrase or sentence. As such, the REG
problem is reduced to choosing (i.e., content se-
lection and lexical choice) and serializing lexical
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units (putting them into a flat sequence), which
bears strong similarities to automated planning
(Ghallab et al., 2004). Automated planners try to
find plans (sequences of actions), given (1) a fixed
planning domain that describes how the relevant
aspects of the world are changed by actions, and
(2) a problem instance: a description of the initial
state and the desired goal states.

For planning-based approaches to reference, the
set of actions defined by the planning domain is
analogous to a lexicon: each action corresponds
to a lexical unit and is responsible for defining
its semantic effects, along with the local syntactic
and compositional constraints that are relevant to
the lexical unit (Appelt, 1985; Heeman and Hirst,
1995; Koller and Stone, 2007; Koller et al., 2010;
Garoufi and Koller, 2011).

1.3 Automated planning as heuristic search
When solving an instance of a planning prob-
lem, planners internally generate a directed graph
called a planning graph, where the nodes rep-
resent hypothetical states and the labeled edges
correspond to actions that represent valid transi-
tions between the states. A planning domain and
an initial state thus characterize an implicit graph
of all the possible states and transitions between
them, which is usually infeasible to enumerate. To
avoid constructing parts of the planning graph that
are irrelevant to particular problem, planning tasks
are often solved using heuristic search (Bonet and
Geffner, 2001), which is the same framework un-
derlying popular approaches to content selection
(Bohnet and Dale, 2005).3 Heuristic search is use-
ful for balancing costs (e.g. the cost of a given
word) against benefits (e.g. meeting the communi-
cation goals): lower-cost4 solutions are inherently
preferred. The effectiveness of heuristic search is
determined by the search algorithm and heuristic
function, which gives a numerical estimation of a
given state’s distance to a goal state, h(s)→ [0, 1],
that guides the search algorithm toward states that
have a lower estimated distance to a goal.

The automated planning community has devel-
oped domain-independent techniques for automat-
ically deriving a heuristic function from the struc-

3FULL BREVITY ALGORITHM is simply breadth-first
search; GREEDY ALGORITHM is best-first search; and the
INCREMENTAL ALGORITHM is a best-first where actions are
sorted by preferences (Bohnet and Dale, 2005)

4If a plan’s cost is just its length, heuristic search will
bake-in the brevity sub-maxim of Grice’s Cooperative Prin-
ciple (Dale and Reiter, 1995).

ture of a planning domain, provided it is encoded a
certain way. These approaches solve a simplified
version of the original planning problem, calcu-
late each generated state’s minimal distance to a
goal, and then use that distance as a lower-bound
estimate in the heuristic function for the original
problem (Bonet et al., 1997; Hoffmann, 2001).

(Koller and Petrick, 2011; Koller and Hoff-
mann, 2010) applied domain-independent plan-
ners toward REG, but found them “too slow to be
useful in real NLG applications.” It is important
to note, however, that their results were for a spe-
cific implementation of a planning domain and set
of heuristic search techniques, of which there are
many variations (Edelkamp and Schroedl, 2011).
For example, (Koller and Hoffmann, 2010) later
reported being able to speed a planner by making
its action proposal function more restrictive.

1.4 Interpretation as plan recognition

If generating a sentence can be modeled as a plan-
ning problem, then interpretation can be modeled
as plan recognition (Heeman and Hirst, 1995;
Geib and Steedman, 2006). Plan recognition can
be seen as an “inversion” the planning problem,
and solved using planning techniques (Baker et al.,
2007; Ramı́rez and Geffner, 2010): Given an ini-
tial state (context set), a sequence of partially ob-
served actions (words), what are the most likely
goals (interpretations)?

Moreover, addressing both generation and in-
terpretation in tandem places a strong constraint
on how the lexicon can be designed—an oth-
erwise underconstrained knowledge engineering
problem. Because the same planning domain (lex-
icon) is used for multiple problem instances, a rel-
evant evaluation of a planning-based approach is
its coverage of a range of various linguistic input
(for REI tasks) and output (for REG tasks). One
goal of this paper is to analyze several problematic
referring expressions and draw conclusions from
how they can be used to guide planning-based ap-
proaches to REG and REI.

2 Problems for Referring Expressions

In this section, we describe several linguistic is-
sues using example referring expressions that are
applied to two visual referential domains: KIN-
DLE (Figure 1) and CIRCLE (Figure 2).

Imagine you are a clerk selling the Amazon Kin-
dles in Figure 1. Three separate customers ask you

62



Figure 1: The KINDLE referential domain contain-
ing 5 items: k1, k2, k3, k4 and k5.

to pass them:

(R1) the big one

(R2) the inexpensive ones

(R3) a kindle touch

2.1 The problem of lexical ambiguity
The problem with the referring expression (R1)
is that it contains lexical ambiguity: did the
customer intend the sense big1, which modifies
the size attribute, or big2, which modifies the
hard drive.size attribute? Although one is much
more likely, they are both mutually exclusive pos-
sibilities Jthe big oneK = {k4} ⊕ {k5}.

What does this mean for planning-based ap-
proaches to REG and REI? For generation, it
means that some words can cause the listener to
draw multiple interpretations—but only in certain
contexts (which provides an example of how word
meanings draw from the context set). For interpre-
tation, this means that we need a way to represent
conflicting interpretations; and, if there are multi-
ple interpretations for a given observed plan, we
need a way to pick among the alternative interpre-
tations.

2.2 The problem of gradable adjectives
Referring expression (R2) does not contain lexical
ambiguity; however, it does suffer from vagueness
as a result of having a gradable adjective, “inex-
pensive,” in the positive form modifying a plural
noun, “ones.” Vagueness is problematic because
it can lead to different interpretations depending
on how the listener determines whether a refer-
ent is/a cluster of referents are INEXPENSIVE or
¬INEXPENSIVE (van Deemter, 2010). If we as-
sume vagueness comes down to the interpreter in-
ferring the speaker’s implicit standard—a specific
value of Price as a cut off, we can exhaust all
possibilities by considering all unique prices. At

one extreme, only the cheapest Kindle is inexpen-
sive, at the other extreme all of the Kindles are
inexpensive (i.e. the comparison class is a proper
superset of the KINDLE domain): (R2) has four
distinct denotations: Jthe inexpensive onesK =
{k1, k2} ⊕ {k1, k2, k3} ⊕ {k1, k2, k3, k5} ⊕
{k1, k2, k3, k5, k4}. Like ambiguity, the use of a
vague lexical unit can cause multiple distinct in-
terpretations, and these outcomes are a function of
the available options in the context set at the time
the lexical unit is used.

2.3 The problem of unspecific descriptions
Referring expression (R3) is problematic be-
cause there are two possible denotations
Ja kindle touchK = {k2} ∨ {k3}5 but in a
way that differs subtly from having two mutex
interpretations like in (R1). The indefinite article
“a” indicates that the speaker has not only
communicated a description that matches multiple
targets, but also the authority to choose on his
behalf. Either {k2} or {k3} is acceptable. For
planning-based approaches, this means that we
should be able to represent a choice between
multiple alternative targets in an interpretation,
and distinguish it from the mutex alternatives
created by vagueness and ambiguity.

2.4 The problem of word ordering
This and the next problem use this CIRCLE refer-
ence domain for their examples:

c1 c2 c3

Figure 2: The CIRCLE referential domain.

Given the visual scene above, how would you
interpret the following referring expressions?

(R4) the biggest green shape

(R5) the second biggest green circle

(R6) the biggest

(R7) the first one
5Our use of the disjunction operator here is non-standard,

but we are not familiar of alternative notation for this distinc-
tion.
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By incrementally evaluating each word in the
sequence (R4), at the second word we have (R6)
J“the biggest”K = {c3}. If every word’s meanings
were combined by intersecting their denotations,
adding the next word, J“green”K = {c1} ∨ {c2} ∨
{c1, c2}, would denote nothing: J“the biggest”K∩
J“green”K = ∅.

An incremental planning system should be able
to handle the non-monotonicity created by these
so-called subsective6 adjectives: (R4) should yield
an interpretation that is not included in (R6), even
though (R6) is a prefix of (R4). If the model of
REI aims to reflect human abilities, it should be
able to incrementally process the words and switch
between disjoint interpretations in real time, as the
psycholinguistic research suggests (Altmann and
Steedman, 1988; Tanenhaus, 2007).

Now, consider when multiple subsective adjec-
tives occur before a noun, as in (R5). Does “sec-
ond biggest”7 modify both J“green circle”K or just
J“circle”K? This depends on who is interpreting:
when we asked 108 self-reported native English
speakers on Mechanical Turk to interpret (R5)
“the second biggest green circle” the uncertainty
was high, but {c1} was favored over {c2} by 3:2
odds. An REI must decide whether it interprets on
behalf of an individual or population; and REG ap-
proaches may want to avoid such expressions that
can lead to conflicting interpretations.

The issues raised by subsective adjectives can
be seen as symptoms of a more general problem:
that of deciding how to combine the meanings of
individual lexical units. This is the responsibility
of a syntactic theory; its duty is to describe how the
combinatoric constraints on surface forms relates
to the “evaluation order” of their semantic parts.
For planning-based approaches, the syntactic the-
ory should be incremental, capable of producing
an interpretation at any stage of processing, and
invertible, capable of being used in generation and
interpretation.

2.5 The problem of ellipsis

(R6) is missing a noun, and in (R7), “the first
one,” the ordinal “first” appears without a grad-

6Characterizing adjectives set-theoretically, (Siegel,
1976; Partee, 1995) contrasted intersective and subsective
meanings. Unlike intersective adjectives, the subsective
adjectives cannot be defined independently of their nouns.

7The two words “second biggest” are treated as a sin-
gle modifier: just as adjectives can modify nouns, ordinals
like “second” modify superlatives like “biggest,” changing its
meaning so that it skips over the first biggest.

able adjective. We take these to be instances of
ellipsis: when the meaning of a word is present
but its surface form is omitted. In our view, these
expressions should be interpreted as:

(R6’) the biggest [oneNN ]

(R7’) the first [leftmostJJS] one

For planning-based approaches to REI, accom-
modating the phenomenon of ellipsis involves
inferring missing actions—interleaving the par-
tially8 observed actions of the speaker with abduc-
tively inferred actions of the listener (Hobbs et al.,
1993; Benotti, 2010). For a REG, this means that
the speaker can decide to elide some surface forms
under certain conditions—such as if the listener is
expected to infer it from context.

3 AIGRE: a belief-state planning
approach to REI and REG

We used these problematic referring expressions
to guide the design of our belief-state planner, AI-
GRE. Both REG and REI tasks begin with an ini-
tial belief state about a referential domain. In ad-
dition, the REI task is given a referring expression
as input, and the REG task is given a target set.

3.1 Representing states (interpretations) as
beliefs

We draw an analogy between the representation
for an interpretation in a reference task and the
concept of a belief state from artificial intelli-
gence. A belief state characterizes a state of
uncertainty about some lower layer, such as the
world or another belief state. The standard repre-
sentation of a belief state is the power set of the
states in the lower layer, b = P(W), containing
2|W| members, or more generally as a probability
distribution, b = p(W), representing degree of be-
lief.

Given a referential domain, R, REG systems
that can refer to sets (van Deemter, 2000; Stone,
2000; Horacek, 2004) explore a hypothesis space
containing 2|R|−1 denotations, which is represen-
tationally equivalent to a belief state about the hy-
pothesis space of only singleton referents. In our

8The actions are not fully observed because of ellipsis
and, as we have seen with vagueness and ambiguity, different
senses of a word can produce the same surface form of the
lexical unit.
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case, we want to be able to represent multiple in-
terpretations about sets (due to unspecific descrip-
tions, vagueness and ambiguity) so our hypothesis
space contains 22|R|−1 − 1 interpretations. This
state-space grows large quick: for the CIRCLE do-
main, where |R| = 3, there are 127 denotations;
while for KINDLE, where |R| = 5, there are over
two billion.

Fortunately, there are ways to avoid this double-
exponent. First, a belief state uses lazy evalua-
tion to generate its contents: the members of the
power set of the referential domain that are consis-
tent with its intensional description and arity con-
straints (more details in section 3.1.1).

Second, the base exponent is avoided altogether,
as we derive it by aggregating states from the plan-
ning graph. The initial belief state, one of com-
plete uncertainty, implicitly represents 2|R| − 1
possible target sets: it is the branching of non-
deterministic actions that gives rise to the first ex-
ponent (due to lexical ambiguity and vagueness;
see 3.2). This gives a clear way to distinguish
unspecific interpretations (when the listener has a
choice over multiple targets) from the other mu-
tually exclusive targets (choices that were artifacts
of the interpretation process): If two candidate tar-
get sets belong to the same belief state, then they
are the result of unspecificity; whereas, if they are
in different belief states, then they are mutually
exclusive. For example, a REI procedure may pro-
duce two belief states as results: bx = {t1}∨{t2}∨
{t3} and by = {t1, t2, t3}. From this, we conclude
its denotation is: ({t1}∨{t2}∨{t3})⊕{t1, t2, t3}.

In the field of automated planning, belief-
state planning using heuristic search (Bonet and
Geffner, 2000; Hoffmann and Brafman, 2005) has
been used to relax some assumptions of classical
planning, such as the requirement that the problem
instance contains a single (known) initial state,
and that each action in the planning domain only
changes the state in a single (deterministic) way.
Belief state planners allow one action to have mul-
tiple effects, and instead of finding linear plans,
they output plan trees that describe which action
the agent should take contingent upon each ac-
tion’s possible outcomes.

Furthermore, because a belief state represents
an interpretation, we can stop and inspect the
search procedure at any point and we will have a
complete interpretation; thus, achieving the incre-
mental property we desired.

3.1.1 Belief state implementation details
The key responsibilities of a belief state are to rep-
resent and detect equivalent or inconsistent infor-
mation at the intensional level. Its function is to
aggregate all actions’ informational content and
detect whether a partial information update is in-
consistent or would cause the interpretation to be
invalid (i.e., have no members). In AIGRE, be-
lief states are represented as a collection of ob-
jects, called cells,9 which hold partial informa-
tion and manage the consistency of information
updates. AIGRE’s belief states contain the fol-
lowing components:

• target an attribute-value matrix describing properties
that a referent in the domain must entail to be consid-
ered consistent with the belief state.

• distractor an attribute-value matrix describing proper-
ties that a referent in the domain must not entail to be
considered consistent with the belief state. This allows
AIGRE to represent negative assertions, such as “the
not big one” or “all but the left one.”

• target arity an interval (initially [0,∞)) representing
the valid sizes of a target set.

• contrast arity an interval (initially [0,∞)) represent-
ing the valid sizes of the difference in the sizes of a
target set and the set containing all consistent referents.

• part of speech a symbol (initially S) representing the
previous action’s part of speech.

• deferred effects a list (initially empty) that holds ef-
fect functions and the trigger part of speech symbol
that indicates when the function will be executed on the
belief state.

A belief state does not have to store all 2|R| − 1
target sets; it can lazily produce its full denota-
tion only when needed. It does this by generating
the power set of all elements in the referential do-
main that entail the target description, do not en-
tail the distractor, and are consistent with two ar-
ity constraints: The target arity property requires
the target set’s size to be within its interval, and
it is used to model number agreement and cardinal
modifiers. The contrast arity requires that the dif-
ference between a given target set and the largest
target set in the belief state (the number of con-
sistent referents) is a size within its interval, and
is used to model the semantics of determiners and
qualifiers.

Actions operate on AIGRE’s belief states, yet
the belief state influences much of the behavior of

9The idea behind cells comes from the propagator
framework of (Radul and Sussman, 2009) and our Python
library is available from http://eventteam.github.io/
beliefs/
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the action’s effects. As we will see in the next sec-
tion, the contents of a belief state determine the
number of effects an action will yield, the specific
values within the effect’s belief (using late bind-
ing), and whether or not the update is valid.

3.2 Representing context-dependent actions
AIGRE’s lexicon is comprised of lexical units—
actions that can change belief states. Each ac-
tion/word is an instantiation of an action class and
has (1) a syntactic category (part of speech), (2) a
lexical unit, (3) a specific semantic contribution—
determined in part by its syntactic category, (4)
a fixed lexical cost, and (5) a computed effect
cost. Actions are defined by instantiating class in-
stances, for example:

GradableAdj(’big’, attr=’size’)

CrispAdj(’big’, attr=’size’, val=[5,∞))

When instantiating an action, the first argument is
its lexeme in its root form; the class’ initializa-
tion method uses the root lexeme to also instan-
tiate variant actions for each derivative lexical unit
(e.g. plural, comparative, superlative, etc).

3.2.1 Actions yield effect functions, not states
Actions in AIGRE receive a belief state as input
and lazily generate 0 or more effect functions as
output, depending on the contents of the belief
state. Unlike conventional planners, actions pro-
duce effect functions rather than successor states
because (1) it allows us to defer the execution of
an effect, as we describe in 3.2.3, (2) generat-
ing effect functions is fast; copying belief states
is slow, and (3) actions can annotate the yielded
effect functions with an estimated cost, giving the
search process an additional degree of control over
what successor state is created next. We view an
action that does not yield any effects to be analo-
gous to a traditional planning domain’s action that
does not having its preconditions satisfied; unlike
traditional domains, an action’s behavior is opaque
until it is explicitly applied to a belief state.

3.2.2 Ambiguity and vagueness using
non-deterministic actions

Gradable adjectives yield an effect for each same-
named attribute10 (lexical ambiguity) for each
value (vagueness) in the parent belief state’s con-
sistent referents. For example, given the ac-
tion BIGJJ applied to an initial belief state about
the KINDLE referential domain, b0, the action

10Ordered by breadth-first traversal of targets’ properties.

yields a separate effect for each unique value of
each unique attribute-path that terminates with
size for all consistent referents. In this case,
the referents have two size properties, size and
hard drive.size, each with 3 distinct values, so
the BIGJJ action applied to b0 yields 6 effects in
total: BIG(b0) → e0, e1 . . . e6. When executed on
a belief state, e0 would add the nested property
size to its target property (if it doesn’t already
exist) and then attempt to merge it with an interval
beginning at the largest size value11 of a referent
consistent with b0: [7,∞).

Effects for vague and ambiguous actions prolif-
erate: if the adjective BIG has s senses, and there
are r referents compatible with the belief state,
then it can yield as many as s× r effect functions.
In section 3.3.1, we will show how the search al-
gorithm can mitigate this complexity by conserva-
tively generating effects.

3.2.3 Effects can be deferred until a trigger
We view subsective adjectives (see 2.4) as having
their context-specific meaning evaluated within
the scope of the noun’s meaning (i.e., after eval-
uating the noun). To achieve this without chang-
ing the words’ surface orderings, each adjective’s
effects are deferred until a syntactic trigger: when
the belief state’s part of speech indicates it has
reached a noun state. Deferred effect functions
are stored in the belief state’s deferred effects
queue along with a trigger. This solution makes
the search harder: deferred actions have no imme-
diate effect on the belief state, and so (in the eyes
of the search algorithm) they do not move the be-
lief toward the search goal.

3.3 Controlling search through belief states
A heuristic search planner must specify how to de-
termine which state to expand next, and how to de-
termine when a search process has succeeded, i.e.,
a goal test function. AIGRE approaches the first
issue in a variety of ways: by (a) using a heuristic
function to rank the candidate nodes so that the
most promising nodes are expanded first (b) using
an action proposal function to restrict the actions
used to expand the current node (c) using a greedy
search algorithm that does not generate all suc-
cessor nodes.

Note that although both REG and REI tasks in-
volve choosing belief-changing actions that map

11Gradable (vague) values are represented with intervals,
where one extreme is the standard.
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an initial belief state onto a target belief state, the
two search processes are subject to very different
constraints. With generation, the desired seman-
tic content is fixed and the linguistic choices are
open; while for interpretation, the linguistic con-
tents are relatively fixed and the semantic possi-
bilities are open. We use these differences to cre-
ate task-specific heuristics, action proposal mech-
anisms, and goal-test functions; and find that the
interpretation task tends to search a much smaller
space than that of generation.

3.3.1 Heuristic functions
For REI, the action proposal function is so restric-
tive that we can generate and test the entire search
space; therefore, no heuristic is necessary.

For REG, the heuristic function characterizes its
communicational objective: to describe the tar-
get(s) and none of the distractors. For this we
use the F1 score (F-measure) from information re-
trieval, because it rewards inclusion of targets (re-
call) and penalizes inclusion of distractors (preci-
sion). Given a belief state, s, and the intended tar-
get set, ṫ:

h(s) = max F1(ṫ, t) ∀ t ∈ s (1)

This heuristic iterates over each target set, t, in a
belief state to find the biggest set difference ac-
cording to the F1 score. By taking the worst pos-
sible score of any target, it always is greater than
or equal to the true distance.

3.3.2 Goal test functions
For REI, a goal state is one in which all obser-
vations have been accounted for, and the belief
state’s part of speech is a noun. For REG, a goal
state is one in which only the targets are described
(i.e. its heuristic, Equation 1, returns 0), and the
belief state’s part of speech is a noun.

Both goal test functions impose a syntactic con-
straint: the requirement that plans terminate in a
noun state. This all-or-nothing constraint, along
with the language model in the action proposal
function, forces the generated expressions to be
syntactically well-formed English expressions.

3.3.3 Action proposal functions
While expanding a search state, instead of gener-
ating effects for every action in the lexicon, the
action proposal restricts the set of actions that are
considered. It is passed the parent belief state,

whose part of speech property tells the syntac-
tic category of the last action that changed it. Ac-
tions are proposed only if they are consistent with
a language model that describes valid transitions
between syntactic categories. Our (limited) lan-
guage model is expressed in a regular language:
DT? CD? (ORD? JJS)* JJ* (NN|NNS)+.

For the problem of REI, we are licensed to make
the action proposal function even more restric-
tive. AIGRE restricts those whose lexical units
can produce the text that appears in the remaining
observation sequence.

In addition to enforcing syntactic constraints,
the action proposal function gives us a nice way to
handle omitted actions. During interpretation, AI-
GRE allows default actions, representing elided
words or conventional implictures, to be inferred
at a cost, but only under rare circumstances. A
designated subset of actions are marked as default
actions, indicating that they can be assumed even
though their lexical unit is not present. A default
action is only suggested if (1) none of the other ac-
tions have matched the remaining observed input
text and (2) its precondition is met.

For example, the language model forbids the
ORD→NN transition and the goal test function re-
quires that all noun phrases terminate with a
noun. Consequently, “the second” is interpreted
as “theDT secondORD [leftmostJJS] [oneNN ]”,
assuming the default actions LEFTMOSTJJS and
ONENN . For (R6), the requirement of ending with
a noun allows the subsective meaning of “biggest”
to be evaluated: its deferred effect is triggered af-
ter ONENN .

3.3.4 Search strategies
Because the action proposal function is so restric-
tive for REI, the entire search space can be ex-
plored usually under a second. For REG, expand-
ing the complete planning graph to a depth of 5
using ≈ 100 actions takes several minutes.

To complete the REG task efficiently, we have
experimented with search strategies and found op-
timal A* search to be too slow. Although they
give up guarantees of optimality and complete-
ness, hillclimbing-based approaches rescue the
REG task from having to expand every relevant ac-
tion’s effect by committing to the first effect whose
successor shows an improvement over the current
state. Because we do not want the same results
each time (non-deterministic output is character-
istic of human reference generation (van Deemter
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et al., 2011)), AIGRE randomly chooses effects
with a probability inversely proportional to the ac-
tion’s lexical cost, which is a kind of stochastic
hillclimbing. The results are promising: non-
deterministic outputs can be generated in usually
less than a second (see Figure 4).

4 AIGRE’s Output for REI and REG

In lieu of a formal evaluation, we have included
examples of AIGRE’s output for several tasks in-
volving the CIRCLE and KINDLE reference do-
mains: see Table 1 for output of the REG task;
and Figures 5 and 6 for outputs of REI tasks.

AIGRE’s word costs were derived from their
inverse token frequencies in the Open American
National Corpus (Ide and Macleod, 2001). They
are only a approximation and clearly do not accu-
rately quantify the costs of human linguistic de-
cisions. With this in mind, the referring expres-
sion’s denotations’ relative likelihoods, which are
derived from costs, should not be given much cre-
dence. Our point here is that this large hypothesis
space can be represented and searched efficiently.

0.0 0.5 1.0
Relative likelihood of denotation

a kindle touch

the inexpensive ones

the big one

Net Interpretations for KINDLE domain

{k2}
{k3}
{k4}
{k5}
{k1, k2}
{k1, k2, k3}
{k1, k2, k3, k5}
{k1, k2, k3, k4, k5}
∅

Figure 3: REI results for R1, R2 and R3 in the
KINDLE domain. Each color represents a different
target set, and more than one color in a bar indi-
cates the interpretation is uncertain.

5 An example trace of a REI task

The interpretation task begins with an initial state
containing the belief state b0 about the KINDLE

referring domain12 (figure 1) and the referring ex-
pression, “any two cheap ones.” The search pro-
cedure begins by selecting actions to transform b0

into successor states. The actions are sorted by
how much of the prefix of the observed text they

12To AIGRE, each Kindle is an attribute-values matrix
rather than a visual image.

0.0 0.5 1.0
Relative likelihood of denotation

the first one

the biggest

the second biggest green circle

the biggest green shape

Net Interpretations for CIRCLE domain

{c1}
{c2}
{c3}
∅

Figure 4: REI for R4-R7 in the CIRCLE domain.

match; and for “any two cheap ones,” the first ac-
tion is ANYDT and it transforms b0 into b1:

b0 =


TARGET ARITY [0,∞)

CONTRAST ARITY [0,∞)

TARGET []

DISTRACTOR []

PART OF SPEECH S

DEFERRED EFFECTS []


(Note: For lack of space, we just show the parts of the belief
state that change)

b1 =
[

CONTRAST ARITY [1,∞)

PART OF SPEECH DT

]

The contrast arity property allows AIGRE to
represent the notion of conveying a choice from
alternatives, as with the indefinite meanings of
“some” or “any,” as well as the fact that definite
descriptions take the maximal set.13

Applying the effect of the action, TWOCD, for
the word “two” transforms b1 into b2:

b2 =
[

TARGET ARITY [2, 2]

PART OF SPEECH CD

]

To be concrete, the initial belief state, b0,
models all 31 groupings of referents: b0 |=
{k1} , {k3, k5} . . . ; the belief state b1 contains 30
sets—all but the set containing all 5 kindles; and
b2 represents

(
5
2

)
= 10 alternative sets.

The action CHEAPJJ corresponding to the grad-
able adjective “cheap” is non-deterministic: it
yields a different effect for each distinct attributes’
values, starting with the lowest price, $79.00. This

13The power set of the belief state’s referents forms a lat-
tice under the subset operator, and for the definite article
“the” we only want the top row. We model its meaning with
a deferred effect that sets contrast arity to [0,0] after a noun.
The indefinite article “a” sets contrast arity to [1,∞) and
target arity to 1; “a” has the same meaning as “any one.”
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TARGET SECONDS REFERRING EXPRESSIONS (AND COSTS)
{c1} 0.66± 0.3 the small one (2.3), the left one (2.4), the smaller one (2.4), the smallest one (2.4), the leftmost one (2.4) . . .
{c2} 1.05± 0.5 the center one (2.4), the medium-sized one (2.4), the center circle (2.4), the green big one (3.4)
{c3} 1.63± 1.1 the blue one (2.3), the right one (2.3), the big one (2.3), the large one (2.4), the larger one (2.4). . .
{c1, c2} 0.37± 0.1 the green ones (2.3), the green circles (2.3), the 2 green ones (3.4), the small ones (3.4)
{c1, c3} 0.52± 0.1 the 2 not center ones (4.5), the 2 not center circles (4.5), the 2 not medium-sized ones (4.5)
{c2, c3} 0.41± 0.1 the right ones (3.4), the 2 right ones (4.4), the 2 right circles (4.4), the 2 big ones (4.5)
{c1, c2, c3} 0.19± 0.1 the ones (1.2), the circles (1.2), the 3 ones (2.3)
{k1} 3.24± 2.0 the left one (2.4), the light one (2.4), the small cheap one (3.5), the small cheapest one (3.5)
{k2} 0.94± 0.2 the left touch (3.4), the small center one (3.5), the small center touch (3.6), the small center cheap one (4.7)
{k3} 1.11± 1.0 the center one (2.4), the small heavy one (3.5), the small heavier one (3.5), the small heaviest touch (3.6) . . .
{k4} 0.20± 0.2 the kindle dx (1.2), the big one (2.3), the big kindle dx (2.4)
{k5} 0.19± 0.1 the kindle fire (1.2), the right one (2.3), the right kindle fire (2.4)

Table 1: AIGRE’s outputs for REG tasks (each repeated for 20 trials). If the output is bold, it means
that when we fed the referring expression back to AIGRE as a REI task, it was able to derive multiple
alternative interpretations and the referring expression is uncertain.
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Figure 5: The planning graph for interpreting, “any two cheap ones.” Search proceeds from the initial
state b0 rightward toward goal states (diamonds). The labeled edges represent the actions, and contain
the cumulative path costs. Only intermediate states that lead to a goal are shown—even though CHEAPJJ

initially had 5 successors, two were invalid belief states because they had 0 members.

effect adds a new attribute target.price to the be-
lief state and sets its value to be the open inter-
val (−∞, 79.00]. The action’s next effect creates
a separate belief state for the second lowest price
from the referents, $99.00, and so on, all the way
up to the most expensive price, $379.00.

b3 =
[

TARGET
[

PRICE (−∞, 79.00]
]]

b4 =
[

TARGET
[

PRICE (−∞, 99.00]
]]

b5 =
[

TARGET
[

PRICE (−∞, 149.00]
]]

. . .

The last word, “ones,” invokes an ac-
tion ONESNNS whose effect adds the tar-
get.type=entity property to the belief state and
then merges targetset arity with [2,∞) because
it is plural (though its value doesn’t change).

0.0 0.5 1.0
Relative p of denotation

ones

cheap

two

any

Incremental REI for ‘any two cheap ones’
Possible Targets

{k1, k2}
{k1, k3}
{k1, k4}
{k1, k5}
{k2, k3}
{k2, k4}
{k2, k5}
{k3, k4}
{k3, k5}
{k4, k5}

Figure 6: All denotation’s relative likelihoods.
Each row corresponds to a column of the planning
graph in Figure 5: the first row, “any,” is just node
b1 and the last row is the aggregate of the belief
states b8, b9 and b10—derived by summing all the
denotations’ inverted costs.
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Abstract
When they introduced the Graph-Based
Algorithm (GBA) for referring expression
generation, Krahmer et al. (2003) flaunted
the natural way in which it deals with re-
lations between objects; but this feature
has never been tested empirically. We fill
this gap in this paper, exploring referring
expression generation from the perspec-
tive of the GBA and focusing in particu-
lar on generating human-like expressions
in visual scenes with spatial relations. We
compare the original GBA against a variant
that we introduce to better reflect human
reference, and find that although the orig-
inal GBA performs reasonably well, our
new algorithm offers an even better match
to human data (77.91% Dice). Further, it
can be extended to capture speaker vari-
ation, reaching an 82.83% Dice overlap
with human-produced expressions.

1 Introduction

Ten years ago, Krahmer et al. (2003) published the
Graph-Based Algorithm (GBA) for referring ex-
pression generation (REG). REG has since become
one of the most researched areas within Natural
Language Generation, due in a large part to the
central role it plays in communication: referring
allows humans and language generation systems
alike to invoke the entities that the discourse is
about in the mind of a listener or reader.

Like most REG algorithms, the GBA is focussed
on the task of selecting the semantic content for a
referring expression, uniquely identifying a target
referent among all objects in its visual or linguistic
context. The framework used by the GBA is par-
ticularly attractive because it provides fine-grained

control for finding the ‘best’ referring expression,
encompassing several previous approaches. This
control is made possible by defining a desired
cost function over object properties to guide the
construction of the output expression and using a
search mechanism that does not stop at the first
solution found.

One characteristic of the GBA particularly em-
phasized by Krahmer et al. (2003), advancing
from research on algorithms such as the Incre-
mental Algorithm (Dale and Reiter, 1995) and the
Greedy Algorithm (Dale, 1989), was the treatment
of relations between entities. Relations such as on
top of or to the left of fall out naturally from the
graph-based representation of the domain, a facet
missing in earlier algorithms. We believe that this
makes the GBA particularly well-suited for gener-
ating language in spatial visual domains.

In the years since the inception of the GBA,
the REG community has become increasingly in-
terested in evaluating algorithms against human-
produced data in visual domains, aiming to mimic
human references to objects. This interest has
manifested most prominently in the 2007-2009
REG Challenges (Belz and Gatt, 2007; Gatt et al.,
2008; Gatt et al., 2009) based on the TUNA Cor-
pus (van Deemter et al., 2012). The GBA per-
formed among the best algorithms in all three of
these challenges. However, in particular its abil-
ity to analyze relational information could not be
assessed, because the TUNA Corpus does not con-
tain annotated relational descriptions.

We rectify this omission in the current work by
testing the GBA on the GRE3D3 Corpus, which
was designed to study the use of spatial rela-
tions in referring expressions (Viethen and Dale,
2008). We compare against a variant of the GBA
that we introduce to build longer referring expres-
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sions, following the observation that humans tend
to overspecify (i.e., not be maximally brief) in
their referring expressions (Sonnenschein, 1985;
Pechmann, 1989; Engelhardt et al., 2006; Arts et
al., 2011). For both algorithms, we experiment
with cost functions defined at different granular-
ities to produce the best match to human data. We
find that we can match human data better than
the original GBA with the variant that encourages
overspecification.

With this model, we aim to further ad-
vance towards human-like reference by develop-
ing a method to capture speaker-specific varia-
tion. Speaker variation cannot easily be modeled
by the classic input variables of REG algorithms,
but a number of authors have shown that system
output can be improved by using speaker identity
as an additional feature; this has often been ac-
companied by the observation that commonalities
can be found in the reference behaviour of differ-
ent speakers (Bohnet, 2008; Di Fabbrizio et al.,
2008a; Mitchell et al., 2011b), particularly for spa-
tial relations (Viethen and Dale, 2009). In the sec-
ond experiment reported in this paper, we combine
these insights by automatically clustering groups
of speakers with similar behaviour and then defin-
ing separate cost functions for each group to better
guide the algorithms.

Before we assess the ability of the GBA and our
variant to produce human-like referring expres-
sions containing relations (Sections 5 and 6), we
will give an overview of the relevant background
to the treatment of relations in REG, a short history
of the GBA, and the relevance of individual vari-
ation (Section 2). We introduce our new variant
graph-based algorithm, LongestFirst, in Section 3.

2 Relations, Graphs and Individual
Variation

2.1 Relations in REG

In the knowledge representation underlying most
work in REG, each object in a scene is modeled as
a set of attribute-value pairs describing the object’s
properties, such as hsize, largei. Such a represen-
tation is used in the two of the classic algorithms,
the Greedy Algorithm (Dale, 1989) and the Incre-
mental Algorithm (IA) (Dale and Reiter, 1995).
Neither of these was originally intended to process
relations between objects.

Several attempts have been made to adapt the
traditional REG algorithms to include relations be-

tween objects in their output, but all of them suf-
fer from problems with the knowledge representa-
tion not being suited to relations. Dale and Had-
dock (1991) use a constraint network and a recur-
sive loop to extend the Greedy Algorithm, which
uses the discriminatory power of an attribute as
the main selection criterion. They treat relations
the same as other attributes; but in most cases a
certain spatial relation to a particular other ob-
ject is fully distinguishing, which easily leads to
strange chains of relations in the output omitting
most other attributes (Viethen and Dale, 2006).

Krahmer and Theune (2002) suggest a simi-
lar adjustment for the IA by introducing a re-
cursive loop if a relation to another object is in-
troduced to the referring expression under con-
struction. They treat relations as fundamentally
different from other attributes in order to recog-
nize when to enter the recursive loop, however,
they fail to address the problem of infinite regress,
whereby the objects in a domain might be de-
scribed in a circular manner by the relations hold-
ing between them. Another relational extension to
the IA has been proposed by Kelleher and Kruijff
(2006), treating relations as a completely different
class from other attributes. Both extensions of the
IA make the simplifying assumption that relations
should only be considered if it is not possible to
fully distinguish the target referent from the sur-
rounding objects in any other way, with the idea
that it takes less effort to consider and describe
only one object (Krahmer and Theune, 2002; Vie-
then and Dale, 2008).

2.2 A Short History of the GBA

A new approach to REG was proposed by Krah-
mer et al. (2003). In this approach, a scene is
represented as a labeled directed graph (see Fig-
ure 1(b)), and content selection is a subgraph con-
struction problem. Assuming a scene graph G =
hVG, EGi, where vertices VG represent objects and
edges EG represent the properties and relations of
these objects with associated costs, their algorithm
returns the cheapest distinguishing subgraph that
uniquely refers to the target object v 2 VG. Re-
lations between objects (i.e., edges between dif-
ferent vertices) are a natural part of this repre-
sentation, without requiring special computational
mechanisms. In addition to cost functions, the
GBA requires a preference ordering (PO) over the
edges to arbitrate between equally cheap descrip-
tions (Viethen et al., 2008).
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(a) Scene 7 from the GRE3D3 Corpus.
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(b) A graph representing the scene to the left.

Figure 1: An example scene from the GRE3D3 Corpus and the corresponding domain graph.

As the cost functions and preference orders are
specified over edges (i.e., properties), they allow
much more fine-grained control over which prop-
erties to generate for a target referent than the
attribute-based preference orders employed by the
IA and its descendants. The cost functions can be
used to give preference to a commonly used size
value, such as large, over a rarely used color value,
such as mauve, although in general color is de-
scribed more often than size. This process is aided
by a branch-and-bound search that guarantees to
find the cheapest (i.e., ‘best’) referring expression.

Since its inception, the GBA has been shown to
be useful for several referential phenomena. Krah-
mer and van der Sluis (2003) combined verbal
descriptions with pointing gestures by modelling
each such gesture as additional looping edges on
all objects that it might be aimed at. While the au-
thors confirmed the ideas implemented in the al-
gorithm in psycholinguistic studies (van der Sluis,
2005), they never assessed its output in an actual
domain.

van Deemter and Krahmer (2007) demonstrated
how the GBA could be used to generate reference
to sets as well as to negated and gradable prop-
erties by representing implicit information as ex-
plicit edges in domain graphs. They also presented
a simple way to account for discourse salience
based on restricting the distractor set. Its ability
to cover such a breadth of referential phenomena
makes the GBA a reasonably robust algorithm for
further exploring the generation of human-like ref-
erence.

The GBA was systematically tested against
human-produced referring expressions for the first
time in the ASGRE Challenge 2007 (Belz and
Gatt, 2007). This entry is described in detail in
(Viethen et al., 2008) and was very successful as

well in the following 2008 and 2009 REG Chal-
lenges (Gatt et al., 2008; Gatt et al., 2009) with
a free-naı̈ve cost function. This cost function as-
signs 0 cost to the most common attributes, 2 to
the rarest, and 1 to all others. By making the most
common attributes free, it became possible to in-
clude these attributes redundantly in a referring
expression, even if they were not strictly neces-
sary for identifying the target. The cost functions
used in the challenges were attribute-based, and
did therefore not make use of the refined control
capabilities of the GBA.

Theune et al. (2011) used k-means clustering
on the property frequencies in order to provide
a more systematic method to transfer the FREE-
NAÏVE cost function to new domains. They found
that using only two clusters (a high frequency and
a low frequency group with associated costs of 0
and 1) achieves the best results, with no significant
differences to the FREE-NAÏVE cost function on
the TUNA Corpus. Subsequently they showed that
on this corpus, a training set of only 20 descrip-
tions suffices to determine a 2-means cost function
that performs as well as one based on 165 descrip-
tions. In (Koolen et al., 2012), the same authors
extended these experiments to a Dutch version of
the TUNA Corpus (Koolen and Krahmer, 2010)
and came to a similar conclusion. Neither of the
corpora used in these experiments included rela-
tions between objects.

2.3 Individual Variation in REG

A number of authors have argued that to be able to
produce human-like referring expressions, an al-
gorithm must account for speaker variation: Dif-
ferent speakers will refer to the same object in
different ways, and modeling this variation can
bring us closer to generating the rich variety of ex-
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pressions that people produce. Several approaches
have been made in this direction.

Although this was not explicitly discussed in
(Jordan and Walker, 2005), the machine-learned
models presented there performed significantly
better at replicating human-produced referring
expressions when a feature set was used that
included information about the identity of the
speaker. In (Viethen and Dale, 2010), the impact
of speaker identity as a machine-learning feature
is more systematically tested. They show that ex-
act knowledge about which speaker produced a
referring expression boosts performance, but also
find many commonalities between different speak-
ers’ strategies for content selection. Mitchell et
al. (2011b) used participant identity in a machine
learner to successfully predict the kind of size
modifier to be used in a referring expression. Ad-
ditionally, various submissions to the REG chal-
lenges, particularly by Bohnet and Fabbrizio et al.
(Bohnet, 2008; Bohnet, 2009; Di Fabbrizio et al.,
2008a; Di Fabbrizio et al., 2008b) used speaker-
specific POs to increase performance in their adap-
tations of the IA.

All of these systems used the exact speaker
identity as input, although many of the authors
noted that groups of speakers behave similarly
(Viethen and Dale, 2010; Mitchell et al., 2011b).
We build off of this idea by clustering similar
speakers together before learning parameters, and
then generate for speaker-specific clusters. This
method results in a significant improvement in per-
formance.

3 LongestFirst: a New Search Strategy

The GBA guarantees to return the cheapest pos-
sible subgraph that fully distinguishes the target.
However, many distinguishing subgraphs can have
the same cost, for example, if a target can be iden-
tified either by its color or by its size, and color
and size have the same cost. Viethen et al. (2008)
discuss some examples in more detail.

In the case that more than one cheapest sub-
graph exists, the original GBA will generate the
first it encountered. Due to its branch-and-bound
search strategy, this is also the smallest subgraph,
corresponding to the shortest possible description
that can be found at the cheapest cost. Because
its pruning mechanism does not allow further ex-
pansion of a graph once it is distinguishing, the
number of attributes that the algorithm can include

redundantly is limited, in particular if relations
are involved. Attributes of visually salient nearby
landmark objects that are introduced to the refer-
ring subgraph by a relation are only considered af-
ter all other attributes of the target object. This is
the case even if these attributes are free and feature
early in the preference order.

The GBA is therefore not able to replicate many
overspecified descriptions that human speakers
may use: if a subgraph containing a relation is
already distinguishing before the attributes of a
landmark object are considered, the algorithm will
not include any information about the landmark.
Not only is it unlikely that a landmark object
should be included in a description without any
further information about it, it also seems intu-
itive that speakers with a preference for certain
attributes (such as color) would include these at-
tributes not only for the target referent, but for a
landmark object as well.

We solve this problem by amending the search
algorithm in a way that finds the longest of all
the cheapest subgraphs, and call the resulting al-
gorithm LongestFirst. This search strategy results
in a much larger number of subgraphs to check, in
particular, when used with cost functions that in-
volve a lot of free edges. In order to keep our sys-
tems tractable, we therefore limit the number of
attributes the LongestFirst algorithm can include
to four, based on the finding from (Mitchell et al.,
2011a) that people rarely include more than four
modifiers in a noun phrase. In Experiment 2 we
additionally test a setting in which the maximum
number of attributes is determined on the basis of
the average description length in the training data.

4 Implementation Note

The original implementation of the GBA did not
provide a method to specify the order in which
edges were tried, although the edge order deter-
mines the order in which distinguishing subgraphs
are found by the algorithm (Krahmer et al., 2003).
This was fixed in (Viethen et al., 2008) by adding
a PO as parameter to the GBA to arbitrate between
equally cheap solutions.

A further issue arose in this implementation
when tested on the GRE3D3 domain, because
there was no simple way to specify which object
each property belonged to; for the TUNA domain
where the GBA has traditionally been evaluated, it
is safe to always assume a property belongs to the
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target referent. We have therefore provided addi-
tional functionality to the GBA that requires that
not only hattribute, valuei pairs are specified, but
hentity1, attribute, value, entity2i tuples, which
can be translated directly into graph edges. For ex-
ample the tuple htg:relation:above:lmi represents
the edge labelled above between the yellow ball
and the red cube in Figure 1. For direct attributes,
such as size or color, entity1 and entity2 in these
tuples are identical, resulting in loop edges. This
Java implementation of the GBA and the Python
implementation of the LongestFirst algorithm are
available at www.m-mitchell.com/code.

5 Experiment 1: Relational Descriptions

In our first experiment, we evaluate how well the
GBA produces human-like reference in a corpus
that uses spatial relations. We compare against the
LongestFirst variant that encourages overspecifi-
cation.

5.1 Material

To evaluate the different systems, we use the
GRE3D3 Corpus. It consists of 630 distinguish-
ing descriptions for objects in simple 3D scenes.
Each of the 20 scenes contains three objects in
different spatial relations relative to one another
(see Figure 1). The target referent, marked by an
arrow, was always in a direct adjacency relation
(on � top � of or in � front � of) to one of the
other two objects, while the third object was al-
ways placed at a small distance to the left or right.
The objects are either spheres or cubes and differ
in size and color. In addition to these attributes, the
63 human participants who contributed to the cor-
pus used the objects’ location as well as the spatial
relation between the target referent and the closest
landmark object. Each participant described one
of two sets of 10 scenes. The scenes in the two sets
are not identical, but equivalent, so the sets can be
conflated for most analyses. Spatial relations were
used in 36.6% (232) of the descriptions, although
they were never necessary to distinguish the target
object. Further details about the corpus may be
found in (Viethen and Dale, 2008).

5.2 Approaches to Parameter Settings

As discussed above, the GBA behaves differently
depending on the PO and the cost functions over
its edges. To find the best match with human
data, we explore several different approaches to

setting these two parameters. An important dis-
tinction between the approaches we try hinges
on the difference between attributes and proper-
ties. Attributes correspond to, e.g., color, size, or
location, while properties are attribute-value pairs,
e.g., hcolor, redi, hsize, largei, hlocation, middlei.

Previous evaluations of the GBA typically used
parameter settings based on either attribute fre-
quency (Viethen et al., 2008) or property fre-
quency (Koolen et al., 2012). We compare both
methods for setting the parameters. Because the
scenes on which the corpus is based were not bal-
anced for the different attribute-values, the fre-
quency of a property is calculated as the pro-
portion of descriptions in which it was used for
those scenes where the target actually possessed
this property. For our evaluation, the trainable
costs and the POs are determined using cross-
validation (see Section 5.3). We use the following
approaches:

0-COST-PROP: All edges have 0 cost, and the
PO is based on property frequency. Each property
is included (regardless of how distinguishing it is)
until a distinguishing subgraph is found.

0-COST-ATT: As 0-COST-PROP, but the PO is
based on attribute frequency.

FREE-NAÏVE-PROP: Properties that occur in
more than 75% of descriptions where they could
be used cost 0, properties with a frequency below
20% cost 2, and all others cost 1 (Viethen et al.,
2008). The PO is based on property frequency.

FREE-NAÏVE-ATT: As FREE-NAÏVE-PROP:, but
costs and PO are based on attribute frequency.

K-PROP: Costs are assigned using k-means clus-
tering over property frequencies with k=2 (Theune
et al., 2011). The PO is based on property fre-
quency.

K-ATT: As K-PROP, but the k-means clustering
and the PO are based on attribute frequency.

5.3 Evaluation Setup
We evaluate the version of the GBA used by Vie-
then et al. (2008), with additional handling for
relations between entities (see Section 4). We
compare against our LongestFirst algorithm from
Section 3 on all approaches described in Sec-
tion 5.2. As baselines, we compare against the
Incremental Algorithm (Dale and Reiter, 1995)
and a simple informed approach that includes at-
tributes/properties seen in more than 50% of the
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training descriptions. We do not use the IA’s re-
lational extensions (Krahmer and Theune, 2002;
Kelleher and Kruijff, 2006), because these would
deliver the same relation-free output as the basic
IA (relations are never necessary for identifying
the target in GRE3D3). These two baselines are
tried with an attribute-based PO and a property-
based one. We do not expect a difference between
the attribute- and the property-based PO on the IA,
as this difference would only come to the fore in a
situation where a choice has to be made between
two values of the same attribute. In the IA’s anal-
ysis of the GRE3D3 domain, this can only happen
with relations, which it will not use in this domain.

We use Accuracy and Dice, the two most com-
mon metrics for human-likeness in REG (Gatt and
Belz, 2008; Gatt et al., 2009), to assess our sys-
tems. Accuracy reports the relative frequency with
which the generated attribute set and the human-
produced attribute set match exactly. Dice mea-
sures the overlap between the two attribute sets.
For details, see, for example, Krahmer and van
Deemter’s (2012) survey paper. We train and test
our systems using 10-fold cross-validation.

5.4 Results

The original version of the Graph-Based Algo-
rithm shows identical performance for all ap-
proaches (See Table 1). All use a preference order
starting with type, followed by color and size, and
a cost function that favors the same attributes. As
these attributes always suffice to distinguish the in-
tended referent, the algorithm stops before spatial
relations are considered. For the scene in Figure 1
it includes the minimal content htg:type:balli, but
for a number of scenes it overspecifies the descrip-
tion.

The LongestFirst/0-COST systems and the
LongestFirst/K-PROP system are the only sys-
tems that include relations in their output.
The LongestFirst/0-COST systems both in-
clude a relation in every description; however,
not always the one that was included in the
human-produced reference, resulting in 521
false-positives for the attribute-based version
and 398 for the property-based one. For the
scene in Figure 1 they include htg:color:yellow,
tg:size:small, tg:type:ball, tg:right of:obj3i and
htg:color:yellow, tg:size:small, tg:type:ball,
tg:on top of:lmi, respectively. The first
one of these two attribute sets (produced by

Original Longest
GBA First

0-COST- Acc 39.21 0.16
PROP Dice 73.40 68.75
0-COST- Acc 39.21 0.00
ATT Dice 73.40 64.34
FREE-NAÏVE Acc 39.21 46.51
-ATT Dice 73.40 77.91
FREE-NAÏVE Acc 39.21 38.10
-PROP Dice 73.40 74.99

K-PROP
Acc 39.21 35.08
Dice 73.40 74.66

K-ATT
Acc 39.21 35.08
Dice 73.40 74.56

50%-Base IA
prop- Acc 27.30 37.14
based PO Dice 72.17 72.21
att- Acc 24.92 37.14
based PO Dice 71.16 72.21

Table 1: Experiment 1: System performance in %.
We used �2 on Accuracy and paired t-tests on Dice
to check for statistical significance. The best per-
formance is highlighted in boldface. It is statisti-
cally significantly different from all other systems
(Acc: p < 0.02, Dice: p < 0.0001).

LongestFirst/0-COST-ATT) includes the rela-
tion between the target and the third object
to the right, which was almost never included
in the human-produced references, leading to
many false-positives. The LongestFirst/K-PROP
system results in only 45 true-positives and
81 false-positives. It includes the attribute set
htg:color:yellow, tg:type:balli for Figure 1.
One of its relational descriptions (for Scene 5)
contains the set htg:size:small, tg:color:blue,
tg:on top of:lmi.

The 50%-baseline system outperforms the
LongestFirst/0-COST systems, which illustrates
the utility of cost functions in combination with
a PO. It includes the attribute set htg:color:yellow,
tg:type:balli for the scene in Figure 1. The best
performing system is the LongestFirst algorithm
with the attribute-based FREE-NAÏVE approach,
although this system produces no spatial relations.

6 Experiment 2: Individual Variation

We now extend our methods to take into account
individual variation in the content selection for
referring expressions, and evaluate whether we
have better success at reproducing participants’ re-
lational descriptions. Rather than using speaker
identity as an input parameter to the system (Sec-
tion 2.3), we automatically find groups of people
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who behave similarly to each other, but signifi-
cantly different to speakers in the other groups.

6.1 Evaluation Setup
We use k-means clustering to group the speak-
ers in the GRE3D3 Corpus based on the number
of times they used each attribute and the average
length of their descriptions. We tried values be-
tween 2 and 5 for k, but found that any value
above 2 resulted in two very large clusters accom-
panied by a number of extremely small clusters.
As these small clusters would not be suitable for
x-fold cross-validation, we proceed with two clus-
ters, one consisting of speakers preferring rela-
tively long descriptions that often contain spatial
relations (Cluster CL0, 16 speakers, 160 descrip-
tions), and one consisting of speakers preferring
short, non-relational descriptions (Cluster CL1, 47
speakers, 470 descriptions).

We train cost functions and POs separately for
the two clusters in order to capture the different
behaviour patterns they are based on. We use the
FREE-NAÏVE cost functions for this experiment,
which outperformed all others in Experiment 1.
We again use 10-fold cross-validation for the eval-
uation. In this experiment, we vary the maximum
length setting for the LongestFirst algorithm. In
Experiment 1, the maximum length for a referring
expression was set to 4 based on previous empiri-
cal findings. Here we additionally test setting it to
the rounded average length for each training fold.
On Cluster CL0 this average length is 6 in all folds,
on Cluster CL1 it is 3.

6.2 Results
As shown in Table 2, the LongestFirst algorithm
performs best at generating human-like spatial re-
lations (Cluster CL0), with property-based param-
eters and a maximum description length deter-
mined by the training set. It produces the attribute
set hlm:type:cube, tg:on top of:lm, tg:type:ball,
tgcolouryellow, lm:colour:redi for Figure 1. The
difference to the other systems is statistically sig-
nificant for both Accuracy (�2>15, p<0.0001)
and Dice (t>13, p<0.0001). The attribute-based
parameters and the original GBA perform very
badly on this cluster. For participants who do
not tend to use spatial relations (Cluster CL1),
the maximum length setting has no influence,
but attribute-based parameters perform better than
property-based ones. The attribute-based Longest-
First systems also outperform the original GBA

CL0 CL1 avg
FN Acc 19.38 48.94 41.43

LongestFirst -PROP Dice 75.61 80.27 79.08
-max-av FN Acc 0.00 60.00 44.76

-ATT Dice 55.74 85.28 77.78
FN Acc 0.63 48.94 36.67

LongestFirst -PROP Dice 72.15 80.21 78.17
-max4 FN Acc 0.00 60.00 44.76

-ATT Dice 59.01 85.28 78.61
FN Acc 5.00 48.30 37.30

Original -PROP Dice 49.36 80.77 72.79
GBA FN Acc 5.00 50.85 39.21

-ATT Dice 49.36 81.58 73.40

Table 2: Experiment 2: Performance in % of the
LongestFirst and OriginalGraph algorithms on the
two speaker clusters and overall using the FREE-
NAÏVE (FN) approaches. We used �2 on Accu-
racy and paired t-tests on Dice to check for statis-
tical significance. The best performance in each
column and those that are statistically not signifi-
cantly different are highlighted in boldface.

on CL1, but interestingly none of the differences
are as large as on CL0. For the scene in Fig-
ure 1 they produce the attribute set htg:type:ball,
tg:colour:yellowi.

The average results over both clusters (shown
in the last column Table 2) are not conclusive
as to which setting should be used overall, al-
though it is clear that the LongestFirst version is
preferable when evaluated by Dice. The differ-
ent result patterns on the two clusters suggest that
the different referential behaviour of the partici-
pants in the two clusters are ideally modeled us-
ing different parameters. In particular, it appears
that property-based costs are useful for replicat-
ing descriptions containing relations to other ob-
jects, while attribute-based costs are useful for
replicating shorter descriptions. The best over-
all performance, achieved by combining the best
performing systems on each cluster (LongestFirst-
max-av/FN-PROP on CL0 and LongestFirst/FN-
ATT with either maximum length setting on CL1),
lies at 49.68% Accuracy and 82.83% Dice. The
Dice score in this combined model is significantly
higher than the best achieved by LongestFirst-
max-av/FN-PROP and from the best Dice score
achieved on the unclustered data in Experiment 1
(t=8.2, p<0.0001). The difference in Accuracy is
not significant (�2=1.2, p> 0.2).

To get an idea of how successful the new
LongestFirst approach is at replicating the use of
relations on the clustered data, we take a closer
look at the output of the best-performing systems
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on the two clusters. On CL0, the cluster of partic-
ipants who produce longer descriptions contain-
ing more spatial relations, the best match to the
human data comes from LongestFirst-max-av/FN-
PROP. 147 of the 160 descriptions in this cluster
contain a relation, and the system includes the cor-
rect relation for all 147. It falsely also includes a
relation for the remaining 13 descriptions. This
shows that with the appropriate parameter settings
the LongestFirst algorithm is able to replicate hu-
man relational reference behaviour, but personal
speaker preferences are the main driving factor for
the human use of relations.

CL1, the cluster with shorter descriptions,
contains only 85 (18%) relational descriptions.
The best performing system on this cluster
(LongestFirst/FN-ATT) does not produce any rela-
tions. This is not surprising as the cost functions
and POs for this cluster are necessarily dominated
by the non-relational attributes used more regu-
larly. The cases in which relations are used stem
from participants who do not show a clear prefer-
ence for or against relations and would therefore
be hard to model in any system. With more data it
might be possible to group these participants into
a third cluster and find suitable parameter settings
for them. This would only be possible if their use
of relations is influenced by other factors available
to the algorithm, such as the spatial configuration
of the scene. Viethen and Dale’s (2008) analysis of
the GRE3D3 Corpus suggests that this is the case
at least to some extent.

7 Conclusions and Future Work

We have evaluated the Graph-Based Algorithm for
REG (Krahmer et al., 2003) as well as a novel
search algorithm, LongestFirst, that functions on
the same graph-based representation, to assess
their ability to generate referring expressions that
contain spatial relations. We coupled the search
algorithms with a number of different approaches
to setting the cost functions and preference orders
that guide the search.

In Experiment 1, we found that ignoring the cost
function (our 0-cost approaches) is not helpful; but
the LongestFirst algorithm, which produces longer
descriptions, leads to more human-like output for
the visuospatial domain we evaluate on than the
original Graph-Based Algorithm or the Incremen-
tal Algorithm (Dale and Reiter, 1995). However,
in order for spatial relations to be included in a

human-like way, it was necessary to take into ac-
count speaker preferences. We modeled these in
Experiment 2 by clustering the participants who
had contributed to the evaluation corpus based on
their referential behaviour. By training separate
cost functions and preference orders for the dif-
ferent clusters, we enabled the LongestFirst al-
gorithm to correctly reproduce 100% of relations
used by people who regularly mentioned relations.

Our findings suggest that the graph-based rep-
resentation proposed by Krahmer et al. (2003)
can be used to successfully generate relational de-
scriptions, however their original search algorithm
needs to be amended to allow more overspecifica-
tion. Furthermore, we have shown that variation
in the referential behaviour of individual speak-
ers has to be taken into account in order to suc-
cessfully model the use of relations in referring
expressions. We have proposed a clustering ap-
proach to advance this goal based directly on the
referring behaviour of speakers rather than speaker
identity. We have found that the best models use
fine-grained property-based parameters for speak-
ers who tend to use spatial relations, and coarser
attribute-based parameters for speakers who tend
to use shorter descriptions.

In future work, we hope to expand to more
complex domains, beyond the simple properties
available in the GRE3D3 Corpus. We also aim
to explore further graph-based representations and
search strategies, modeling non-spatial properties
as separate vertices, similar to the approach by
Croitoru and van Deemter (2007).
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Abstract
Pointing gestures are pervasive in human
referring actions, and are often combined
with spoken descriptions. Combining ges-
ture and speech naturally to refer to objects
is an essential task in multimodal NLG

systems. However, the way gesture and
speech should be combined in a referring
act remains an open question. In particu-
lar, it is not clear whether, in planning a
pointing gesture in conjunction with a de-
scription, an NLG system should seek to
minimise the redundancy between them,
e.g. by letting the pointing gesture indi-
cate locative information, with other, non-
locative properties of a referent included
in the description. This question has a
bearing on whether the gestural and spo-
ken parts of referring acts are planned sep-
arately or arise from a common underly-
ing computational mechanism. This paper
investigates this question empirically, us-
ing machine-learning techniques on a new
corpus of dialogues involving multimodal
references to objects. Our results indi-
cate that human pointing strategies inter-
act with descriptive strategies. In partic-
ular, pointing gestures are strongly asso-
ciated with the use of locative features in
referring expressions.

1 Introduction

Referring Expression Generation (REG) is consid-
ered a core task in many NLG systems (Krahmer
and van Deemter, 2012). Typically, the REG task is
defined in terms of identification: a referent needs
to be unambiguously identified in a discourse, en-
abling the reader or listener to pick it out from
among its potential distractors. Most work in this
area has focused on algorithms that select the con-
tent for definite descriptions (Dale, 1989; Dale and

Reiter, 1995), or on the best form for a referring
expression given the discourse context, for exam-
ple, whether it should be a full definite description,
a reduced one, or a pronoun (McCoy and Strube,
1999; Callaway and Lester, 2002; Krahmer and
Theune, 2002).

Less attention has been payed to the role of
gestures in referring actions and the way these
can be coupled with discursive strategies for ref-
erent identification. This question becomes partic-
ularly important in the context of multimodal sys-
tems, for example, those involving embodied con-
versational agents, where the ‘naturalness’ of an
interaction hinges in part on the appropriate use
of embodied actions, including referring actions.
Multimodal strategies can also make communica-
tion more efficient. For example, Louwerse and
Bangerter (2010) found that the use of pointing
gestures resulted in significantly faster resolution
of ambiguous referring expressions; crucially, this
result was replicated when the pointing gesture
was artificially generated, rather than made by a
human.

Like human communicators, embodied agents
need the ability to plan multimodal referring acts,
combining both linguistic reference and pointing.
An important question is whether these two com-
ponents of a referring act should be planned in or-
der to minimise redundancy between them or not.
For example, given that a pointing gesture can ef-
ficiently locate a target referent in a visual do-
main, should an accompanying description avoid
mentioning locative properties, thereby minimis-
ing redundancy? This question is the main focus
of this paper. However, it bears on a deeper is-
sue, of relevance to the architecture of multimodal
systems (and the cognitive architectures whose be-
haviours such systems seek to emulate): Should
gestural and descriptive strategies be viewed as
separate (implying that a REG module can plan
its linguistic referring expressions more or less in-
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dependently of whether a pointing gesture is also
used) or should they be viewed as tightly coupled?
If they are indeed coupled, are there any features
of a linguistic description (for example, an object’s
location) which are excluded when a pointing ges-
ture is used, or are linguistic features always re-
dundant with pointing?

The present paper addresses these questions in a
data-driven fashion, using a multimodal corpus of
dialogues collected specifically to study referring
actions at both the linguistic and gestural levels.
We focus on pointing (that is, deictic) gestures di-
rected at an intended referent (as opposed to, say,
iconic gestures) and investigate the extent to which
pointing interacts with linguistic means for refer-
ent identification. Following an overview of pre-
vious work on pointing and reference (Section 2)
and a description of the corpus (Section 3), we de-
scribe a number of machine-learning experiments
that address the main empirical question (Section
4), concluding with a discussion.

2 Background: Pointing and describing

There is a growing consensus in the psycholin-
guistic literature, especially following the work
of McNeill (McNeill, 1985), that gesture and
language share a number of underlying mental
processes and are therefore coupled to a signif-
icant degree. This view is in part based on the
observation that gestures are temporally coupled
with speech and contribute meaningfully to the
achievement of a communicative intention (Mc-
Neill and Duncan, 2000). For instance, in the ex-
ample below, extracted from our corpus (see Sec-
tion 3), a speaker identifies a landmark (composed
of a collection of five circles) on a map through a
combination of a pointing gesture and the mention
of the size and colour of the elements making up
the landmark.

(1) there’s a group of five large red ones [points]

In this case, the pointing gesture further con-
tributes to the communicative aim of identifying
the cluster of five objects, in tandem with the vi-
sual features mentioned in the description. Mc-
Neill’s proposal (McNeill and Duncan, 2000) is
that speech and gesture should be considered as
the joint outcome of the language production pro-
cess, rather than as outcomes of separate pro-
cesses. Various models have been proposed which
are more or less congruent with this view. For

example, de Ruiter (2000) proposes that the two
modalities are planned together at early stages of
conceptualisation during speech production, while
Kita and Özyürek (2003) suggest that gestures are
planned by spatio-motoric processes which differ
from the planning of speech production, but inter-
act with it at particular points.

Recent computational work has also taken these
ideas on board. For example, Kopp et. al. (2008)
describe a system for the concurrent planning and
generation of gesture and speech, whose archi-
tecture is inspired by Kita and Özyürek (2003)
and which makes use of ‘multimodal concepts’
(inspired by McNeill’s ‘growth points’) combin-
ing both propositional and visuo-spatial proper-
ties. This contrasts with earlier architectures, such
as that proposed by André and Rist (1996), where
generation of text and gesture is undertaken by
separate modules communicating with a central
planner.

The idea that the planning of language is tightly
coupled with that of gesture raises the possibility
that the two modalities may overlap to different
degrees. Gesture may be completely redundant
with speech, or may encode aspects of the com-
municative intention that are not included in the
linguistic message itself. This raises an interesting
question for multimodal REG: are there features of
objects that tend to be mentioned in tandem with
a pointing gesture; if so, which are they? For ex-
ample, the reference in (1) mentions the size and
colour of the landmark, but not its location, pos-
sibly suggesting that the speaker relied on point-
ing to convey the ‘where’ of the target referent, as
opposed to the ‘what’, which is conveyed by the
description. This, however, is not the case in the
example below, where pointing is accompanied by
a mention of the referent’s location.

(2) [...] the red ones directly to the left [...]
[points]

There are at least two views on the relationship
between pointing and describing (de Ruiter et al.,
2012). On the one hand, the trade-off hypothesis
holds that the decision to use a pointing gesture de-
pends on the effort or ‘cost’ involved (the further
away from the speaker and the smaller a referent
is, the more costly it would be to point at it), com-
pared to the effort involved in describing a referent
linguistically.

On the other hand, pointing and (some aspects
of) describing might proceed hand in hand, so that
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there is some degree of redundancy between the
two modalities. Under this view, pointing may be
chosen not based on (low) cost assessment but as
part of a specifically multimodal cognitive strat-
egy.

Evidence for the trade-off hypothesis is reported
by Bangerter (2004), who found that, as pointing
became easier in a task-oriented dialogue (because
the distance between the speaker and the referent
was shorter), there was a decrease in verbal effort,
as measured by the number of words produced, as
well as a decrease in the use of locative and visual
features such as colour. Piwek (2007) also found
that referring acts accompanied by pointing tended
to include descriptions containing fewer properties
than those which were not. These results are com-
patible with a view of the speaker/generator as es-
sentially seeking to minimise effort in the commu-
nicative act, adopting the easiest available strategy
that will not compromise communicative success
(Beun and Cremers, 1998).

Similar results are reported by van der Sluis and
Krahmer (2007), who model the trade-off hypoth-
esis in a multimodal REG algorithm based on the
graph-based framework of Krahmer et. al. (2003).
The algorithm chooses to use pointing gestures,
with various degrees of precision, depending on
their cost relative to that of features that can be
used in a linguistic description.

There is also evidence against the trade-off
model. Recent experimental work by de Ruiter
et. al. (2012) showed that the tendency for speak-
ers to point was unaffected by the difficulty of re-
ferring to an object using linguistic features, al-
though pointing did decrease with repeated refer-
ence to the same entities. Interestingly, the authors
observed a correlation between the rate of pointing
and the use of locative properties of objects. This
would appear to favour a model in which the lin-
guistically describable features of objects are dif-
ferentiated: speakers may be using locative prop-
erties and pointing together as part of a strategy to
identify the ‘where’ of an object. This is in line
with the observation by Louwerse and Bangerter
(2010) that, in visual domains, using pointing ges-
tures with locative expressions increases the speed
with which references are resolved.

The evidence from de Ruiter et. al would seem
to contradict the assumptions underlying current
multimodal REG models. As we have seen, van der
Sluis and Krahmer (van der Sluis and Krahmer,

2007) assume a trade-off between speech and ges-
ture. A similar assumption is made by Kranstedt
and Wachsmuth (2005), who view pointing ges-
turs as mainly concerned with the ‘where’ of an
object. Their algorithm, which underlies the plan-
ning of multimodal references by a virtual agent,
extends the Incremental Algorithm (Dale and Re-
iter, 1995) as follows. Given an object in a 3D
space, the algorithm first considers the possibil-
ity of producing an unambiguous pointing ges-
ture; failing this, a pointing gesture covering the
intended referent and some of its surrounding dis-
tractors may be planned. In the latter case, the al-
gorithm then integrates other features of the ob-
ject (e.g. its colour), in an effort to exclude the
distractors that remain within the scope of the am-
biguous point. One of the claims underlying this
model is that ‘absolute’ location, which is covered
by pointing, is given first preference after pointing
itself, with other features of a referent being con-
sidered afterwards, in a preference order that will
only use relative location if all other options (such
as colour) are exhausted.

In summary, the empirical evidence for the
relationship between pointing and describing is
mixed. While the view that the planning of lan-
guage in different modalities should be tightly
coupled has proven useful and productive, the pre-
cise way in which the two interact in a referring act
is still an open question, especially where the re-
lationship between location and the other features
of a target referent is concerned. In the remain-
der of this paper, we report on an empirical study
that used machine learning methods with a view to
establishing the relationship between descriptive
features and pointing in multimodal references.
Our study is not committed to a specific architec-
ture for multimodal reference planning; rather, our
aim is to establish whether pointing and describ-
ing can partly overlap in the information that they
convey about a referent. Specifically, we are in-
terested in whether the use of a description that
includes spatial or locative information excludes a
pointing gesture.

3 Corpus and data

The data used in this study comes from the MREDI

(Multimodal REference in DIalogue) corpus (van
der Sluis et al., 2008)2, a new collection of dia-

2We intend to make this corpus publicly available in the
near future.
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Figure 1: MREDI dialogue setup

Feature Name Definition Example

Visual
S Size mention of the target size the group of small circles
Sh Shape mention of the target shape the circles at the bottom
C Colour mention of the target colour The blue square near the red square

Deictic/anaphoric
I Identity Statement of identity between

the current and a previous or later target
the red square,
the same one we saw at number 5

D Deixis Use of a deictic reference those squares

Locative
RP Relative position Position of the target landmark relative

to another object on the map
the blue square
just below the red square

AP Absolute position Target position based on absolute
frame of reference

The blue circle down at the bottom

FP Path references References to non-targets on the
path leading to the target.

go east to the first tiny square,
past the blue one

DIR Directions Direction-giving. take a right, go across
and straight down

Action GZ Gaze Gaze at the shared map (boolean).
Point Pointing Use of a pointing gesture (boolean).1

Table 1: Features annotated in the dialogues. All features have frequency values, except for the Action
features, which are boolean.

logues elicited using a task similar to the Map-
Task (Anderson et al., 1991), in which a director
and a follower talked about a map displayed on a
wall in front of them, approximately 1 metre away.
Each also had a private copy of the map; the di-
rector’s map had an itinerary on it, and her task
was to communicate the itinerary to the follower,
who marked it on his own private map. Partici-
pants were free to interact using speech and ges-
ture, without touching the shared map or standing
up. They could see each other, but could not see
each other’s private maps. Figure 1(a) displays the
basic experimental setup.

The maps consisted of shapes (squares or cir-
cles), with a sequence of landmarks constituting
the itinerary (initially known only to the director).
The maps were designed to manipulate a number
of independent variables, in a balanced design:

• Cardinality The target destinations in the

itineraries were either individual landmarks
(in 2 of the maps) or sets of 5 landmarks with
the same attributes (e.g., all green squares);

• Visual Attributes: Targets on the itinerary
differed from their distractors – the objects
in their immediate vicinity (the focus area)
– in colour, or in size, or in both colour and
size. The focus area was defined as the set of
objects immediately surrounding a target;

• Prior reference: Some of the targets were
visited twice in the itinerary;

• Shift of domain focus: Targets were located
near to or far away from the previous target.
Note that if two targets t1 and t2 were in the
near condition, then t1 is one of the distrac-
tors of t2 and vice versa.

Each participant dyad did all four maps (single-
ton squares and circles; group squares and circles),
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in a pseudo-random order, alternating in the di-
rector/matcher role so that each was director for
two of the maps. Figure 1(b) displays the direc-
tor’s map consisting of group circles. Note that the
itinerary is marked by numbering the target land-
marks. Landmarks with two numbers are visited
twice (for example, the first landmark is marked
1, but is also marked 5, meaning that it is the first
and the fifth landmark in the itinerary). During the
experiment, the map was mounted on a wall and
blown up to A0 size; this significantly reduced the
impression of visual clutter.

Data was collected from 8 pairs of participants3.
In the present study, we focus exclusively on the
directors’ utterances. These were transcribed and
split up according to the landmark to which they
corresponded. In case a landmark was described
over multiple turns in the dialogue, each turn was
annotated as a separate utterance. Utterances were
annotated with the features displayed in Table 1.
Broadly, features are divided into four types: (a)
Deictic/Anaphoric, pertaining to the use of de-
ictic demonstratives, and/or references to previ-
ously identified entities; (ii) Visual, that is, cor-
responding to a landmark’s perceptual properties;
(iii) Locative, involving a description of the ob-
ject’s location; and (iv) Action, pertaining to ges-
ture and gaze. All features are frequencies per
utterance, except for Action features, which are
boolean.

Feature Frequency Mean SD
S 510 0.23 0.48
Sh 252 0.10 0.40
C 603 0.30 0.50
I 249 0.10 0.40
D 375 0.17 0.43
RP 529 0.13 0.40
AP 293 0.13 0.40
FP 989 0.40 0.70
DIR 251 0.11 0.37
GZ 836
Point 370

Table 2: Descriptive statistics for features in the
corpus

The corpus consists of a total of 2255 director’s
3A number of other dialogues were recorded, but were not

included in the corpus because participants focused on their
own private maps and never used pointing gestures, making it
impossible to study the conditions under which such gestures
are produced.

utterances. The frequency of each feature in the
corpus, as well as the per-utterance mean and stan-
dard deviation (where relevant), are indicated in
Table 2; note that, with the exception of Action
features, all feature values are frequencies per ut-
terance.

Type No point (#) Point (#) Total
Group 907 201 1108
Singleton 978 169 1147
Total 1885 370 2255

Table 3: Frequency of occurrence of pointing ges-
tures relative to different object types.

As expected, linguistic features are much more
frequent than pointing gestures. In fact only
16.4% of the utterances in the corpus are accompa-
nied by pointing gestures. Previous studies, such
as that by Beun and Cremers (Beun and Cremers,
1998) report a higher incidence of pointing (48%
overall). Note, however, that Beun and Cremers
focussed exclusively on first mention descriptions
(which numbered 145 in all), while our corpus in-
cludes subsequent mentions, as well as multiple
consecutive references to the same object divided
over several utterances (which are counted sepa-
rately in our totals).

Table 3 shows frequency figures for the pointing
gestures in the corpus relative to the type of object
they refer to (group vs. singleton): in accordance
with the trade-off theory, which predicts that larger
objects should be easier to point at, we see a sig-
nificant difference (χ2(1) = 4.769, p = 0.028)
between the two types, with more pointing occur-
ring with group objects (that is, in group maps).

4 Experiments

In much of the work discussed in Section 2, the
generation of pointing gestures is viewed as de-
pendent on physical characteristics of the refer-
ents, in other words on their being suitable for
pointing. This is especially true of work related
to the trade-off hypothesis, in which the costs of
pointing gestures are calculated as a function of
the referent object’s size and its distance from the
speaker. In the present paper, by contrast, we
are interested in investigating the relation between
pointing and linguistic means of referent identi-
fication. More specifically, we address the ques-
tion to what degree the different linguistic expres-
sions used by the speaker to refer to objects in

86



the MREDI dialogues, can be used to predict the
occurrence of pointing gestures. Note that this
question addresses the correlation between prop-
erties in a description and the occurrence of point-
ing, rather than the issue of how pointing and de-
scribing should be planned. Nevertheless, as we
have emphasised in Section 2, the question of co-
occurrence of the two referential strategies does
have a bearing on architectural issues.

A first set of experiments were run in order to
test the general trade-off hypothesis. We tested
a number of classifiers on the task of classifying
the binary feature point, given all the linguistic
features in the corpus. More specifically, the at-
tributes used for the classification were MapConfl,
DIR, RP, AP, FP, S, Sh, C, D, I, Point. They are
all explained and exemplified in Table 1 with the
exception of MapConfl, which indicates whether a
specific case in the data comes from a group or a
singleton map. This feature was included because,
as noted in the previous section, whether a target
landmark was a singleton or a group made a dif-
ference, presumably because groups are larger and
more visually salient. Note further that one of the
Action features, GZ (gaze), is ignored in the ex-
periments because it is an almost univocal predic-
tor of pointing. Indeed, gazing is involved roughly
every time Point has the value y (yes) (but not the
other way round).

The experiments were run using the Weka (Wit-
ten and Frank, 2005) tool, which gives access
to many different algorithms, and 10-fold cross-
validation was used throughout. The results are
shown in Table (4) in terms of Precision, Recall
and F-measure for each of the classifiers.

Classifier P R F
Baseline 1 (ZeroR) 0.699 0.836 0.761
Baseline 2 (OneR) 0.762 0.834 0.765
SMO 0.699 0.836 0.761
NaiveBayes 0.795 0.811 0.802
Logistic 0.806 0.84 0.808
J48 0.829 0.85 0.833

Table 4: Predicting pointing gestures given all the
linguistic features in the corpus: classification re-
sults.

Two baselines were created to evaluate the re-
sults. The first one is provided by the ZeroR clas-
sifier, which always chooses the most frequent
class, in this case n (no pointing gesture). The

F-measure obtained by this method is somewhat
high at 0.761, because there are relatively few
pointing gestures in the data. The second base-
line, which provides a slightly more interesting re-
sult against which to evaluate the other classifiers,
is provided by OneR. It achieves an F-measure of
0.765 by predicting a pointing gesture if DIR >=
2.5, in other words if there are at least 2.5 occur-
rences of direction expressions in the utterance.
Using this rule has the effect of predicting a few
of the pointing gestures, with an F-measure on the
y class (occurrence of pointing gestures) of 0.031.

The other four sets of results were obtained
by running four different classification algorithms
with the same set of attributes. Apart from SMO
(an algorithm using support vector machines), all
the classifiers perform better than the baseline.
The best results are produced by the decision tree
classifier J48, which obtains an overall F-measure
of 0.833, and an F-measure of 0.421 on the y class.
The confusion matrix generated by J48 on this
data-set is shown in Table (5)

a b ← classified as
1794 91 a = n
247 123 b = y

Table 5: Predicting pointing given all the linguistic
features in the corpus: confusion matrix.

The model created by the decision tree classi-
fier (J48) is quite complex (size=57 and no. of
leaves=29). The first branching, which corre-
sponds to no AP (Absolute Position) and no C
(Colour), assigns n to as many as 1571 instances
(with 115 errors). The tree is shown in Fig-
ure (2). The tree also shows that certain combina-
tions of features are more likely to be associated
with pointing gestures. These are predominantly
combinations including occurrences of AP, or, in
the absence of absolute position, combinations in-
cluding positive values for FP (Frequency of ref-
erence on Path) and DIR (Direction).

The maximum entropy model, built by the lo-
gistic regression algorithm (Logistic), shows sim-
ilar tendencies in that the attributes that are as-
signed the highest weights are AP, C and DIR.

These results confirm the general hypothesis
that there is a strong relationship between linguis-
tic features used in a description and pointing ges-
tures. Indeed, it is possible to predict pointing ges-
tures on the basis of the linguistic features used.
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Figure 2: J48 decision tree

Classifier P R F Features
Exp1: J48 0.829 0.85 0.833 All features
Exp3: Logistic 0.806 0.84 0.808 Loc+D+I
Exp2: J48 0.835 0.851 0.806 MapConfl+Loc+D+I
Exp6: NaiveBayes 0.793 0.825 0.802 Loc
Exp4: NaiveBayes 0.764 0.804 0.779 MapConfl+Visual+D+I
Exp5: J48 0.761 0.808 0.777 MapConfl+Visual
Exp8: NaiveBayes 0.761 0.808 0.777 Visual
Exp9: NaiveBayes 0.761 0.801 0.775 Visual+D+I
Baseline 2: OneR 0.762 0.834 0.765 Dir
Exp7: F48 0.699 0.836 0.761 MapConfl+D+I
Baseline 1: ZeroR 0.699 0.836 0.761 Most freq class

Table 6: Predicting pointing gestures with different feature combinations: classification results.

In particular, the results suggest a difference be-
tween features that express locative properties and
those having to do with the visual description of
the same object (its colour, size and shape). More
specifically, it would seem that locative features
are more useful to the classifiers than visual prop-
erties.

To test this second hypothesis, we ran a series
of experiments where the task was still to predict
pointing gestures, but different subsets of the lin-
guistic features were tested one at the time. For

each feature combination, we run the classification
using J48, Naive Bayes and the Logistic regression
algorithm. In Table (6), we show the best result
obtained for each feature combination. The classi-
fiers are ordered from the most accurate to the least
accurate, and the combination of features used by
each of them is listed in the last column. The best
results and the two baselines from the previous set
of experiments are included for the sake of com-
parison. Note that the term Loc is used to refer to
all the locative attributes AP, DIR, RP, AP and FP,
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while Visual refers to S, Sh and C.
The best results are those obtained when the

complete feature set is used in the training. How-
ever, the next best results are achieved by the clas-
sifiers using the locative features, either alone or
together with features concerning the map type,
identity with a previously mentioned object and
deictic reference, with an F-measure in the range
0.802–0.808. If visual features are used instead,
the F-measure is in the range 0.775–0.779. The
worst results are obtained if neither location nor
visual description are used. Thus, although the dif-
ferences between the best and the worst classifiers
are not dramatic, in this data we see a tendency for
the locative features to be slightly better predictors
of pointing gestures than features corresponding to
visual descriptions.

5 Discussion and conclusions

The automatic classification experiments de-
scribed above show that to a certain extent, the
pointing gestures occurring in the MREDI corpus
can be predicted based on the linguistic expres-
sions used by the speaker in conjunction with
pointing. More precisely, linguistic descriptions
can be used to predict about one third of the point-
ing gestures that speakers have produced in the
corpus. This is an interesting and novel result,
which not only supports the general notion that
gestures and speech should be seen as tightly cou-
pled, but also suggests that this coupling does not
result in a minimisation of redundancy between
the two modalities. Rather, it appears that a num-
ber of pointing gestures accompanied descriptions
containing locative properties, something that con-
tradicts the predictions of models based on the
trade-off hypothesis (Kranstedt and Wachsmuth,
2005; van der Sluis and Krahmer, 2007).

There are a number of limitations of the present
study, which we plan to address in future work.
First, pointing gestures in our corpus were rela-
tively scarce (16.4% of utterances were accompa-
nied by pointing). This in part explains the relative
accuracy of our baselines: predicting the major-
ity class (that is, no pointing) in every case will
clearly yield reasonable results given that the size
of the class is so large. On the other hand, the
relative scarcity of pointing may also indicate that
pointing is somewhat more costly than linguistic
description, in cognitive and physical terms. In
fact, the difference we see in the number of point-

ing gestures between singleton and group maps
also seems to confirm this assumption: in the
group maps, where objects are larger, and thus
more easily pointed at according to the trade-off
model, there are in fact significantly more pointing
gestures. The incidence of pointing may also have
been affected by the nature of the domains used:
although the shared maps in the experiments were
large and quite close to the interlocutors, the pres-
ence of objects of the same shape may have added
to the general visual clutter of the maps, making
pointing less likely.

Another aspect of the data that we have not
investigated is the presence of individual strate-
gies. We know that speakers differ a lot in their
use of gesturing as regards e.g. frequency, type
of gesture and representation techniques. Recent
models of gesture production for embodied agents
are taking such differences into account (Neff et
al., 2008; Bergmann and Kopp, 2009). Similarly,
some speakers might have a greater preference for
pointing than others. For example, Beun and Cre-
mers (1998) note that certain speakers in their cor-
pus explicitly stated that they had attempted to per-
form the task in their dialogues without pointing,
in spite of their having been told that they could
point. Recent data-driven experiments on referen-
tial descriptions by Dale and Viethen (Dale and Vi-
ethen, 2010), In a domain quite similar to the one
used here, suggest that speakers do indeed clus-
ter according to their preferred referential strat-
egy. Similar assumptions have informed REG al-
gorithms trained on the TUNA Corpus, in the con-
text of the Generation Challenges (Gatt and Belz,
2010) (Bohnet, 2008; Di Fabbrizio et al., 2008).
In future work, we plan to address this question
in a multimodal context, where results by Piwek
(2007) have already suggested that such individ-
ual strategies may play an important role.

The hypothesis that specific combinations of
pointing and linguistic descriptions (for example,
an object’s colour or size) can be excluded, is
clearly not borne out by the data. There is, how-
ever, a tendency for locative features to act as
stronger predictors of pointing gestures. Although
the trend is not very strong, it is an interesting
one since it confirms the experimental results by
de Ruiter et. al. reviewed earlier (de Ruiter et al.,
2012). This may suggest that a pointing gesture
may ultimately be planned within the same system
as locative features (i.e. the decision of whether or
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not to point is not dependent on the decision of
whether or not to describe inherent, visual proper-
ties of the object, but on whether the object’s lo-
cation is to be indicated). Another feature that is
worth exploring further is deixis, specifically the
difference between proximal and distal deictic ex-
pressions and their interaction with pointing ges-
tures. For example, Piwek et al. (2007) found that
proximal deictic expressions tend to be associated
with a more intensive attentional focusing mecha-
nism, while Bangerter (2004) also observes an as-
sociation between pointing and the use of deictic
expressions.

From an NLG perspective, our results suggest
that decisions to generate a pointing gesture and
those to select visual attributes might take place
independently (perhaps in parallel, perhaps in dif-
ferent modules). From a cognitive perspective, it
suggests two types of interaction between atten-
tion/vision and language/gesture, related to the de-
scription of the ‘what’ of an object and its ‘where’
(Landau and Jackendoff, 1993).

Finally, our study focused on the relationship
between the two modalities involved in a referen-
tial act, addressing the question of redundancy be-
tween them. We have not addressed the impact of
the visual properties of a target referent in relation
to its surrounding objects, on the choices speakers
make in these two modalities. This is a priority for
future work, given that the corpus was designed to
balance the presence or absence of various visual
properties of an object (see Section 3). Taking this
even further, it remains to be investigated, for ex-
ample, whether there would be interesting differ-
ences in the relationship betwene pointing and de-
scribing between 2D scenes of the kind used here,
and 3D environments of the sort used by Kranst-
edt and Wachsmuth (2005). Another priority is
to take into account the interactive nature of the
dialogues, with particular focus on the follower’s
feedback to the director, as an indicator of the suc-
cess of referential expressions. This is another as-
pect of the dialogue situation that may have an im-
pact on planning multimodal referential acts.
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Processing language in written or spoken form,
in a mother tongue or in another language is a very
complex and important problem. Hence the idea
of building automatic or semi-automatic tools to
support people during their attempt to understand
what they read or to translate a given message into
an adequate linguistic form. Since the eighties,
I have worked with my students on many NLP
projects, this talk focusses on some of them, past
and present, dealing with generation and summa-
rization.

We have always thrived to produce working sys-
tems that deal with real texts or use data to pro-
duce texts that can be easily understood by hu-
mans. This fundamental motivation imposes some
challenging constraints but also produces interest-
ing payoffs. Given the fact that our lab is in French
speaking university in a mostly English speaking
country, we have often worked in either of these
languages and often in both.

1 Generation

PRÉTEXTE (Gagnon and Lapalme, 1996) was a
system for generating French texts conveying tem-
poral information. Temporal information and lo-
calization expressed by temporal adverbial and
verbal phrases was represented with DRT. Sys-
temic Grammar Theory was used to translate the
DRT representation into a syntactic form to pro-
duce the final text.

SPIN (Kosseim and Lapalme, 2000) deals with
a fundamental problem in natural language gener-
ation: how to organize the content of a text in a
coherent and natural way. From a corpus analy-
sis of French instructional texts, we determined 9
senses typically communicated in these texts and
7 rhetorical relations used to present them. We
then developed presentation heuristics to deter-
mine how the senses should be organized rhetor-
ically to create a coherent and natural text.

POSTGRAPHE (Fasciano and Lapalme, 2000)
generated a report integrating graphics and text
from a set of writer’s intentions. The system was
given data in tabular form and a declaration of the
types of values in the columns of the table. Also
indicated were intentions to be conveyed in the
graphics (e.g., compare two variables or show the
evolution of a set of variables) and the system gen-
erated a report in LATEX. PostGraphe also gener-
ated the accompanying text to help the reader fo-
cus on the important points of the graphics.

SIMPLENLG-EN-FR (Vaudry and Lapalme,
2013) is a bilingual adaptation of the English real-
izer SimpleNLG. Its French grammatical coverage
is equivalent to the English one and covers the es-
sential notions that are taught to learners of French
as a second language as defined by Le français
fondamental (1er Degré). The French lexicon con-
tains a commonly used French vocabulary, includ-
ing function words. JSREAL is a work in progress
describing a French text realizer in Javascript that
can be easily embedded in a web browser. Its main
originality is the fact that it produces DOM ele-
ments and not text strings so that they can easily
produce parts of web pages from JSON inputs sent
by the server for example.

In a project of interactive generation, we de-
velop a cognitively inspired methodology to as-
sist people during the production process, as
the route between input and output can be full
of hurdles and quite long. For each step, we
want to develop web based applications that ad-
dress a specific problem and help induce some
pattern reaction in the production of language.
For the moment we have produced two proto-
types: DRILLTUTOR (Zock and Lapalme, 2010)
which is goal-oriented multilingual phrasebook
and WEBREG (Zock et al., 2012) to practice the
generation of appropriate referring expressions.
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2 Summarization

Summarization is in principle strongly related to
NLG because it implies reading and understand-
ing one or many documents in order to produce a
short text describing the main ideas of the original.
Summarization approaches are often classified as
either abstractive or extractive, the former being
the selection of the most important sentences from
the original documents.

In much the same way as NLG has suffered
from the fact that it is often possible to trick the
readers with canned text or formatted templates,
abstractive summarization had to compete with ac-
ceptable results produced by scorers of sentences,
the ones with the best scores being then concate-
nated to produce a summary. In our group, we
tried to stay away from such approaches that in our
view did not give any new insights even though it
did not always allow us to win the summarization
competitions at DUC or TAC.

SUMUM (Saggion and Lapalme, 2002) ex-
plored the idea of dynamic summarization by tak-
ing a raw technical text as input and produced an
indicative-informative summary. The indicative
part of the summary identifies the topics of the
document, and the informative part elaborates on
some of these topics according to the reader’s in-
terest. SumUM motivates the topics, describes en-
tities, and defines concepts. This is accomplished
through a process of shallow syntactic and seman-
tic analysis, concept identification, and text regen-
eration.

LETSUM (Farzindar and Lapalme, 2004) de-
veloped an approach for the summarization of le-
gal documents by helping a legal expert determine
the key ideas of a judgment. It is based on the
exploration of the document’s architecture and its
thematic structures in order to build a table style
summary for improving coherency and readability
of the text. Although LetSUM extracted full sen-
tences from the original document, it reorganized,
merged and displayed different parts in order to
better give an idea of the document and focus the
reader, a legal expert, to the important parts.

ABSUM (Genest and Lapalme, 2013) intro-
duces a flexible and scalable methodology for ab-
stractive summarization that analyzes the source
documents using a knowledge base to identify pat-
terns in the the source documents and generate
summary text from them. This knowledge-based
approach allows for implicit understanding and

transformation of the source documents’ content
because it is carefully crafted for the summariza-
tion task and domain of interest.

3 Conclusion

These examples illustrate some links that we have
established between generation and summariza-
tion over the last few years and that are promising
for the future of these two research areas.
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1 Introduction

The KBGen 2013 natural language generation
challenge1 was intended to survey and compare
the performance of various systems which perform
tasks in the content realization stage of generation
(Banik et al., 2012). Given a set of relations which
form a coherent unit, the task is to generate com-
plex sentences which are grammatical and fluent
in English. The relations for this year’s challenge
were selected from the AURA knowledge base
(KB) (Gunning et al., 2010). In this paper we give
an overview of the KB, describe our methodology
for selecting sets of relations from the KB to pro-
vide input-output pairs for the challenge, and give
details of the development and test data set that
was provided to participating teams. Three teams
have submitted system outputs for this year’s chal-
lenge. In this paper we show BLEU and NIST
scores for outputs generated by the teams. The full
results of our evaluation, including human judge-
ments, as well as the development and test data set
are available at http://www.kbgen.org.

2 The AURA Knowledge Base

The AURA knowledge base (Gunning et al.,
2010) encodes information from a biology text-
book (Reece et al., 2010). It was developed to
support a question answering system, to help stu-
dents understand biological concepts by allowing
them to ask questions about the material while
reading the textbook. AURA is a frame-based
KB which encodes events, the entities that partic-
ipate in events, properties, and roles that the en-
tities play in an event. The relations in the KB
include relations between these types, including
event-to-entity, event-to-event, event-to-property,
entity-to-property. The KB is built on top of the

∗The work reported in this paper was supported by fund-
ing from Vulcan, Inc.

1http://www.kbgen.org

CLIB generic library of concepts (Barker et al.,
2001). As part of the encoding process, concepts
in CLIB are specialized and/or combined to en-
code biology-specific information. AURA is or-
ganized into a set of concept maps, where each
concept map corresponds to a biological entity or
process. The KB was encoded by biology teach-
ers and contains around 5,000 concept maps. It is
available for download for academic purposes in
various formats including OWL2.

3 The Content Selection Process for
KBGen 2012

The input provided to the participants consisted
of a set of content units extracted from the KB,
and a sentence corresponding to each content unit.
The content units were semi-automatically se-
lected from AURA such that:

• the set of relations in each content unit
formed a connected graph

• each content unit can be verbalised by a
single, possibly complex sentence which is
grammatical and meaningful

• the set of content units contain as many dif-
ferent relations and concepts of different se-
mantic types (events, entities, properties, etc)
as possible.

To produce these inputs we first asked biology
teachers to provide coherent content units using
the AURA graphical interface. The basic assump-
tion behind this approach was that, since every
content unit can be expressed by a coherent sen-
tence, each set of relations will exhibit a “coher-
ence pattern”. We then created a search space of
candidate content units by extracting patterns from
the KB which were similar to the patterns given
by the biologists. Finally, we manually selected
coherent content units.

2http://www.ai.sri.com/halo/
halobook2010/exported-kb/biokb.html
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Figure 1: “ A hydrophobic compound attaches to a
carrier protein at a region called the binding site.”

3.1 Manual Selection of Content Units

In the first step of our process, biology teachers
manually selected parts of concept maps which
represented educationally useful information for
biology students by searching for specific con-
cepts in AURA’s graph-based user interface. For
each content unit they wrote a sentence verbalis-
ing the selected relations (Fig. 1). The biology
teachers who identified these coherent, sentence-
sized chunks of information were familiar with the
encoding practices in AURA, the underlying biol-
ogy textbook, and had experience with the Inquire
e-book application (Spaulding et al., 2011) which
displays educationally useful content from the KB.

3.2 From Graphs to Queries

In the second step, the graphical representations
produced by the biologists were manually trans-
lated to specific knowledge base queries which
were run in AURA to retrieve the instances sat-
isfying the queries. Queries consist of two parts:
a set of triples whose domain and range are vari-
ables, and a set of instance-of triples stating type
constraints on the variables. The graph shown in
Figure 1 was translated to the following query:

Type constraints:

(?CP instance-of Carrier-Protein)
(?A instance-of Attach)
(?BS instance-of Binding-Site)
(?HP instance-of Hydrophilic-Compound)

Relation constraints:

(?A object ?HP)
(?A base ?CP)
(?A site ?BS)
(?CP has-region ?BS)

3.3 From Queries to Generalized Query
Patterns

After checking that it returns an answer, each
query was generalized to a query pattern in or-
der to find other queries which involved different
concepts and relations, but still exhibited the same
general coherence pattern. To derive generalized
query patterns, specific queries were modified in
two ways: 1) by removing type constraints on con-
cepts, and 2) by replacing specific relations with
generalized relation types.

Removing type constraints
Manually specified queries were extended by re-
moving type constraints on variables. In the above
example, types were generalised to Event or En-
tity:
(?CP instance-of Entity)
(?A instance-of Event)
(?BS instance-of Entity)
(?HP instance-of Entity)

Other generalized types we used from the ontol-
ogy were Property-Values and Roles.

Generalizing relations
Each query was generalized by defining equiva-
lence classes over semantically similar relations
and replacing the specific relation in the query
with its equivalence class. The basic assumption
behind this was that if a set of relations is coherent,
we should be able to replace a relation with an-
other, semantically similar relation in the set, and
still have a coherent content unit. For example,
whether two entities are connected by has-part

or has-region is unlikely to make a difference
to the coherence of a content unit.

Following this approach we identified groups of
semantically similar relations within each relation
type (Event-to-Event, Event-to-Entity, etc). The
equivalence classes over relations were straight-
forwardly derived from distinctions made in CLIB
(Barker et al., 2001), the upper ontology and li-
brary of general concepts that AURA is built on,
although there was some manual fine-tuning re-
quired to exclude relations which were not re-
liably encoded in the KB. For example, we di-
vided Entity-to-Entity relations into three cate-
gories, based on whether they had a spatial or
meronymic sense, or expressed a specific relation
between two chemicals:

en2en-spatial: abuts is-above is-along is-at is-
inside is-opposite is-outside is-over location
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is-across is-on is-parallel-to is-perpendicular-
to is-under is-between is-facing is-below is-
beside is-near

en2en-part: possesses has-part has-region
encloses has-basic-structural-unit has-
structural-part has-functional-part

en2en-chemical: has-solute has-solvent has-
atom has-ion has-oxidized-form has-
reduced-form has-isomer

Here the distinction between spatial relations
and meronymic relations was given by CLIB. Re-
lations in the third group were specific to our do-
main and added during the process of encoding.

Event-to-entity relations were divided into
“aux-participant” relations, which express the spa-
tial orientation of an event, and “core-participant”
relations which describe ways in which entities
participate in the event. Here we used the cat-
egories of spatial relations and “participant” re-
lations from CLIB. Our terminology reflects the
fact that entities connected to an event by a
core-participant relation are typically expressed as
obligatory arguments of the verb in a sentence,
whereas aux-participants would be expressed as
optional modifiers:

core-participants: agent object donor base in-
strument raw-material recipient result

aux-participants: away-from destination origin
path site toward

With these definitions, the specific query illus-
trated above in section 3.2 was translated to the
following query pattern:
(?A core-participant ?X)
(?A core-participant ?CP)
(?A aux-participant ?BS)
(?CP en2en-part ?BS)

3.4 From Query Results to Content Units
Query patterns were expanded by producing all
valid instantiations of the pattern in order to cre-
ate a search space of candidate content units, and
we ran each expanded query in AURA. The last
step was filtering the results returned by satisfi-
able queries to obtain content units which can be
verbalised in a single sentence. We used the fol-
lowing selection criteria to do this:

• A meaningful and grammatical sentence
could be formed by verbalising all concepts,
relations and properties present in the query
result.

(KBGEN-INPUT :ID "ex03c.99-1"

:TRIPLES (

(|Secretion21994| |object| |Mucus21965|)

(|Secretion21994| |base| |Earthworm21974|)

(|Secretion21994| |site| |Alimentary-Canal21978|)

(|Earthworm21974| |has-region|

|Alimentary-Canal21978|))

:INSTANCE-TYPES (

(|Mucus21965| |instance-of| |Mucus|)

(|Secretion21994| |instance-of| |Secretion|)

(|Earthworm21974| |instance-of| |Earthworm|)

(|Alimentary-Canal21978| |instance-of|

|Alimentary-Canal|))

:ROOT-TYPES (

(|Secretion21994| |instance-of| |Event|)

(|Mucus21965| |instance-of| |Entity|)

(|Earthworm21974| |instance-of| |Entity|)

(|Alimentary-Canal21978| |instance-of| |Entity|)

))

Figure 2: Input for the sentence ”Mucus is se-
creted in the alimentary canal of earthworms.”

• The set of content units should be as varied
as possible. In particular, we did not keep
a content unit if another very similar content
unit was present in the selected units. For in-
stance, if two content units contain identical
relations (modulo concept labels), only one
of these two units would be kept.

Given the pattern shown in Fig. 1 for instance,
we obtained 27 coherent content units. Each con-
tent unit was verbalized as a sentence to provide
development data for the content realization chal-
lenge. The following sentences illustrate the vari-
ation in the resulting content units:

- Polymers are digested in the lysosomes of eu-
karyotic cells.

- Mucus is secreted in the alimentary canal of
earthworms.

- Lysosomal enzymes digest proteins and poly-
mers at the lysosome of a eukaryotic cell.

- A chemical is attached to the active site of a
protein enzyme with an ionic bond.

- An enzyme substrate complex is formed
when a chemical attaches to the active site of
a protein enzyme with a hydrogen bond.

- Starch is stored in the lateral root of carrots.

4 Development Data Set

The development data set provided to participants
contained 207 input-output pairs. These inputs
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were based on 19 different coherence patterns.
Fig. 2 shows an input-output pair based on the
pattern illustrated above. We also provided two
lexicons: a lexicon for events which gave a map-
ping from events to verbs, their inflected forms and
nominalizations and a lexicon for entities, which
provided a noun and its plural form. The rele-
vant entries in these lexicons for the input in Fig. 2
were:
Secretion,secretes,secrete,secreted,secretion

Mucus, mucus, mucus

Earthworm,earthworm,earthworms

Alimentary-Canal,alimentary canal,alimentary canals

5 Test Set

Our test data set contained 72 inputs in the same
format (and corresponding lexical resources as
above), which were divided into three categories:
(1) seen patterns, seen relations: inputs that have
exactly the same relations as some of the inputs in
the development data set, but different concepts
(2) seen patterns, unseen relations: these in-
puts are derived from patterns in the development
data set. They have similar structure, but contain
slightly different combinations of relations.
(3) unseen patterns: inputs extracted from a pre-
viously unused pattern, containing combinations
of relations not seen in the development data set.

6 Evaluation

Participants submitted two sets of outputs:
(1) outputs generated by their system as is (mod-
ulo including the lexicon provided in the test data
set) (2) outputs generated 6 days later, during
which time teams had a chance to make improve-
ments.
Each team was allowed to submit a set of 5 ranked
outputs for each input. We have evaluated all
of the submitted outputs using BLEU and NIST
scores and we are currently in the process of col-
lecting human judgements for the final system out-
puts that were ranked first. Table 1 shows the
overall results of automatic evaluation on both the
initial and final data sets for our three teams3, as
well as the coverage of the individual systems over
the 72 test inputs. More detail including the full
results of our evaluation can be found at http:

//www.kbgen.org, along with a link to download
3IMS: Stuttgart University Institute for Computational

Language Processing, LOR: LORIA, University of Nancy,
UDEL: University of Delaware, Computer and Information
Science Department

NIST BLEU coverage
HUMAN-1 10.0098 1.0000 100%

UDEL-final-1 5.9749 0.3577 97%
UDEL-initial-1 5.6030 0.3165 100%

LOR-final-1 4.8569 0.3053 84%
LOR-final-3 4.7238 0.2993 100%
LOR-final-2 4.6711 0.2945 100%
LOR-final-5 4.5720 0.2812 100%
LOR-final-4 4.4889 0.2781 100%
IMS-final-2 3.9649 0.1107 100%
IMS-final-4 3.8813 0.1140 100%
IMS-final-1 3.8670 0.1111 100%
IMS-final-3 3.7765 0.1023 100%

IMS-initial-2 3.6726 0.1117 100%
IMS-initial-3 3.6608 0.1181 100%
IMS-initial-1 3.6384 0.1173 100%
IMS-initial-4 3.5817 0.1075 100%

LOR-initial-1 0.1206 0.0822 30%
LOR-initial-3 0.1091 0.0751 100%
LOR-initial-4 0.0971 0.0732 100%
LOR-initial-2 0.0948 0.0757 100%
LOR-initial-5 0.0881 0.0714 100%

Table 1: BLEU and NIST scores of initial and final
system outputs. The digit behind the team names
refer to the output rank

the development and test data set used in the chal-
lenge, and more information about AURA and re-
lated resources.
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Abstract

In this overview paper we present the out-
come of the first content selection chal-
lenge from open semantic web data, fo-
cusing mainly on the preparatory stages
for defining the task and annotating the
data. The task to perform was described
in the challenge’s call as follows: given a
set of RDF triples containing facts about
a celebrity, select those triples that are re-
flected in the target text (i.e., a short bi-
ography about that celebrity). From the
initial nine expressions of interest, finally
two participants submitted their systems
for evaluation.

1 Introduction

In (Bouayad-Agha et al., 2012), we presented the
NLG challenge of content selection from seman-
tic web data. The task to perform was described
as follows: given a set of RDF triples contain-
ing facts about a celebrity, select those triples that
are reflected in the target text (i.e., a short biogra-
phy about that celebrity). The task first required
a data preparation stage that involved the follow-
ing two subtasks: 1) data gathering and prepara-
tion, that is, deciding which data and texts to use,
then downloading and pairing them, and 2) work-
ing dataset selection and annotation, that is, defin-
ing the criteria/guidelines for determining when a
triple is marked as selected in the target text, and
producing a corpus of triples annotated for selec-
tion.

There were initially nine interested participants
(including the two organizing parties). Five of
which participated in the (voluntary) triple anno-
tation rounds.1 In the end, only two participants
submitted their systems:

1We would like to thank Angelos Georgaras and Stasinos
Konstantopoulos from NCSR (Greece) for their participation
in the annotation rounds.

UA: Roman Kutlak, Chris Mellish and Kees van
Deemter. Department of Computing Science
, University of Aberdeen, Scotland (UK).

UIC: Hareen Venigalla and Barbara Di iEugenio.
Department of Computer Science, University
of Illinois at Chicago (USA).

Before the presentation of the baseline evalua-
tion of the submitted systems and the discussion
of the results (Section 4), we outline the two data
preparation subtasks (Sections 2 and 3). In Sec-
tion 5, we then sketch some conclusions with re-
gard to the achievements and future of the con-
tent selection task challenge. More details about
the data, annotation and resources described in this
overview, as well as links for downloading the data
and other materials (e.g., evaluation results, code,
etc.) are available on the challenge’s website.2

2 Data gathering and preparation

We chose Freebase as our triple datastore.3,4 We
obtained the triple set for each person in the Turtle
format (ttl) by grepping the official Freebase RDF
dump released on the 30th of December 2012 for
all triples whose subject is the person’s URI; cer-
tain meta-data and irrelevant triples (i.e., triples
with specific namespaces such as “base” or “com-
mon”) have been filtered out.

Each triple set is paired with the person’s sum-
mary biography typically available in Wikipedia,
which consists of the first paragraph(s) preceding
the page’s table of contents5

Our final corpus consists of 60000+ pairs, all of
which follow two restrictions that are supposed to

2http://www.taln.upf.edu/cschallenge2013/
3http://www.freebase.com
4For a comparison between Freebase and DBPedia, see

http://wiki.freebase.com/wiki/DBPedia.
5For example, the first four paragraphs in the follow-

ing page constitute the summary biography of that person:
http://en.wikipedia.org/wiki/George Clooney.
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maximize the chances of having interesting pairs
with sufficient original and selected input triples
for the challenge. Firstly, the number of unique
predicates in the input ttl must be greater than
10. The number 10 is estimated based on the
fact that a person’s nationality, date and place of
birth, profession, type and gender are almost al-
ways available and selected, such that we need a
somewhat large set to select content from in or-
der to make the task minimally challenging. Sec-
ondly, the Wikipedia-extracted summary biogra-
phy must contain more than 5 anchors and at least
20% of the available anchors, where an anchor is
a URI in the text (i.e., external href attribute value
in the html) pointing to another Wikipedia article
which is directly related to that person. Given that
most Freebase topics have a corresponding DBPe-
dia entity with a Wikipedia article, anchors found
in the introductory text are an indicator of potential
relevant facts available in Freebase and are com-
municated in the text. In other words, the anchor
threshold restriction is useful to discard pairs with
very few triples to annotate. We found this crite-
rion more reliable than the absolute length of the
text which is not necessarily proportional with the
number of triples available for that person.

3 Working Dataset selection and
annotation

The manual annotation task consisted in emulat-
ing the content selection task of a Natural Lan-
guage Generation system, by marking in the triple
dataset associated with a person the triples predi-
cated in the summary biography of that person ac-
cording to a set of guidelines. We performed two
rounds of annotations. In the first round, partic-
ipants were asked to select content for the same
three celebrities. The objectives of this annota-
tion, in which five individuals belonging to four
distinct institutions participated, were 1) for par-
ticipants to get acquainted with the content selec-
tion task envisaged, the domain and guidelines,
2) to validate the guidelines, and 3) to formally
evaluate the complexity of the task by calculat-
ing inter-annotator agreement. For the latter we
used free-marginal multi-rater Kappa, as it seemed
suited for the annotation task (i.e. independent rat-
ings, discrete categories, multiple raters, annota-
tors are not restricted in how they distribute cat-
egories across cases) (Justus, 2005). We obtained
an average Kappa of 0.92 across the three pairs for

the 5 annotators and 2 categories (selected, not se-
lected), which indicates a high level of agreement
and therefore validates our annotation guidelines.

Our objective for the second round of annota-
tions was to obtain a dataset for participants to
work with. In the end, we gathered 344 pairs from
5 individuals of 5 distinct institutions. It should be
noted that although both rounds of annotations fol-
low the anchor restriction presented in Section 2,
the idea to set a minimum number of predicates
for the larger corpus of 60000+ pairs came forth
after analysing the results of the second round and
noting the data sparsity in some pairs. In what fol-
lows, we detail how the triples were presented to
human annotators and what were the annotation
criteria set forth in the guidelines.

3.1 Data presentation

A machine-readable triple consists of a subject
which is a Freebase machine id (mid), a predicate
and an object which can either be a Freebase mid
or a literal, as shown in the following two triples:

ns:m.0dvld
ns:people.person.spouse_s

ns:m.02kknf3 .

ns:m.0dvld
ns:people.person.date_of_birth

"1975-10-05"ˆˆxsd:datetime .

Triples were transformed into a human-readable
form. In particular, each mid in object position
(e.g., 02kknf3) was automatically mapped onto
an abbreviated description of the Freebase topic
it refers to. Thus, the triples above have been
mapped onto a tabular form consisting of (1) pred-
icate, (2) object description, (3) object id, and (4)
object types (for literals):

(1) /people/person/spouse_s
(2) "1998-11-22 - Jim Threapleton -

2001-12-13 - Marriage -
Freebase Data Team - Marriage"

(3) /m/02kknf3

(1) /people/person/date_of_birth
(2) value
(3) "1975-10-05"
(4) "datetime"

For each triple thus presented, annotators were
asked to mark 1) whether it was selected, 2) in
which sentence(s) of the text did it appear, and
3) which triples, if any, are its coreferents. Two
triples are coreferent if their overlap in meaning is
such that either of them can be selected to repre-
sent the content communicated by the same text
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fragment and as such should not count as two sep-
arate triples in the evaluation. Thus, the same text
might say He is probably best known for his stint
with heavy metal band Godsmack and He has also
toured and recorded with a number of other bands
including Detroit based metal band Halloween
’The Heavy Metal Horror Show’ . . . , thus refer-
ring in two different sentences to near-equivalent
triples /music/artist/genre ‘‘Heavy
metal" and /music/artist/genre
‘‘Hard rock".

3.2 Annotation criteria

Annotators were asked to first read the text care-
fully, trying to identify propositional units (i.e.,
potential triples) and then to associate each iden-
tified propositional unit with zero, one or more
(coreferent) triples according to the following
rules:

Rule 1. One cannot annotate facts that are not
predicated and cannot be inferred from predicates
in the text. In other words, all facts must be
grounded in the text. For example, in the sentence
He starred in Annie Hall, the following is pred-
icated: W.H.has profession actor and
W.H. acted in film Annie Hall. The
former fact can be inferred from the latter. How-
ever, the following is not predicated: (1) Person
has name W.H., (2) W.H. is Male, and (3)
W.H. is Person.

Rule 2. In general, one can annotate more
generic facts if they can be inferred from more
specific propositions in the text, but one cannot
annotate specific facts just because a more gen-
eral proposition is found in the text. In the exam-
ple He was a navigator, we can mark the triples
Person has profession Sailor as well
as Person has profession Navigator
(we would also mark them as coreferent). How-
ever, given the sentence He was a sailor, we can-
not mark the triple Person has profession
Navigator, unless we can infer it from the text
or world knowledge.

Rule 3. One can annotate specific facts from a
text where the predicate is too vague or general if
the facts can be inferred from the textual context,
from the available data, or using world knowledge.
This rule subsumes four sub-cases:

Rule 3.1. The predicate in the proposition is too
vague or general and can be associated with mul-
tiple, more specific triples. In this case, do not

select any triple. In the example Film A was a
great commercial success, we have several triples
associating the celebrity with Film A, as direc-
tor, actor, writer, producer and composer and none
of them with a predicate resembling “commercial
success”. In this case there are no triples that can
be associated with the text.

Rule 3.2. The predicate in the proposition is
too vague or general, but according to the data
there is just one specific triple it can be associated
with. In this case, select that triple. In the ex-
ample Paris released Confessions of an Heiress,
the term released could be associated with au-
thored, wrote or published. However, there is only
one triple associating that subject with that object,
which matches one of the interpretations (i.e., au-
thoring) of the predicate. Therefore that triple can
be selected.

Rule 3.3. The predicate in the proposition is
too vague or general, but one or more specific
triples can be inferred using world knowl-
edge. In this case, select all. The sentence
He is also a jazz clarinetist who performs
regularly at small venues in Manhattan, can
be associated with the available triples W.H.
profession Clarinetist and W.H.
music/group member/instruments played

Clarinet, even though for this latter triple
the person being in a group is not mentioned
explicitly. However, this can be inferred from
basic world knowledge.

Rule 3.4. The predicate in the proposition is
too vague or general, but one or more specific
triples can be inferred using the textual context.
In this case, select all. In the example By the
mid-1960s Allen was writing and directing films
. . . Allen often stars in his own films . . . Some of
the best-known of his over 40 films are Annie Hall
(1977) . . . , the relations of the person with the
film Annie Hall are that of writer, director and
actor, as supported by the previous text. There-
fore we would annotate facts stating that the per-
son wrote, directed and starred in Annie Hall.
However, we wouldn’t annotate composer or pro-
ducer triples if they existed.

Rule 4. A proposition can be associated
with multiple facts with identical or over-
lapping meanings. In the example, Woody
Allen is a musician, we have the triples
W.H occupation musician and W.H
profession musician, which have near
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identical meanings. Therefore, we mark both
triples and indicate that they co-refer. The
sentence Woody Allen won prize as best director
for film Manhattan, on the other hand, can be
associated with non-coreferring triples W.H won
prize and W.H. directed Manhattan.

Rule 5. If the text makes reference to a set of
facts but it does not enumerate them explicitly, and
there is no reason to believe it makes reference to
any of them in particular, then do not annotate in-
dividual facts. Thus, sentence Clint Eastwood has
seven children does not warrant marking each of
the seven children triples as selected, given that
they are not enumerated explicitly.

Rule 6. If the text makes a clear and unam-
biguous reference to a fact, do not annotate any
other facts, even though they can be inferred from
it. In other words, as explained in Rule 1, all an-
notated triples must be grounded in the text. In
the sentence For his work in the films Unforgiven
(1992) and Million Dollar Baby (2004), Eastwood
won Academy Awards for Best Director and Pro-
ducer of the Best Picture, we can infer from world
knowledge that the celebrity was nominated prior
to winning the award in those categories. How-
ever, the text makes a clear reference only to the
fact that he won the award and there is no reason
to believe that it is also predicating the fact that the
celebrity was nominated.

4 Baseline evaluation

Briefly speaking, the UA system uses a general
heuristic based on the cognitive notion of com-
munal common ground regarding each celebrity,
which is approximated by scoring each lexicalized
triple (or property) associated with a celebrity ac-
cording to the number of hits of the Google search
API. Only the top-ranked triples are selected (Kut-
lak et al, 2013). The UIC system uses a small
set of rules for the conditional inclusion of pred-
icates that was derived offline from the statistical
analysis of the co-occurrence between predicates
that are about the same topic or that share some
shared arguments; only the best performing rules
tested against a subset of the development set are
included (Venigalla and Di Eugenio, 2013).

For the baseline evaluation, we used the devel-
opment set obtained in the second round annota-
tion (see Section 3). However, we only consider
pairs obtained during the second round annotation
that 1) follow both restrictions presented in Sec-

Baseline UIC UA
Precision 49 64 47
Recall 67 50 39
F1 51 51 42

Table 1: Baseline evaluation results (%)

tion 2, and 2) have no coreferring triples. This
last restriction was added to minimize errors be-
cause we observed that annotators were not al-
ways consistent in their annotation of triple coref-
erence.6 We therefore considered 188 annotations
from the 344 annotations of the development set.
Of these, we used 40 randomly selected annota-
tions for evaluating the systems and 144 for es-
timating a baseline that only considers the top 5
predicates (i.e., the predicates most often selected)
and the type-predicate.7.

The evaluation results of the three systems
(baseline, UIC and UA) are presented in Table 1.
The figures in the table were obtained by compar-
ing the triples selected and rejected by each system
against the manual annotation. The performance
of the baseline is quite high. The UA system based
on a general heuristic scores lower than the base-
line, whilst the UIC system has a better precision
than the baseline, albeit a lower recall. This might
be due, as the UA authors observe in their sum-
mary (Venigalla and Di Eugenio, 2013), to “the
large number of predicates that are present only
in a few files . . . [which] makes it harder to de-
cide whether we have to include these predicates
or not.”

5 Conclusions

We have given an overview of the first content se-
lection challenge from open semantic web data,
focusing on the rather extensive and challenging
technological and methodological work involved
in defining the task and preparing the data. Unfor-
tunately, despite agile participation in these early

6Type-predicate triples were filtered out of the annotated
files in the development set whilst they were included in the
large corpus made available to the candidates. Therefore,
we added type-predicate triples in the development set a
posteriori for this evaluation. These type-predicate triples
might be coreferring with other triples, say ns:m.08rd51
ns:type.object.type ns:film.actor and
ns:m.08rd5 people/person/profession
"Actor" /m/02hrh1q . Nonetheless, this was not
taken into account in the evaluation.

7The top 5 predicates were (in descending order of fre-
quency): music track, film actor, profession, date of birth and
nationality
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preparatory stages, the number of submitted sys-
tems was limited. Both of the presented systems
were data-intensive in that they usedeither a pool
of textual knowledge or the corpus of triple data
provided by the challenge in order to select the
most relevant data.

Unlike several previous challenges that involve
more traditional NLG tasks (e.g., surface realiza-
tion, referring expression generation), content se-
lection from large input semantic data is a rela-
tively new research endeavour in the NLG com-
munity that coincides with the rising interest in
statistical approaches to NLG and dates back, to
the best of our knowledge, to (Duboue and McK-
eown, 2003). Furthermore, although we had ini-
tially planned to produce a training set for the
task, the cost of manual annotation turned out
to be prohibitive and the resulting corpus was
only fit for development and baseline evaluation.
Despite these setbacks, we believe that open se-
mantic web data is a promising test-bed and ap-
plication field for NLG-oriented content selec-
tion (Bouayad-Agha et al., 2013) and trust that
this first challenge has prepared the ground for
follow up challenges with a larger participation.
We would also like to encourage researchers from
NLG and Semantic Web research fields to exploit
the framework and materials developed during the
course of this challenge to advance research in
content selection.

References

Nadjet Bouayad-Agha, Gerard Casamayor, and Leo
Wanner. 2013. Natural Language Generation in the
Context of the Semantic Web. Submitted to the Se-
mantic Web Journal.

Nadjet Bouayad-Agha, Gerard Casamayor, Chris Mel-
lish, and Leo Wanner. 2012. Content Selection from
Semantic Web Data. INLG ’12 Proceedings of the
Seventh International Natural Language Generation
Conference. Pages 146-149.

Pablo A. Duboue and Kathleen R. McKeown. 2003.
Statistical Acquisition of Content Selection Rules
for Natural Language Generation Proceedings of
the Conference on Empirical Methods for Natural
Language Processing (EMNLP). Pages 121–128.

Randolph, Justus J. 2005. Free-marginal multirater
kappa (multirater Kfree): An alternative to fleiss
fixed-marginal multirater kappa. Presented as the
Joensuu University Learning and Instruction Sym-
posium.

Roman Kutlak, Chris Mellish and Kees van Deemter
2013. Content Selection Challenge University of
Aberdeen entry Proceedings of the 14th European
Natural Language Generation (ENLG) Workshop.

Hareen Venigalla and Barbara Di Eugenio. 2013. UIC-
CSC: The Content Selection Challenge Entry from
the University of Illinois at Chicago Proceedings
of the 14th European Natural Language Generation
(ENLG) Workshop.

102



Proceedings of the 14th European Workshop on Natural Language Generation, pages 103–104,
Sofia, Bulgaria, August 8-9 2013. c©2013 Association for Computational Linguistics

Narrative Composition: Achieving the Perceived Linearity of Narrative

Pablo Gervás
Universidad Complutense de Madrid, Ciudad Universitaria, 28040 Madrid, Spain

pgervas@sip.ucm.es

The last few years have seen an increased in-
terest in narrative within the field of Natural Lan-
guage Generation (Reiter et al., 2008; Elson and
McKeown, 2010; Siddharthan et al., 2012; Lester,
2012). Narrative is generally acknowledged as a
fundamental mode of presenting and communicat-
ing information between humans, with different
manifestations across media but with a very signif-
icant presence in textual form. Yet efforts in Nat-
ural Language Generation research have generally
side stepped the issue. Aside from the pioneer-
ing work of (Callaway, 2002) and an early attempt
to bridge the gap between narratology and natu-
ral language generation (Lönneker, 2005), the field
had mostly avoided narrative until recent times.
Two possible arguments may be considered as an
explanation of this: one based on the need to re-
strict initial work within a field to the simpler chal-
lenges before tackling the difficult ones, and an-
other based on an assumption that the peculiarities
of narrative have already been covered by existing
work. Both arguments can be shown to be inap-
propriate.

With respect to the first argument, the field of
natural language generation has for many years
operated under the tacit assumption that state of
the art technology can only aspire to generating
texts within a limited range of domains and genres.
These have over the years been defined in different
ways, but in spite of changes, literary texts have
usually been considered to be outside the range
of possible candidates. From an engineering point
of view, this kind of restriction made sense when
the field was starting, for two important reasons.
One, the technological solutions available at the
time for the various tasks involved in natural lan-
guage generation were in their infancy, and the lin-
guistic complexity of literary text might have been
beyond their scope. Two, natural language gener-
ation arose from a desire to extend the studies that
had been carried out for computational analysis of

language to the task of generation, and what was
known about language from a computational point
of view concerned simple texts. Most of the stud-
ies on language and computation had applied sim-
ilar simplifying assumptions. However, such re-
stricting assumptions are no longer necessary and
may be inhibiting progress. In terms of technol-
ogy, the field has matured significantly over the
intervening years. The current state of the art pro-
vides a wide range of solutions that may be well
suited to address some of the more complex phe-
nomena involved in literary text. Additional ob-
jections may be made on the grounds that we do
not know enough about these phenomena. Such
objections, however valid they might have been
originally, are no longer valid either. Many of
the phenomena that were considered beyond com-
putational treatment (metaphor, emotion, tempo-
ral reasoning, dialogue...) have been the subject
of serious and sustained study over the same time
period. Many approaches to their computational
modelling and treatment have become available.
More to the point, the last few years have seen
a rise of interest on literary text within the natu-
ral language processing community. This is ev-
idenced by the number of workshops addressing
topics related to literature: Workshop on Com-
putational Approaches to Linguistic Creativity at
NAACL HLT 2009 and 2010, Computational Lin-
guistics for Literature Workshop at NAACL HLT
2012 and 2013, Computational Models of Narra-
tive events held as AAAI Fall symposium in 2010,
as LREC workshop in 2012, and as satellite work-
shop of CogSci 2013, just to name a few.

With respect to the second argument, the recent
reappearance of narrative as a research topic for
NLG should be enough to dispel the notion that
all its problems have already been solved. Narra-
tive has many peculiarities that set it apart from
other kinds of text, and the body of work address-
ing narrative as a research topic within NLG has
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at most uncovered and staked out a set of prob-
lems and challenges that area waiting further ex-
ploration. Of these various open problems in the
treatment of narrative, my talk will focus on the
problem of narrative composition.

Research on narrative is plagued by the diffi-
culty of establishing a definition of the term that
is both sufficiently formal to act as foundation for
scientific rigour, and sufficiently rich to cover the
fundamental aspects that people associate with the
term. At the present stage of development, tenta-
tive definition need to be established, to be later
confirmed on the basis of empirical work and suc-
cesful evaluation of results. The talk will out-
line some of the possibilities that must be con-
sidered (arising from established definitions in the
field of narratology) and some of the restrictions
that arise from the computational nature of the
task. From the combination of these constraints,
a working model of narrative structure will be out-
lined. However, it is clear that such a model must
document the relation between a semantic descrip-
tion of the content of the narrative (what is usually
termed the fabula) and its rendition as a sequential
discourse. The task of narrative composition will
be specified as the task of constructing such a dis-
course (or discourse plan) for a given semantic de-
scription of fabula. This discourse should be sus-
ceptible of being converted into text and it should
appropriately conveys the set of events in the fab-
ula in such a way that satifies a number of tra-
ditionally accepted requirements (like having an
identifiable theme, a certain temporal and causal
coherence, a recognisable set of characters...). A
number of basic narratological concepts will be
described where they provide tools for breaking
down the task into computationally tractable sub-
problems. Of particular interest is the concept
of focalization, which is used by narratologists to
describe the way certain segments of a narrative
follow a particular character, and which provides
a useful computational representation of both the
granularity and the shift in focus employed during
the process of converting the semantics of the fab-
ula into a linear discourse.

As part of the talk, narrative composition will be
framed in terms of the accepted task breakdown
for natural language generation, considering that
it may involve a combination of content determi-
nation and discourse planning that cannot be seg-
regated into separate subtasks. The talk will also

discuss the relation of the task of narrative compo-
sition with a number of existing research problems
such as story generation (which could correspond
to the construction of fabula but is sometimes sim-
plified down to construction of a discourse di-
rectly) and creativity (which has been addressed
with respect to story generation but may also con-
stitute a fundamental ingredient of the composi-
tion task).
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Abstract
When instructors prepare learning materi-
als for students, they frequently develop
accompanying questions to guide learn-
ing. Natural language processing technol-
ogy can be used to automatically generate
such questions but techniques used have
not fully leveraged semantic information
contained in the learning materials or the
full context in which the question genera-
tion task occurs. We introduce a sophisti-
cated template-based approach that incor-
porates semantic role labels into a system
that automatically generates natural lan-
guage questions to support online learn-
ing. While we have not yet incorporated
the full learning context into our approach,
our preliminary evaluation and evaluation
methodology indicate our approach is a
promising one for supporting learning.

1 Introduction

Ample research (e.g., Callender and McDaniel,
2007) shows that learners learn more, and more
deeply, if they are prompted to examine their
learning materials while and after they study. Of-
ten, these prompts consist of questions related to
the learning materials. After reading a given pas-
sage or section of text, learners are familiar with
learning exercises which consist of questions they
need to answer.

Questioning is one of the most common and in-
tensively studied instructional strategies used by
teachers (Rus and Graesser, 1989). Questions em-
bedded in text, or presented while learners are
studying text, are hypothesized to promote self-
explanation which is known to increase compre-
hension and enhance transfer of learning (e.g.,
Rittle-Johnson, 2006).

Traditionally, these questions have been con-
structed by educators. Recent research, though,

has investigated how natural language processing
techniques can be used to automatically generate
these questions (Kalady et al., 2010; Varga and
Ha, 2010; Ali et al., 2010; Mannem et al., 2010).
While the automated approaches have generally
focussed on syntactic features, we propose an ap-
proach that also takes semantic features into ac-
count, in conjunction with domain dependent and
domain independent templates motivated by ed-
ucational research. After introducing our ques-
tion generation system, we will provide a prelimi-
nary analysis of the performance of the system on
educational material, and then outline our future
plans to tailor the questions to the needs of spe-
cific learners and specific learning outcomes.

2 Question Generation from Text

The task of question generation (QG) from text
can be broadly divided into three (not entirely dis-
joint) categories: syntax-based, semantics-based,
and template-based. Systems in the syntactic cat-
egory often use elements of semantics and vice-
versa. A system we would call template-based
must to some extent use syntactic and/or seman-
tic information. Regardless of the approach taken,
systems must perform at least four tasks:

1. content selection: picking spans of source
text (typically single sentences) from which
questions can be generated

2. target identification: determining which spe-
cific words and/or phrases should be asked
about

3. question formulation: determining the appro-
priate question(s) given the content identified

4. surface form generation: producing the final
surface-form realization

Task 2 need not always precede task 3; target
identification can drive question formulation and
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vice-versa. A system constrained to generating
specific kinds of questions will select only the tar-
gets appropriate for those kinds of questions. Con-
versely, a system with broader generation capa-
bilities might pick targets more freely and (ide-
ally) generate only the questions that are appro-
priate for those targets. We consider the methods
used in performing tasks 2 and 4 to be the pri-
mary discriminators in determining the category
into which a given method is best placed. This is
not the only way one might classify a QG system.
However, we believe this method allows us to best
compare and contrast our approach with previous
approaches.

Syntax-based methods comprise a large portion
of the existing literature. Kalady et al. (2012),
Varga and Ha (2010), Wolfe (1976), and Ali et
al. (2010) provide a sample of these methods. Al-
though each of these efforts has differed on a few
details, they have followed the same basic strat-
egy: parse sentences using a syntactic parser, sim-
plify complex sentences, identify key phrases, and
apply syntactic transformation rules and question
word replacement.

The methods we have labeled “semantics-
based” use method(s) of target identification (task
2) that are primarily semantic, using techniques
such as semantic role labeling (SRL). Given a sen-
tence, a semantic role labeler identifies the pred-
icates (relations and actions) along with the se-
mantic entities associated with each predicate. Se-
mantic roles, as defined in PropBank (Palmer et
al., 2005), include Arg0, Arg1, ..., Arg5, and
ArgA. A set of modifiers is also defined and in-
cludes ArgM-LOC (location), ArgM-EXT (ex-
tent), ArgM-DIS (discourse), ArgM-ADV (adver-
bial), ArgM-NEG (negation), ArgM-MOD (modal
verb), ArgM-CAU (cause), ArgM-TMP (time),
ArgM-PNC (purpose), ArgM-MNR (manner), and
ArgM-DIR (direction). We adopt the shorter
CoNLL SRL shared task naming conventions
(Carreras and Màrquez, 2005) (e.g., A0 and AM-
LOC).

Mannem et al. (2010), for example, introduce a
semantics-based system that combines SRL with
syntactic transformations. In the content selec-
tion stage, a single sentence is first parsed with
a semantic role labeler to identify potential tar-
gets. Targets are selected using simple selec-
tion criteria. Any of the predicate-specific se-
mantic arguments (A0-A5), if present, are consid-

ered valid targets. Mannem et al. further iden-
tify modifiers AM-MNR, AM-PUNC, AM-CAU,
AM-TMP, AM-LOC, and AM-DIS as potential
targets. These roles are used to generate addi-
tional questions that cannot be attained using only
the A0-A5 roles. For example, AM-LOC can be
used to generate a where question, and an AM-
TMP can be used to generate a when question. Af-
ter targets have been identified, these, along with
the complete SRL parse of the sentence are passed
to the question formulation stage. Two heuristics
are used to rank the generated questions. Ques-
tions are ranked first by the depth of their predi-
cate in the dependency parse of the original ques-
tion. This is based on the assumption that ques-
tions arising from main clauses are more desir-
able than those generated from deeper predicates.
In the second stage, questions with the same rank
are re-ranked according to the number of pronouns
they contain, with questions with fewer pronouns
having higher rank.

One limitation of the syntax and semantics-
based methods is that they generate questions by
rearranging the surface form of sentences. Ques-
tion templates offer the ability to ask questions that
are not so tightly-coupled to the exact wording of
the source text. A question template is any pre-
defined text with placeholder variables to be re-
placed with content from the source text. Ques-
tion templates allow question generation systems
to leverage human expertise in language genera-
tion.

The template-based system of Cai et al. (2006)
uses Natural Language Generation Markup Lan-
guage (NLGML), a language that can be used to
generate not only questions but any natural lan-
guage expression. NLGML uses syntactic pattern
matching and semantic features for content selec-
tion and question templates to guide question for-
mulation and surface-form realization. Note that
a pattern need not specify a complete syntax tree.
Additionally, patterns can impose semantic con-
straints. However, simple “copy and paste” tem-
plates are not a panacea for surface-form real-
ization. Mechanisms for changing capitalization
of words and changing verb conjugation (when
source sentence verbs are to appear in the output
text) need to be provided: NLGML provides some
such functions.
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3 Our Approach

We develop a template-based framework for QG.
The primary motivation for this decision is the
ability of a template-based approach to generate
questions that are not merely declarative to in-
terrogative transformations. We aim to address
some of the limitations of the existing approaches
outlined in the previous section while leveraging
some of their strengths in novel ways. We com-
bine the benefits of a semantics-based approach,
the most important of which is not being tightly-
constrained by syntax, with the surface-form flex-
ibility of a template-based approach.

The data used to develop our approach was ob-
tained from a collection of 25 documents prepared
for educational research purposes within the Fac-
ulty of Education at SFU. All hand-coded rules
we describe below were motivated by patterns ob-
served in this development data. This collection
was modeled after a high-school science curricu-
lum on global warming, with vocabulary and dis-
course appropriate for learners in that age group.
Although the collection included a glossary of key
terms and their definitions, this resource was used
only for evaluation purposes as described in Sec-
tion 4.

3.1 Semantic-based templates

Previous template-based methods have used syn-
tactic pattern matching, which does provide a
great deal of flexibility in specifying sentences
appropriate for generating certain types of ques-
tions. However, this flexibility comes at the ex-
pense of generality. As seen in Wyse and Piwek
(2009), who use Stanford Tregex (Levy and An-
drew, 2006) for pattern matching, the specificity of
syntactic patterns can make it difficult to specify
a syntactic pattern of the desired scope. Further-
more, semantically similar entities can span dif-
ferent syntactic structures, and matching these re-
quires either multiple patterns (in the case of Cai
et al., 2006) or a more complicated pattern (in the
case of Wyse and Piwek, 2009).

If we want to develop templates that are se-
mantically motivated, more flexible in terms of
the content they successfully match, and more ap-
proachable for non-technical users, we need to
move away from syntactic pattern matching. In-
stead, we match semantic patterns. We define a
semantic pattern as the SRL parse of a sentence
and the named entities (if any) contained within

the span of each semantic role. We use Stanford
NER (Finkel et al., 2005) for named entity recog-
nition. Figure 1 shows a sentence and its corre-
sponding semantic pattern. Notice this sentence
has two predicates, each with its own semantic ar-
guments. Each of these predicate-argument struc-
tures is a distinct predicate frame.

Figure 1: A sentence and its semantic pattern

Even the shallow semantics of SRL can identify
the semantically interesting portions of a sentence,
and these semantically-meaningful substrings can
span a range of syntactic patterns. Figure 2
shows a clear example of this phenomenon. In
this example, we see two sentences expressing
the same semantic relationship between two con-
cepts, namely, the fact that trapped heat causes
the Earth’s temperature to increase. In one case,
this causation is expressed in an adjective phrase,
while the other uses a sentence-initial preposi-
tional phrase. The parse trees are generated using
the Stanford Parser (Klein and Manning, 2003).
The AM-CAU semantic role captures the cause in
both sentences. It is impossible to accomplish the
same feat with a single NLGML pattern. However,
it is possible to capture both with a single Tregex
pattern.

The principle advantage of semantic pattern
matching is that a single semantic pattern casts a
narrow semantic net while casting a large syntactic
net. This means fewer patterns need to be defined
by the template author, and the patterns are more
compact.

Our templates have three components: plain-
text, slots, and slot options. Plaintext forms the
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Figure 2: Two different syntax subtrees subsumed
by a single semantic role

skeleton into which semantically-meaningful sub-
strings of a source sentence are inserted to create a
question. The only restrictions on the plaintext is
that it cannot contain any text that looks like a slot
but is not intended as one, and it cannot contain
the character sequence used to delineate the plain-
text from the slots appearing outside the plaintext.
Aside from these restrictions, any desired text is
valid.

Slots facilitate sentence and template matching.
They accept specific semantic arguments, and can
appear inside or outside the plaintext. These pro-
vide the semantic pattern against which a source
sentence is matched. A slot inside the plaintext
acts as a variable to be replaced by the correspond-
ing semantic role text from a matching sentence,
while any slots appearing outside the plaintext
serve only to provide additional pattern match-
ing criteria. The template author does not need
to specify the complete semantic pattern in each
template. Instead, only the portions relevant to the
desired question need to be specified. This is an
important point of contrast between our template-
based approach vs. syntax and semantics-based
approaches. We can choose to generate questions
that do not include any predicates from the source

sentence but instead ask more abstract or general
questions about other semantic constituents. We
believe these kinds of questions are better able to
escape the realm of the factoid, because they are
not constrained to the actions and relations de-
scribed by predicates.

Slot options function much like NLGML func-
tions and are of two types: modifiers and filters.
Modifiers apply transformations to the role text in-
serted into a slot, and filters enforce finer-grained
matching criteria. Predicate slots have their own
distinct set of options, while the other semantic
roles share a common set of options. A template’s
slots and filters describe the necessary conditions
for the template to be matched with a source sen-
tence semantic pattern.

3.2 Predicate slot options

The predicate filter options restrict the predicates
that can match a predicate slot. With no filter
options specified, any predicate is considered a
match. Table 1 shows the complete list of filters.

Filter Description
be predicate lemma must not be “be”
!be predicate lemma must be “be”
!have predicate lemma must not be “have”

Table 1: Predicate filters

The selection of predicate filters might at first
seem oddly limited. Failing to consider the func-
tional differences between various types of verbs
(particularly auxiliary and copula) would indeed
produce low-quality questions and should in fact
be ignored in most cases. For example, consider
the sentence “Dinosaurs, along with many other
animals, became extinct approximately 65 mil-
lion years ago.” A question such as “What did
dinosaurs, along with many other animals, be-
come?” is not particularly useful. We can rec-
ognize copula predicates by their surrounding se-
mantic pattern, so in the broad sense, we do not
need to adopt any copula-specific rules.

The one exception to the above rule is any cop-
ula whose lemma is be. The be and !be filters
allow the presence or absence of such a predicate
to be detected. This capability is useful for two
reasons. First, the presence of such a predicate
gives us an inexpensive way to generate defini-
tion questions, even if the source text is not writ-
ten in the form of a definition. Although this will
over-generate definition questions, non-predicate
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filters can be used to add additional mitigating
constraints. Second, requiring the absence of such
a predicate allows us to actively avoid generat-
ing certain kinds of ungrammatical or meaning-
less questions. Whether using one of these predi-
cates results in ungrammatical questions depends
on the wording of the underlying template, so we
provide the !be filter for the template author to
use as needed. Consider the sentence “El Nino
is caused when the westerly winds are unusually
weak.” Without the !be filter, one of our tem-
plates would generate the question “When can El
Nino be?” Applying the !be filter prevents this
question from being generated.

Like copula, auxiliary verbs are often not suit-
able for question generation. Fortunately, many
auxiliary verbs are also modal and are assigned
the label AM-MOD and so do not form predi-
cate frames of their own. Instead, they are in-
cluded in the frame of the predicate they modify.
In other cases auxiliary verbs are not modal, such
as in the sentence “So far, scientists have not been
able to predict the long term effects of this wob-
ble.” In this case, the auxiliary have is treated as
a separate predicate, but importantly, the span of
its A1 includes the predicate been. We provide
a non-predicate filter to prevent generation when
this overlap is present.

The !have filter is motivated by the observa-
tion that the predicate have can appear as a full,
non-copula predicate (with an A0 and A1) but of-
ten does not yield high-quality questions. For ex-
ample, consider the sentence “This effect can have
a large impact on the Earth’s climate.” Without the
!have filter, one of our templates would gener-
ate the question “What can this effect have?” With
the !have filter, that template does not yield any
questions from the given sentence.

Predicate modifiers allow the template author to
explicitly force a change in conjugation. See Ta-
ble 2 for the complete set of predicate modifiers,
where fps is an abbreviation for first person sin-
gular, sps for second person singular, and so on.
The lemma modifier can appear on its own. How-
ever, all other conjugation changes must specify
both a tense and a person. If no modifiers are used,
the predicate is copied as-is from the source sen-
tence. Although perfect is an aspect rather than a
tense, MorphAdorner1, which we use to conjugate
predicates, defines it as a tense, so we have imple-

1http://morphadorner.northwestern.edu

mented it as a tense filter.

Modifier Tense Modifier
lemma lemma (dictionary form) fps
pres present sps
prespart present participle tps
past past fpp
pastpart past participle spp
perf perfect tpp
pastperf past perfect
pastperfpart past perfect participle

Table 2: Predicate modifiers

3.3 Non-predicate slot options
The filters for non-predicate slots impose addi-
tional syntactic and named entity restrictions on
any matching role text. As with predicates, the
absence of any non-predicate filters results in the
mere presence of the corresponding semantic role
being sufficient for matching. See Table 3 for the
complete list of non-predicate filters describing re-
strictions on the role text (RT), role span (RS), and
predicate frame (PF) in terms of the semantic type
of named entities (and in some cases in terms of
non-semantic features).

Filter Description
null PF must not contain this semantic role.
!nv RS must not contain a predicate
dur RT must contain DURATION
date RT must contain DATE
!date RT must not contain a DATE
loc RT must contain a LOCATION.
ne RT must contain a named entity
misc RT must contain a MISC
comp RT must contain a comparison
!comma RT must not contain a comma
singular RT must be singular
plural RT must be plural

Table 3: Non-predicate filters

The choice of filters again requires some expla-
nation. The null and !nv filters were foreshad-
owed above. For slots appearing outside the tem-
plate’s plaintext, the null filter explicitly requires
that the corresponding semantic role not be present
in a source sentence semantic pattern. An A0 slot
paired with the null filter is the mechanism al-
luded to earlier that allows for the recognition of
copula predicates without the need to examine the
predicate itself. The !nv filter can be used to pre-
vent ungrammatical questions. We observe that
if a role span does include a predicate, resulting
questions are often ungrammatical due to the con-
jugation of that predicate. Applying this filter to

109



the A1 of a predicate prevents generation from a
predicate frame whose predicate is a non-modal
auxiliary verb.

The named entity filters (dur, !dur, date,
loc, ne, and misc) are those most relevant to
the corpus we have used to evaluate our approach
and thus the easiest to experiment with effectively.
Because named entities are used only for filtering,
expanding the set of named entity filters is a trivial
task.

The filters comp, !comma, singular, and
plural are syntax-based filters. With the ex-
ception of !comma, these filters force the exam-
ination of the part-of-speech (POS) tags to de-
tect the desired features. The singular and
plural filters let templates be tailored to singu-
lar and plural arguments in any desired way, be-
yond simply selecting appropriate auxiliary verbs.
The type of comparison we search for when the
comp filter is used is quite specific. We search
for phrases that describe conditions that are atypi-
cal. These can be seen in phrases such “unusually
weak,” “unseasonably warm,” “strangely absent,”
and so on. These phrases are present when a word
whose POS tag is RB (adverb) is followed by a
word whose tag is JJ (adjective). Consider a sen-
tence such as “El Nino is caused when the westerly
winds are unusually weak.” The comp filter allows
us to generate questions such as “What data would
indicate El Nino?” or “How do the conditions that
cause El Nino differ from normal conditions?” Al-
though this heuristic does produce both false pos-
itives and false negatives, other syntactic features
such as comparative adverbs and comparative ad-
jectives are less semantically constrained. Further
investigation is needed to determine more flexible
ways to recognize descriptions of atypical condi-
tions.

We see two situations in which a comma ap-
pears within the span of a single semantic role.
The first situation occurs when a list of nouns is
serving the role, such as in “Climate change in-
cludes changes in precipitation, temperature, and
pressure.” Here, “changes in precipitation, temper-
ature, and pressure” is the A1 of the predicate in-
cludes. In cases where a question is only appro-
priate for single concept (e.g. temperature) rather
than a set of concepts, the !comma filter pre-
vents such a question from being generated from
the sentence above. This has implications for role
text containing appositives, the second situation in

which a comma appears within a single role span.
Such roles are rejected when !comma is used.
This is not ideal, as removing appositives does not
cause semantic roles to be lost from a semantic
pattern. Future work will address this problem.

The non-predicate modifiers (Table 4) serve two
purposes: to create more fluent questions and to
remove non-essential text. Note that the -tpp,
which forces the removal of trailing prepositional
phrases, can have undesired results when applied
to certain modifier roles, such as AM-LOC, AM-
MNR, and AM-TMP, when they appear in the tem-
plate plaintext. These modifiers often contain only
a prepositional phrase, and in such cases, -tpp
will result in an empty string being placed into the
template.

Modifier Effect
-lp If initial token is prep, remove it
-tpp If RT ends with PP, remove PP
-ldt If initial token is determiner, remove it

Table 4: Non-predicate modifiers

3.4 Our QG system
Figure 3 shows the architecture and data flow of
our QG system. One of the most important things
to observe about this architecture is that the tem-
plates are an external input. They are in no way
coupled to the system and can be modified as
needed without any system modifications.

Compared to most other approaches, we per-
form very little pre-processing. Syntax-based
methods in particular have been motivated to per-
form sentence simplification, because their meth-
ods are more likely to generate meaningful ques-
tions from short, succinct sentences. We have cho-
sen not to perform any sentence simplification.
This decision was motivated by the observation
that common methods of sentence simplification
can eliminate useful semantic content. For exam-
ple, Kalady et al. (2010) claim that prepositional
phrases are often not fundamental to the meaning
of a sentence, so they remove them when simpli-
fying a sentence. However, as Figure 4 shows,
a prepositional phrase can contain important se-
mantic information. In that example, removing the
prepositional phrase causes temporal information
to be lost.

One pre-processing step we do perform is
pronominal anaphora resolution (Charniak and El-
sner, 2009). Even though we do not split com-
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Figure 3: System architecture and data flow

Figure 4: Semantic information can be lost dur-
ing sentence simplification. Removing the prepo-
sitional phrase from the first sentence leaves the
simpler second sentence, but the AM-TMP modi-
fier is lost.

plex sentences and therefore do not create new
sentences in which pronouns are separated from
their antecedents, this kind of anaphora resolution
remains an important step in limiting the number
of vague questions.

Each source sentence is tokenized and anno-
tated with POS tags, named entities, lemmata, and
its SRL parse. SRL is the cornerstone of our ap-
proach. We generate the SRL parse (Collobert
et al., 2011) in order to extract a set of predicate
frames. Questions are generated from individ-
ual predicate frames rather than entire sentences
(unless the sentence contains only one predicate
frame). Given a sentence, the semantic pattern of
each of its predicate frames is compared against
that of each template. Algorithm 1 describes the
process of matching a single predicate frame (pf )
to a single template (t). Although it is not stated in
Algorithm 1, the sentence-level tokenization, lem-
mata, named entities and POS tags are checked
as needed according to the template’s slot filters.
If a predicate frame and template are matched,
they are passed to Algorithm 2, which fills tem-
plate slots with role text to produce a question.
Even in the absence of modifiers, all role text re-
ceives some additional processing before being in-
serted into its corresponding slot. These additional
steps include the removal of colons and the things
they introduce and the removal of text contained
in parentheses. We observe that these extra steps
lead to questions that are more meaningful.

Algorithm 1 patternsMatch(pf ,t)
for all slot ∈ t do

if pf does not have slot.role then
if null 6∈ slot.filters then

return false
end if

else
for all filter ∈ slot.filters do

if pf.role does not match filter then
return false

end if
end for

end if
end for
return true

Because we generate questions from predicate
frames rather than entire sentences, two sentences
describing the same semantic entities might result
in duplicate questions. To avoid duplicates we
keep only the first occurrence of a question.

Using slots and filters, we can now create some
interesting templates and see the questions they
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Algorithm 2 fillTemplate(t,pf )
question text← t.plaintext
for all slot ∈ t.plaintext slots do

role text← pf.role(slot.role).text
for all modifier ∈ slot.modifiers do

applyModifier(role text,modifier)
end for
In question text, replace slot with role text

end for
return question text

yield. Table 5 shows some templates (T) that
match the sentence in Figure 1 and the questions
(Q) that result. Although the questions that are
generated are not answerable from the original
sentence, they were judged answerable from the
source document in our evaluation. The full set of
templates is provided in (Lindberg, 2013).

As recently as 12,500 years ago, the Earth was in the
midst of a glacial age referred to as the Last Ice Age.
T: How would you describe [A2 -lp misc]?
Q: How would you describe the Last Ice Age?
T: Summarize the influence of [A1 -lp !comma !nv] on
the environment.
Q: Summarize the influence of a glacial age on the envi-
ronment.
T: What caused [A2 -lp !nv misc]? ## [A0 null]
Q: What caused the Last Ice Age?

Table 5: A few sample templates and questions

4 Evaluation

There remains no standard set of evaluation met-
rics for assessing the quality of question gener-
ation output. Some present no evaluation at all
(Wyse and Piwek, 2009; Stanescu et al., 2008).
Among those who do perform an evaluation, there
does appear to be a consensus that some form
of human evaluation is necessary. Despite this
agreement in principle, approaches tend to diverge
thereafter. There are differences in the evaluation
criteria and the evaluation procedure.

Most previous efforts in QG have not gone be-
yond manual evaluation. While some have gone
a step further and built models for ranking based
on the probability of a question being acceptable
(Heilman and Smith, 2010), these models have not
had a strong basis in pedagogy. While a question
that is both syntactically and semantically well-
formed is considered acceptable in some evalua-
tion schemes, such questions can greatly outnum-
ber the questions that we can reasonably expect a
student would want or have time to answer. We
implement a classifier that attempts to identify the

questions that are the most pedagogically useful.

For our initial evaluation of the performance of
our QG system, we selected a subset of 10 doc-
uments from the collection described in the previ-
ous section. On average, each document contained
25 sentences. From the 10 documents, our system
generated 1472 questions in total, an average of
5.9 questions per sentence. Due to the educational
nature of this material, we needed evaluators with
educational training rather than naive ones. Ac-
cordingly, the questions we generated were evalu-
ated by a graduate student from the Faculty of Ed-
ucation. She was asked to give binary judgements
for grammaticality, semantic validity, vagueness,
answerability, and learning value. For each ques-
tion, two aspects of answerability were evaluated.
The first aspect was whether the question was an-
swerable from the source sentence from which
it was generated. The second was whether the
question was answerable given the source docu-
ment as a whole. The evaluator was given no pre-
determined guidelines regarding the relationships
among the evaluation criteria (e.g., the influence
of vagueness and answerability on learning value).
This aspect of the evaluation was left to her dis-
cretion as an educator. She found that 85% of the
questions were grammatical, with 66% of them ac-
tually making sense. It was determined that 14%
of the questions were answerable from the sen-
tence used to generate them, while 20% of them
were answerable from the document. Finally, she
determined that 17% of the questions had learn-
ing value according to the prescribed learning out-
comes for the curriculum being modeled. Aside
from performing this evaluation, the evaluator was
not involved in this research.

Given this evaluation, we then built a classi-
fier which used logistic regression (L2 regular-
ized log-likelihood) to classify on learning value.
We used length, language model, SRL, named en-
tity, glossary, and syntax features. Length and
language model features measure the token count
and grammaticality of a question and the sentence
from which it was generated. SRL features in-
clude the token count of each semantic role in the
generating predicate frame, whether each role is
required by the matching template, and whether
each role’s text is used. Named entity features
indicate the presence of each of nine named en-
tity types in both the source sentence and gener-
ated question. Glossary features note the number
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of glossary terms that appear in a sentence and
question and a measure of the average importance
of each term, which we calculated from a sim-
ple in-terms-of graph (Winne and Hadwin, 2013)
we constructed from the glossary. This graph has
directed edges between each glossary term and
the terms that appear in its gloss. Syntax fea-
tures identify the depth of the generating predi-
cate frame in the source sentence and the POS tag
of its predicate. Without adding noise, the train-
ing set had 217 questions with learning value and
1101 questions without learning value. The clas-
sifier obtained precision and recall scores of 0.47
and 0.22 respectively for questions with learning
value, along with scores of 0.79 and 0.92 for ques-
tions with no learning value. We then added noise
to the training set by relabelling any grammati-
cal question that made sense as having learning
value. This relabelling resulted in a training set
of 778 questions with learning value and only 540
questions without learning value. The classifier
trained on this noisy set showed a precision score
on learning value questions decreased to 0.29 but
a dramatic increase in recall to 0.81. For questions
with no learning value, the precision increased
slightly to 0.86 which was offset by a dramatic de-
crease in recall to 0.38. So when the system gener-
ates a poor quality question, we have a high prob-
ability of knowing that it is a poor question which
allows us to then filter or discard it.

5 Conclusions

We have shown how a template-based method,
using predominately semantic information, can
be used to generate natural language questions
for use in an on-line learning system. Our tem-
plates are based on semantic patterns, which cast
a wide syntactic net and a narrow semantic net.
The template mechanism supports rich selectional
and generational capabilities, generating a large
pool from which questions for learners can be
selected. A simple automated technique for se-
lecting questions with learning value was intro-
duced. Although this automated technique shows
promise for some applications, future investiga-
tion into what constitutes a useful question in the
context of a specific task and an individual learner
is needed. Some might argue that it is risky to
generate questions that cannot be answered from
the source sentence from which they were gener-
ated. Although some questions are generated that

are not answered elsewhere in a document, there
is a benefit in learners being able to recognize that
a particular question is not answerable. Our future
work will expand both on the types of potential
questions generated, and on the selection from the
set of potential questions based on the information
an individual learner (a) knows, (b) has available
in a “library” of saved sources, (c) has operated
on while studying online (e.g., tagged), and (d)
might find in the Internet. To facilitate this further
research, we will be integrating question genera-
tion into the nStudy system (Hadwin et al., 2010;
Winne and Hadwin, 2013). We will also be per-
forming thorough user studies which will evalu-
ate the generated questions from the learner’s per-
spective in addition to the educator’s perspective.
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Abstract
We describe a statistical Natural Language
Generation (NLG) method for summarisa-
tion of time-series data in the context of
feedback generation for students. In this
paper, we initially present a method for
collecting time-series data from students
(e.g. marks, lectures attended) and use ex-
ample feedback from lecturers in a data-
driven approach to content selection. We
show a novel way of constructing a reward
function for our Reinforcement Learning
agent that is informed by the lecturers’
method of providing feedback. We eval-
uate our system with undergraduate stu-
dents by comparing it to three baseline
systems: a rule-based system, lecturer-
constructed summaries and a Brute Force
system. Our evaluation shows that the
feedback generated by our learning agent
is viewed by students to be as good as the
feedback from the lecturers. Our findings
suggest that the learning agent needs to
take into account both the student and lec-
turers’ preferences.

1 Introduction

Data-to-text generation refers to the task of auto-
matically generating text from non-linguistic data
(Reiter and Dale, 2000). The goal of this work is
to develop a method for summarising time-series
data in order to provide continuous feedback to
students across the entire semester. As a case
study, we took a module in Artificial Intelligence
and asked students to fill out a very short diary-
type questionnaire on a weekly basis. Questions
included, for example, number of deadlines, num-
ber of classes attended, severity of personal issues.
These data were then combined with the marks
from the weekly lab reflecting the students’ per-
formance. As data is gathered each week in the

lab, we now have a set of time-series data and our
goal is to automatically create feedback. The goal
is to present a holistic view through these diary en-
tries of how the student is doing and what factors
may be affecting performance.

Feedback is very important in the learning pro-
cess but very challenging for academic staff to
complete in a timely manner given the large num-
ber of students and the increasing pressures on
academics’ time. This is where automatic feed-
back can play a part, providing a tool for teachers
that can give insight into factors that may not be
immediately obvious (Porayska-Pomsta and Mel-
lish, 2013). As reflected in NSS surveys1, stu-
dents are not completely satisfied with how feed-
back is currently delivered. The 2012 NSS survey,
for all disciplines reported an 83% satisfaction rate
with courses, with 70% satisfied with feedback.
This has improved from recent years (in 2006 this
was 60% for feedback) but shows that there is
still room for improvement in how teachers deliver
feedback and its content.

In the next section (Section 2) a discussion of
the related work is presented. In Section 3, a de-
scription of the methodology is given as well as
the process of the data collection from students,
the template construction and the data collection
with lecturers. In Section 4, the Reinforcement
Learning implementation is described. In Section
5, the evaluation results are presented, and finally,
in Sections 6 and 7, a conclusion and directions
for future work are discussed.

2 Related Work

Report generation from time-series data has been
researched widely and existing methods have been
used in several domains such as weather forecasts
(Belz and Kow, 2010; Angeli et al., 2010; Sripada
et al., 2004), clinical data summarisation (Hunter

1http://www.thestudentsurvey.com/
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et al., 2011; Gatt et al., 2009), narrative to assist
children with communication needs (Black et al.,
2010) and audiovisual debriefs from sensor data
from Autonomous Underwater Vehicles missions
(Johnson and Lane, 2011).

The two main challenges for time-series data
summarisation are what to say (Content Selec-
tion) and how to say it (Surface Realisation). In
this work we concentrate on the former. Previ-
ous methods for content selection include Gricean
Maxims (Sripada et al., 2003); collective con-
tent selection (Barzilay and Lapata, 2004); and
the Hidden Markov model approach for content
selection and ordering (Barzilay and Lee, 2004).
NLG systems tend to be very domain-specific
and data-driven systems that seek to simultane-
ously optimize both content selection and sur-
face realisation have the potential to be more
domain-independent, automatically optimized and
lend themselves to automatic generalization (An-
geli et al., 2010; Rieser et al., 2010; Dethlefs
and Cuayahuitl, 2011). Recent work on report
generation uses statistical techniques from Ma-
chine Translation (Belz and Kow, 2010), super-
vised learning (Angeli et al., 2010) and unsuper-
vised learning (Konstas and Lapata, 2012).

Here we apply Reinforcement Learning meth-
ods (see Section 4 for motivation) which have been
successfully applied to other NLG tasks, such as
Temporal Expressions Generation (Janarthanam
et al., 2011), Lexical Choice (Janarthanam and
Lemon, 2010), generation of adaptive restaurant
summaries in the context of a dialogue system
(Rieser et al., 2010) and generating instructions
(Dethlefs and Cuayahuitl, 2011).

3 Methodology

Figure 1: Methodology for data-driven feedback
report generation

Figure 1 shows graphically our approach to the de-
velopment of a generation system. Firstly, we col-
lected data from students including marks, demo-
graphic details and weekly study habits. Next, we
created templates for surface realisation with the
help of a Teaching and Learning expert. These
templates were used to generate summaries that
were rated by lecturers. We used these ratings to
train the learning agent. The output of the learning
agent (i.e. automatically generated feedback re-
ports) were finally evaluated by the students. Each
of these steps are discussed in turn.

3.1 Time-series Data Collection from
Students

The data were collected during the weekly lab ses-
sions of a Computer Science module which was
taught to third year Honours and MSc students
over the course of a 10 week semester. We re-
cruited 26 students who were asked to fill in a
web-based diary-like questionnaire. Initially, we
asked students to provide some demographic de-
tails (age, nationality, level of study). In addition,
students provided on a weekly basis, information
for nine factors that could influence their perfor-
mance. These nine factors were motivated from
the literature and are listed here in terms of effort
(Ames, 1992), frustration (Craig et al., 2004) , dif-
ficulty (Person et al., 1995; Fox, 1993) and per-
formance (Chi et al., 2001). Effort is measured
by three factors: (1) how many hours they studied;
(2) the level of revision they have done; (3) as well
as the number of lectures (of this module) they at-
tended. Frustration is measured by (4) the level
of understandability of the content; (5) whether
they have had other deadlines; and whether they
faced any (6) health and/or (7) personal issues and
at what severity. The difficulty of the lab exercises
is measured by (8) the students’ perception of dif-
ficulty. Finally, (9) marks achieved by the students
in each weekly lab was used as a measure of their
performance.

3.2 Data Trends
Initially, the data were processed so as to iden-
tify the existing trend of each factor during the
semester, (e.g. number of lectures attending de-
creases). The tendencies of the data are estimated
using linear least-squares regression, with each
factor annotated as INCREASING, DECREAS-
ING or STABLE. In addition, for each student we
perform a comparison between the average of each
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Type Description Examples
AVERAGE describes the factor data by either averaging the values given by

the student,
“You spent 2 hours studying the lecture material
on average”. (HOURS STUDIED)

or by comparing the student’s average with the class average
(e.g. if above the mean value for the class, we say that the ma-
terial is challenging).

“You found the lab exercises very challenging”.
(DIFFICULTY)

TREND discusses the trend of the data, e.g. increasing, decreasing or
stable.

“Your workload is increasing over the
semester”. (DEADLINES)

WEEKS talks about specific events that happened in one or more weeks. “You have had other deadlines during weeks 5,
6 and 9”. (DEADLINES)

OTHER all other expressions that are not directly related to data. “Revising material during the semester will im-
prove your performance”. (REVISION)

Table 1: The table explains the different template types.

factor and the class average of the same factor.

3.3 Template Generation
The wording and phrasing used in the templates to
describe the data were derived from working with
and following the advice of a Learning and Teach-
ing (L&T) expert. The expert provided consulta-
tion on how to summarise the data. We derived 4
different kinds of templates for each factor: AV-
ERAGE, TREND, WEEKS and OTHER based on
time-series data on plotted graphs. A description
of the template types is shown in Table 1.

In addition, the L&T expert consulted on how
to enhance the templates so that they are ap-
propriate for communicating feedback accord-
ing to the guidelines of the Higher Education
Academy (2009), for instance, by including moti-
vating phrases such as ”You may want to plan your
study and work ahead”.

3.4 Data Collection from Lecturers
The goal of the Reinforcement Learning agent is
to learn to generate feedback at least as well as
lecturers. In order to achieve this, a second data
collection was conducted with 12 lecturers partic-
ipating.

The data collection consisted of three stages
where lecturers were given plotted factor graphs
and were asked to:

1. write a free style text summary for 3 students
(Figure 2);

2. construct feedback summaries using the tem-
plates for 3 students (Figure 3);

3. rate random feedback summaries for 2 stu-
dents (Figure 4).

We developed the experiment using the Google
Web Toolkit for Web Applications, which facil-

itates the development of client-server applica-
tions. The server side hosts the designed tasks and
stores the results in a datastore. The client side is
responsible for displaying the tasks on the user’s
browser.

In Task 1, the lecturers were presented with the
factor graphs of a student (one graph per factor)
and were asked to provide a free-text feedback
summary for this student. The lecturers were en-
couraged to pick as many factors as they wanted
and to discuss the factors in any order they found
useful. Figure 2 shows an example free text sum-
mary for a high performing student where the lec-
turer decided to talk about lab marks and under-
standability. Each lecturer was asked to repeat this
task 3 times for 3 randomly picked students.

In Task 2, the lecturers were again asked to con-
struct a feedback summary but this time they were
given a range of sentences generated from the tem-
plates (as described in Section 2.3). They were
asked to use these to construct a feedback report.
The number of alternative utterances generated for
each factor varies depending on the factor and the
given data. In some cases, a factor can have 2 gen-
erated utterances and in other cases up to 5 (with
a mean of 3 for each factor) and they differenti-
ate in the style of trend description and wording.
Again the lecturer was free to choose which fac-
tors to talk about and in which order, as well as
to decide on the template style he/she prefers for
the realisation through the template options. Fig-
ure 3 shows an example of template selection for
the same student as in Figure 2.

In Task 3, the lecturers were presented with the
plotted factor graphs plus a corresponding feed-
back summary that was generated by randomly
choosing n factors and their templates, and were
asked to rate it in a scale between 0-100 (100 for
the best summary). Figure 4 shows an example of
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Figure 2: The interface of the 1st task of the data collection: the lecturer consults the factor graphs and
provides feedback in a free text format.

Figure 3: The interface of the 2nd task of data collection: the lecturer consults the graphs and constructs
a feedback summary from the given templates (this graph refers to the same student as Figure 2).

a randomly generated summary for the same stu-
dent as in Figure 2.

4 Learning a Time-Series Generation
Policy

Reinforcement Learning (RL) is a machine learn-
ing technique that defines how an agent learns to
take optimal actions in a dynamic environment so

as to maximize a cumulative reward (Sutton and
Barto, 1998). In our framework, the task of con-
tent selection of time-series data is presented as a
Markov Decision problem. The goal of the agent
is to learn to choose a sequence of actions that
obtain the maximum expected reward in the long
run. In this section, we describe the Reinforce-
ment Learning setup for learning content selection
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Figure 4: The interface of the 3rd task of data col-
lection: the lecturer consults the graphs and rates
the randomly generated feedback summary (this
graph refers to the same student as Figures 2 and
3).

from time-series data for feedback report gener-
ation. Summarisation from time-series data is an
open challenge and we aim to research other meth-
ods in the future, such as supervised learning, evo-
lutionary algorithms etc.

4.1 Actions and States

In this learning setup, we focused only on select-
ing the correct content, i.e. which factors to talk
about. The agent selects a factor and then decides
whether to talk about it or not. The state consists
of a description of the factor trends and the num-
ber of templates that have been selected so far. An
example of the initial state of a student can be:

<marks increased, lectures attended stable,
hours studied increased, understandability stable,
difficulty increased, health issues stable, per-
sonal issues stable, revision increased, 0>

The agent explores the state space by selecting a
factor and then by deciding whether to talk about
it or not. If the agent decides to talk about the
selected factor, it chooses the template in a greedy
way, i.e. it chooses for each factor the template
that results in a higher reward. After an action has
been selected, it is deleted from the action space.

4.1.1 Ordering
In order to find out in which order the lectur-
ers describe the factors, we transformed the feed-
back summaries into n-grams of factors. For in-
stance, a summary that talks about the student’s
performance, the number of lectures that he/she
attended, potential health problems and revision

done can be translated into the following ngram:
start, marks, lectures attended, health issues, re-
vision, end. We used the constructed n-grams to
compute the bigram frequency of the tokens in or-
der to identify which factor is most probable to be
referred to initially, which factors follow particu-
lar factors and which factor is usually talked about
in the end. It was found that the most frequent or-
dering is: start, marks, hours studied, understand-
ability, difficulty, deadlines, health issues, per-
sonal issues, lectures attended, revision, end.

4.2 Reward Function
The goal of the reward function is to optimise the
way lecturers generate and rate feedback. Given
the expert annotated summaries from Task 1, the
constructed summaries from Task 2 and the ratings
from Task 3, we derived the multivariate reward
function:

Reward = a +

n∑
i=1

bi ∗ xi + c ∗ length

where X = {x1, x2, ..., xn} represents the
combinations between the data trends observed in
the time-series data and the corresponding lectur-
ers’ feedback (i.e. whether they included a factor
to be realised or not and how). The value xi for
factor i is defined by the function:

xi =


1, the combination i of a factor trend

and a template type is included in
the feedback

0, if not.
For instance, the value of x1 is 1 if marks were

increased and this trend is realised in the feedback,
otherwise it is 0. In our domain n = 90 in order to
cover all the different combinations. The length
stands for the number of factors selected, a is the
intercept, bi and c are the coefficients for xi and
length respectively.

In order to model the reward function, we used
linear regression to compute the weights from the
data gathered from the lecturers. Therefore, the
reward function is fully informed by the data pro-
vided by the experts. Indeed, the intercept a, the
vector weights b and the weight c are learnt by
making use of the data collected by the lecturers
from the 3 tasks discussed in Section 3.4.

The reward function is maximized (Reward
= 861.85) for the scenario (i.e. each student’s
data), content selection and preferred template
style shown in Table 2 (please note that this sce-
nario was not observed in the data collection).
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Factor Trend Template
difficulty stable NOT MENTIONED
hours studied stable TREND
understandability stable NOT MENTIONED
deadlines increase WEEKS
health issues stable WEEKS
personal issues stable WEEKS
lectures att. stable WEEKS
revision stable OTHER
marks increase TREND

Table 2: The table shows the scenario at which the
reward function is maximised.

The reward function is minimized (Reward =
-586.0359) for the scenario shown in Table 3
(please note that this scenario also was not ob-
served in the data collection).

Factor Trend Template
difficulty increase AVERAGE
hours studied stable NOT MENTIONED
understandability decrease AVERAGE
deadlines * *
health issues increase TREND
personal issues stable TREND
lectures att. stable NOT MENTIONED
revision stable AVERAGE
marks stable TREND

Table 3: The table shows the scenario at which the
reward function is minimised (* denotes multiple
options result in the same minimum reward).

4.3 Training

We trained a time-series generation policy
for 10,000 runs using the Tabular Temporal-
Difference Learning (Sutton and Barto, 1998).
During the training phase, the learning agent gen-
erated feedback summaries. When the construc-
tion of the summary begins, the length of the sum-
mary is 0. Each time that the agent adds a template
(by selecting a factor), the length is incremented,
thus changing the state. It repeats the process until
it decides for all factors whether to talk about them
or not. The agent is finally rewarded at the end of
the process using the Reward function described
in Section 3.2. Initially, the learning agent selects
factors randomly, but gradually learns to identify
factors that are highly rewarding for a given data
scenario. Figure 5 shows the learning curve of the
agent.

Figure 5: Learning curve for the learning agent.
The x-axis shows the number of summaries pro-
duced and y- axis the total reward received for
each summary.

5 Evaluation

We evaluated the system using the reward func-
tion and with students. In both these evaluations,
we compared feedback reports generated using
our Reinforcement Learning agent with four other
baseline systems. Here we present a brief descrip-
tion of the baseline systems.

Baseline 1: Rule-based system. This system
selects factors and templates for generation using a
set of rules. These hand-crafted rules were derived
from a combination of the L&T expert’s advice
and a student’s preferences and is therefore a chal-
lenging baseline and represents a middle ground
between the L&T expert’s advice and a student’s
preferences. An example rule is: if the mark aver-
age is less than 50% then refer to revision.

Baseline 2: Brute Force system. This system
performs a search of the state space, by exploring
randomly as many different feedback summaries
as possible. The Brute Force algorithm is shown
below:

Algorithm 1 Brute Force algorithm

I n p u t d a t a : D
f o r n = 0 . . . 1 0 , 0 0 0

c o n s t r u c t randomly f e e d b a c k [ n ]
a s s i g n getReward [ n ]

i f ge tReward [ n]>getReward [ n−1]
b e s t F e e d b a c k = f e e d b a c k [ n ]

e l s e
b e s t F e e d b a c k = f e e d b a c k [ n−1]

r e t u r n b e s t F e e d b a c k

In each run the algorithm constructs a feedback
summary, then it calculates its reward, using the
same reward function used for the Reinforcement
Learning approach, and if the reward of the new
feedback is better than the previous, it keeps the
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new one as the best. It repeats this process for
10,000 times for each scenario. Finally, the algo-
rithm returns the summary that scored the highest
ranking.

Baseline 3: Lecturer-produced summaries.
These are the summaries produced by the lectur-
ers, as described in Section 2.4, for Task 2 using
template-generated utterances.

Baseline 4: Random system: The Random
system constructs feedback summaries by select-
ing factors and templates randomly as described in
Task 3 (in Section 3.4).

5.1 Evaluation with Reward Function

Table 4 presents the results of the evaluation per-
formed using the Reward Function, comparing
the learned policy with the four baseline systems.
Each system generated 26 feedback summaries.
On average the learned policy scores significantly
higher than any other baseline for the given sce-
narios (p <0.05 in a paired t-test).

Time-Series Summarisation Systems Reward
Learned 243.82
Baseline 1: Rule-based 107.77
Baseline 2: Brute Force 241.98
Baseline 3: Lecturers 124.62
Baseline 4: Random 43.29

Table 4: The table summarises the average re-
wards that are assigned to summaries produced
from the different systems.

5.2 Evaluation with Students

A subjective evaluation was conducted using 1st
year students of Computer Science as participants.
We recruited 17 students, who were all English na-
tive speakers. The participants were shown 4 feed-
back summaries in a random order, one generated
by the learned policy, one from the rule-based sys-
tem (Baseline 1), one from the Brute Force system
(Baseline 2) and one summary produced by a lec-
turer using the templates (Baseline 3). Given the
poor performance of the Random system in terms
of reward, Baseline 4 was omitted from this study.

Overall there were 26 different scenarios, as de-
scribed in Section 3.1. All summaries presented
to a participant were generated from the same sce-
nario. The participants then had to rank the sum-
maries in order of preference: 1 for the most pre-
ferred and 4 for the least preferred. Each partici-

pant repeated the process for 4.5 scenarios on aver-
age (the participant was allowed to opt out at any
stage). The mode values of the rankings of the
preferences of the students are shown in Table 5.
The web-based system used for the evaluation is
shown in Figure 6.

System Mode of Rankings
Learned 3rd
Baseline 3: Lecturers 3rd
Baseline 1: Rule-based 1st
Baseline 2: Brute Force 4th

Table 5: The table shows the mode value of the
rankings of the preference of the students.

We ran a Mann-Whitney’s U test to evaluate the
difference in the responses of our 4-point Likert
Scale question between the Learned system and
the other three baselines. It was found that, for
the given data, the preference of students for the
feedback generated by the Learned system is as
good as the feedback produced by the experts, i.e.
there is no significant difference between the mean
value of the rankings of the Learned system and
the lecturer-produced summaries (p = 0.8) (Base-
line 3).

The preference of the users for the Brute Force
system does not differ significantly from the sum-
maries generated by the Learned system (p =
0.1335). However, the computational cost of the
Brute Force is higher because each time that the
algorithm sees a new scenario it has to run ap-
proximately 3k times to reach a good summary (as
seen in Figure 7) and about 10k to reach an optimal
one, which corresponds to 46 seconds. This delay
would prohibit the use of such a system in time-
critical situations (such as defence) and in live sys-
tems such as tutoring systems. In addition, the
processing time would increase with more compli-
cated scenarios and if we want to take into account
the ordering of the content selection and/or if we
have more variables. In contrast, the RL method
needs only to be trained once.

Finally, the users significantly preferred the
summaries produced by the Rule-based system
(Baseline 1) to the summaries produced by the
Learned system. This is maybe because of the fact
that in the rule-based system some knowledge of
the end user’s preferences (i.e. students) was taken
into account in the rules which was not the case
in the other three systems. This fact suggests that
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Figure 6: The interface for the evaluation: the students viewed the four feedback summaries and ranked
them in order of preference. From left to right, the summaries as generated by: an Expert (Baseline 3),
the Rule based system (Baseline 1), the Brute Force algorithm (Baseline 2), the Learned system.

Figure 7: The graphs shows the number of cycles
that the Brute Force algorithm needs to achieve
specific rewards.

students’ preferences should be taken into account
as they are the receivers of the feedback. This can
also be generalised to other areas, where the ex-
perts and the end users are not the same group
of people. As the learned policy was not trained
to optimise for the evaluation criteria, in future,
we will explore reward functions that bear in mind
both the expert knowledge and the student’s pref-
erences.

6 Conclusion

We have presented a statistical learning approach
to summarisation from time-series data in the area
of feedback reports. In our reports, we took into

account the principles of good feedback provision
as instructed by the Higher Education Academy.
We also presented a method for data gathering
from students and lecturers and show how we can
use these data to generate feedback by presenting
the problem as a Markov Decision Process and
optimising it using Reinforcement Learning tech-
niques. We also showed a way of constructing a
data-driven reward function that can capture de-
pendencies between the time-series data and the
realisation phrases, in a similar way that the lec-
turers do when providing feedback. Finally, our
evaluation showed that the learned report genera-
tion policy generates reports as well as lecturers.

7 Future Work

We aim to conduct further qualitative research in
order to explore what factors and templates stu-
dents find useful to be included in the feedback
and inform our reward function with this informa-
tion as well as what we have observed in the lec-
turer data collection. This way, we hope, not only
to gain insights into what is important to students
and lecturers but also to develop a data-driven ap-
proach that, unlike the rule-based system, does not
require expensive and difficult-to-obtain expert in-
put from Learning and Teaching experts. In ad-
dition, we want to compare RL techniques with
supervised learning approaches and evolutionary
algorithms. Finally, we want to unify content se-
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lection and surface realisation, therefore we will
extend the action space in order to include actions
for template selection.
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Abstract 

This study is conducted in the area of multi-
document summarization, and develops a 
literature review framework based on a 
deconstruction of human-written literature 
review sections in information science research 
papers. The first part of the study presents the 
results of a multi-level discourse analysis to 
investigate their discourse and content 
characteristics. These findings were 
incorporated into a framework for literature 
reviews, focusing on their macro-level 
document structure and the sentence-level 
templates, as well as the information 
summarization strategies. The second part of 
this study discusses insights from this analysis, 
and how the framework can be adapted to 
automatic summaries resembling human written 
literature reviews. Summaries generated from a 
partial implementation are evaluated against 
human written summaries and assessors’ 
comments are discussed to formulate 
recommendations for future work.  

1 Introduction 

This project proposes a framework for literature 
reviews, which has applications in automatic 
summarization of scientific papers. A literature 
review is the traditional multi-document summary 
of research papers which is constructed by a 
researcher to survey previous findings and its 
structure follows certain linguistic rules. Several 
studies have identified that literature reviews are 
used to achieve distinct rhetorical purposes (Hart, 
1998; Bourner, 1996; Boot & Beile, 2005; Jonsson, 
2006; Massey, 2006; Torraco, 2005; Hinchliffe, 
2003; Bruce, 1994), such as to: 

 Compare and contrast previous research. 

 Identify gaps in the literature 

 Identify new research questions 

 Define the proposed research contributions 

 Build the justification for the current work 

 Situate the work in the research literature 

 Reinterpret and critique previous results 

These rhetorical characteristics of literature 
reviews make it a challenging research problem in 
automatic multi-document summarization – not 
only should the summarizer identify salient 
information, but it should also synthesize the 
summary in a way that achieves certain 
argumentative purposes. The problem of 
summarization in context was first identified by 
Sparck Jones and Endres-Niggemeyer (1995) and 
subsequently in Sparck Jones’ follow-up article 
(2007), wherein they questioned the usefulness of 
state-of-the-art summarization methods in 
addressing users’ information needs. As articulated 
by Sparck Jones (2007) and echoed by Nenkova 
and McKeown (2011), summarization needs to be 
viewed as a part of the larger discourse (academic 
writing) it belongs to, tailored to the purpose 
(literature review) of summarization, the reader (in 
this case, a researcher) and the genre being 
summarized (research papers). Motivated by this 
research gap, we outline the aims of our analyses: 

 To identify how to emulate the purpose of 
literature reviews, we conducted a 
discourse analysis to identify the macro-
level structure and the sentence-level 
linguistic expressions embedded in 
literature review sections. 

 To identify the relationship between 
research paper and literature review, we 
conducted an information analysis to 
identify rules for selecting and 
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transforming information from research 
papers. 

The focus of the paper is to draw insights from the 
framework to propose strategies for automatic 
literature review generation. An automatic 
summary fashioned as a literature review can 
function as a tool to help literature review writers 
by pointing out ways in which information in the 
source papers can be compared and integrated. For 
information searchers, it can provide a 
customisable overview of a set of retrieval results 
that is more readable and more logical than a list of 
salient sentences. 

2 Previous Work 

This paper investigates the human summarization 
process through an extensive discourse analysis. 
Human summarization is a process comprising 
document exploration to investigate the document 
macrostructure, relevance assessment by 
constructing a mental representation and summary 
production by selecting and transforming text from 
the source(s) (Endres-Niggemeyer, Maier, and 
Sigel, 1995). The underlying principle is the theory 
of human synthesis of information, by Van Dijk 
and Kintsch (1983). 

This study proposes a linguistically motivated 
framework for summarization. In previous work, a 
summarization framework developed by Marcu 
(2000) compressed information from general texts 
by identifying rhetorical relationships between 
clauses and sentences, and extracting sentence 
nuclei. Shiyan, Khoo & Goh (2008) summarized 
social science dissertation abstracts by referencing 
a social science taxonomy to identify important 
information and a specially constructed knowledge 
bank to identify important inter-relationships. In 
earlier work, a summarization framework designed 
by Teufel and Moens (2002) identified 7 categories 
of scientific arguments and extracted single-
document summaries from chemistry and 
computational linguistics papers (Teufel, 
Siddharthan & Batchelor, 2009) based on user’s 
queries. However, it required large corpora of 
manually annotated papers to be applied to any 
field, and it generated only single-document 
summaries.  

Some other scientific summarization systems 
aim to model information relationships accurately 
without concerning themselves with summary 

structure. Centrifuser, a framework for 
summarizing medical literature (Elhadad, Kan, 
Klavans and McKeown, 2005) produced a multi-
document, query-focused indicative summary 
highlighting the similarities and differences 
between source documents. The topic tree for the 
final summary was constructed offline by 
clustering a large number of documents, thus it 
was not suitable for real-time user queries. In a 
related recent approach, Hoang and Kan (2010) 
presented preliminary results from automatically 
generating related work sections for a target paper 
by taking a hierarchical topic tree as an input; 
however, the requirement of a pre-conceived topic 
tree limits the scalability of this system. To sum 
up, these scientific summarization systems are 
typically delimited by their scalability and 
generalizability for multiple documents and 
domains. 

Newer approaches in scientific paper 
summarization rely on preselected information 
cited in other papers to judge whether information 
is influential or not, and generate a multi-document 
summary of a topic (Nanba, Kando & Okumura, 
2011) or a single document summary for a paper 
using its relevant cited information (Qazvinian & 
Radev, 2008). A system for generating literature 
surveys through citations was proposed by 
Mohammad et al. (2009) which applied superficial 
analysis of research paper citation sentences to 
suggest model sentences; the present study 
describes parallel efforts to refine a summarization 
framework after extensive discourse analysis.  We 
consider providing not just a synopsis of 
information, but also integrating the synopsis with 
the contextual and rhetorical features which make 
a human written literature review a coherent, 
cohesive and useful reference. Our study thus 
addresses a different, and more challenging, set of 
objectives than the citation-based summarizers of 
recent work. 

3 Developing the Literature Review 
Framework  

Following the first research aim, we carried out an 
analysis of the discourse structure of a sample of 
30 literature review sections in research papers 
haphazardly selected from the Journal of the 
American Society for Information Science and 
Technology between the years 2000-2008, 2 or 3 
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from each year. On average, a literature review 
section was 1146 words in length and it cited 17 
studies. The texts were analyzed at 3 levels of 
detail: 

 Macro-level document structure: to identify 
the different sections of the literature, the 
types of information they contain and how 
they are organized hierarchically. 

 Sentence-level rhetorical structure: to 
identify how sentences are framed according 
to the overall purpose of the literature 
review. 

 Summarization strategies: to identify how 
information was selected and synthesized 
for the literature review. 

Preliminary findings of these discourse analyses 
have been discussed in previous work by the 
authors, notably, in a discussion of the features of 
the macro-structure of information science 
literature reviews (Khoo, Na & Jaidka, 2011), 
rhetorical functions found in literature reviews 
(Jaidka, Khoo & Na, 2010) and associations 
between sections in source papers and their citing 
sentences in literature reviews (Jaidka, Khoo & 
Na, 2013). The current study applies the discourse 
characteristics thus identified to develop and test a 
literature review framework for multi-document 
summarization. 

3.1 Designing Document Structure Templates 

As noted in academic writing textbooks (Hart, 
1998), literature reviews are structured as a 
hierarchy of topics and each “paragraph” fulfills 
certain functions. To identify these macro-
structures and their functions, we conducted this 
discourse analysis, proceeding with the assumption 
that a literature is structured as a set of topic 
elements, with each topic having a set of 
embedded study elements (i.e. descriptions of 
research studies relevant to the topic). An 
exploratory study was conducted to identify the 
structures within these topics and their hierarchical 
relationships. Two Research Assistants holding 
graduate degrees annotated every sentence with  
one or more of the following tags:  

 title tag: to provide a statement of the topic 
theme or study objective 

 description tag: to encapsulate the details of 
the topic or study 

 meta-summary tag: to provide the writers’ 
comments as an overview summary of the 
research in the field  

 meta-critique tag: to contain the writers’ 
critique or interpretation of cited studies, 
critical comparison of research or 
justification for the current study 

 current-study tag: to refers to and compare 
with the current work being described in the 
paper. 

 method and result tags: to provide a 
description of the research methods and 
research results reported in the cited papers. 

In this coding scheme, the meta-summary and 
meta-critique tags provide the writers’ comments, 
citing one or more studies together.  The rest of the 
elements comprise descriptive text about 
individual studies. The average inter-coder 
reliability score (Cohen’s Kappa) obtained was 
high at 0.76. Disagreements between the coders 
were resolved through discussion until a mutually 
agreeable solution was reached. The analysis 
identified different types of literature reviews as 
well as different structures. In our literature review 
framework, these findings suggested rules for 
generating different types of literature reviews: 

 Integrative literature reviews should 
comprise a large proportion of meta-
summary and meta-critique elements. This 
is because they discuss and critique ideas 
from a number of studies in a high-level 
summary. 

 Descriptive literature reviews should 
report the results of individual studies in 
detail, outlining their methodology and 
recommendations. This is because they 
were found to comprise significantly more 
study elements.  

 Integrative literature reviews should be 
organized as a hierarchical structure with 
embedded topics. Comparatively, 
descriptive literature reviews should be 
organized as a flat structure, with many 
more topic elements per text but less 
embedded topics. This is because 
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integrative literature reviews were found to 
comprise an average of 2.5 embedded 
topics, and descriptive literature reviews 
had an average of 1.4 embedded sub-
topics.  

These rules have been applied in designing several 
integrative and descriptive literature review 
templates. Fig 1 illustrates one of the template 
integrative literature reviews we designed. It 
comprises a level 1 starting topic which acts as the 
overall topic of the literature review. The topic has 
other sub-topic elements within it, each of which 
begins with a meta-summary element which 
introduces it, followed by study elements to 
illustrate it. The topic elements determine the 
logical organization of the literature review; meta-
summary are incorporated into the structure 
because they provide research overviews and 
highlight the similarities across related papers. The 
study elements highlight the unique features   for 
individual papers. These templates will be 
instantiated in the automatic literature review 
generation process. 

 

Figure 1. A template document structure in the  
literature review framework 

3.2 Designing Sentence Templates 

Previous studies of literature reviews (Bunton, 
2002; Kwan, 2006) have highlighted the broad 
rhetorical “moves” which organize the text, but 
none have attempted to identify their linguistic 
structure or specific functions. In the clause-level 
analysis, we annotated linguistic expressions 
framing research descriptions, defined as discourse 
markers by Hyland (2004). Although discourse 
markers include generic logical connectives such 
as “so”, “therefore” and “because”, we followed 
Teufel’s criteria (Teufel, 1999 pp. 76) to focus on 
only those discourse markers which are used in 
scientific discourse to perform one of the functions 
listed below: 

 Describe a topic: Present a broad overview 
of research (e.g., “Previous research 
focused on”) or its context (e.g., “Research 
in the area of”) 

 Describe a study: Cite an author (e.g., “In 
a study by”) or describe research processes 
(e.g., “X identified…”, “Y has conducted 
an experiment to…”) 

 Compare studies: Highlight similarities or 
differences in research (e.g., “Several 
studies have applied”). 

 Provide additional information: Frame 
examples or enumerate research studies 
(e.g., “For example”, “A list includes”). 

It was found that a total of 110 expressions were 
used in 1298 variations to frame different types of 
information in different ways and achieve different 
rhetorical functions. We have applied these 
findings in the literature review framework to 
develop sentence templates for text generation, and 
to formulate rules for selecting templates which are 
significantly associated with the type of literature 
review and discourse element to be populated: 

 In integrative literature reviews: apply regular 
expressions which describe research objectives 
in the description elements. In the meta-
summary elements in integrative literature 
reviews, apply expressions which “state the 
common aims”.  

 In descriptive literature reviews: choose 
expressions which “state the research method” 
and “state the common approaches” in the 
description and meta-summary elements. 

Regular expressions are applied for text-to-text 
generation, serving as a means to extract 
information from source papers as well as to map 
them into appropriate sentence templates. Those 
applied to extract and instantiate research objective 
sentences within topics, studies and comparisons 
are illustrated in Table 1. 

3.3 Designing Information Selection and 
Summar ization Strategies 

In accordance with the second research aim, we 
conducted a content analysis to identify the 
relationship between the source papers and the 
final literature review. Similar work describing text 
editing strategies has been done by Jing and 

STUDY STUDY META-SUMMARY 

TOPIC 

TOPIC 

TOPIC META-SUMMARY 
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McKeown (1999); however, in this analysis we 
extend their objectives to additionally identify: 

 The source sections of the paper from 
where information was selected (i.e., 
Abstract Introduction, Methodology, 
Results or Conclusion). 

 The types of transformations used to 
convert the source sentence to the 
referencing sentence (i.e., copy-paste, 
paraphrase, or higher-level summary). 

 Identifying the types of information 
selected from the source papers (i.e., 
objective, methodology, results and critical 
summary). 

 Analysis of the reasons for preference of 
one source sentence over another, despite 
providing similar information. This was 
inferred by comparing candidate source 
sentences against each other. 

The corpus for analysis was constructed by 
analyzing the 20 literature reviews line-by-line and 
retaining all the sentences referencing previous 
work, either explicitly (e.g., “X and Y (1998) 
conducted experiments in transitive translation”) or 
implicitly by adding onto the details of a cited 
study (e.g., “Studies have also focused on users' 
mental models of information seeking (X, 1989)”.  

A total of 349 references were collected from 
the twenty literature review sections. Sentence 

providing definitions, or citing sources other than 
research papers, were further discarded because 
they lay outside the scope of our analysis. The 
findings, revealed that more than a quarter of all 
selected information was from the Abstract of the 
source paper. The information selected by the 
reviewer is copy-pasted more often in descriptive 
as compared to integrative literature reviews. Some 
of these findings have been applied to suggest 
strategies for information selection and 
summarization in the literature review framework: 

 For research objective information: 
choose sentences from the Abstract and 
Introduction of source papers; copy-paste 
it into descriptive literature reviews, but 
paraphrase it in integrative literature 
reviews. 

 In descriptive literature reviews: provide 
detailed method information, copy-pasted 
from the Introduction or Method of source 
papers. 

 In integrative literature reviews: provide 
detailed result information, summarized at 
a higher level from the Results and 
Conclusions.  

When more than one sentence provides the same 
factual information, the sentence selection criteria 
listed in Table 2 should be followed to choose the 
more concise alternative. 

Function 
Type of Information 
Required 

Regular  Expression which map into Sentence Templates 

Describe 
a topic 
 

Introduce a topic through its 
research aspects 
Introduce a topic through its 
literature review 
Introduce area of research 

(Researchers | Research) (have |has) (in | are concerned with | 
have addressed |proposed | observed | investigated | focused on) 
The (literature review | prior work) (covered | dealt with | looked 
at | focused on )?  
research | studies | findings) in the (field | area | domain | 
context) of 

Describe 
a study 

State the study objective 
 
 
State the study motivation 
State the study hypothesis 

(the study | we | who) (conducted |explored | proposed | pursued 
| described | attempted to | represented | analyzed | examined | 
investigated |deals with | seeks to discover) 
(The | Their) underlying research (question | objective) (was |is) 
 (They) (argue | opine | hold |debate | believe) that 

Compare 
studies 

State the common aim of 
studies 

The (common)? (issue | motivation |aim | principle) (for | 
behind) (many | most| some| these| such | existing) studies 
(Many| Most |These | Some | Such | Existing | Various)? (studies 
| work) have (explored | focused on) 

Table 1. Regular expressions obtained from clause-level analysis
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Type of Cr iter ia Order  of Pr ior ity 

Lexical 

 “This article/paper...”  

 “The aim/goal/objective is…”  

 “We present/ describe...”  

 “Recent research into...”  

 Sentences with how/what/why questions 

Syntactic 

 Sentence having the main topic in its main clause 

 The sentence with fewer clauses 

 The sentence with no back-referencing 

Surface 

 Sentence from the first paragraphs of a section 

 The title of the source paper 

 The sentence which is the shortest  

Table 2. Criteria for selecting sentences

4 Evaluation 

To evaluate the framework, the objective was to 
compare its “human-ness” represented by its 
Comprehensibility, Readability and Usefulness 
against human-written literature reviews and 
machine-generated sentence extracts. For this 
purpose, the framework was partially adapted in a 
summarization method focusing on comparing 
research objective information extracted from 
Abstracts and Introduction sections, and presenting 
a topical overview resembling a three-level 
literature review. The output generated is similar to 
the summaries generated by Centrifuser (Elhadad 
et al., 2005) – sentences are extracted to provide a 
synopsis of similarities and unique features of 
studies are highlighted for individual papers; 
however our prototype does so without rely on 
external domain knowledge. The method was 
implemented in Java on the Eclipse IDE, and it 
comprised three stages: 

 Text pre-processing: to extract sentences 
from the Abstract and Introduction of the 
input source papers. Here the text is 
segmented, tokenized, parsed, stop-words 
are filtered and n-grams of noun phrases 
are created to represent concepts in the 
source papers. 

 Information selection and integration: to 
identify similarities and differences across 
the research objective sentences of source 
papers. It selects important concepts based 
on the document frequency of lexical 
concept chains (Barzilay and McKeown, 
2005), and applies the research objective 
sentence selection rules developed in the 

framework to select important information 
for summarization. 

 Text presentation: to produce text that has 
the characteristics of the literature review. 
It applies the document structure described 
in the framework, to organize the literature 
review, and sentence templates particular 
to research objective information in 
integrative literature reviews (the ones 
listed in Table 1). 

The resultant summaries resemble a human written 
literature review because they are laid out as a 
topic tree and present a comparative overview of 
similarities and unique features. However, some 
grammatical errors can be spotted, which would 
need a post-processing module to remove.  

30 sets of information science source papers 
were prepared by sampling topics from 30 
literature reviews from 2000-2008 issues of 
JASIST, Journal of Documentation and Journal of 
Information Science and downloading the papers 
they cited. Only 3-10 source papers were 
downloaded for every sampled topic; this was so 
that the task could be manageable for the 
researchers constructing the human summaries. An 
excerpt system summary is provided in Table 3.  

For each input set of related research papers, 
three types of summaries were generated, each 
with a different kind of method – framework-based 
structure (by our method), sentence-extraction 
structure (by the baseline, MEAD) and a human-
written summary by a researcher:  

 MEAD: The MEAD summarization 
system (Radev, Jing, Stys, & Tam, 2004) 
was the baseline; it followed a sentence-
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extraction approach to generate multi-
document extracts of information 
(generally news articles). 

 System: Our system based on the 
framework, and focusing on the 
similarities and differences between 
research objectives at the lexical and 
syntactic level.  

 Human: Five researchers from the School 
of Humanities and Social Sciences of our 
university summarized the research 
objective sentences from set of source 
papers in the context of a given (main) 
topic. 

This literature review presents research in 
relevance published by Barry (1994), Harter (1992), 
Tang and Solomon (1998), Vakkari and Hakala 
(2000) and Wang and Soergel (1998).  
Studies by Barry (1994) and Tang et al. (1998) 
focus on retrieval mechanism.  
Researchers in relevance have also considered 
users (Harter, 1992; Vakkari et al., 2000; Wang et 
al., 1998).  
The study by Vakkari et al. (2000) demonstrates that 
it is productive to study relevance as a task and 
process-oriented user construct.  
Studies by Wang et al. (1998) and Tang et al. (1998) 
focus on dynamic models.  
The study by Tang et al. (1998) is a step in the 
empirical exploration of the evolutionary nature of 
relevance judgments. 

Table 3: Excerpt from a system summary 

In the human summaries, the coders selected an 
average of 3 sub-topics and 8 unique sub-topics in 
their summaries. Human summaries also had the 
highest compression rate of 18%, as compared to a 
compression rate of 25% by MEAD and our 
System. An inter-coder agreement was conducted 
over 10 summaries by taking the summaries done 
by one of the post-graduate researchers as 
reference and comparing each pair of summaries, 
considering each of the “similarities” or 
“differences” as a “common” or “unique” sub-
topic. Comparisons revealed that the coders 
usually had the same idea of what constituted an 
important “similarity” or common sub-topic 
(percent agreement= 70%) though they often chose 

different “differences” or unique sub-topics in their 
summaries (percent agreement= 56%). 

Content evaluation of the 30 sets of summaries 
by the ROUGE-1 metric (Lin & Hovy, 2003) 
revealed that system summaries had a higher but 
not significantly different effectiveness or f-
measure of 0.38 as compared to the baseline 
(0.33). We developed our own version of ROUGE 
to measure information overlap by comparing the 
information concepts extracted from summaries. It 
was different from the standard ROUGE-1 in three 
ways: it filtered out “research stopwords” such as 
“method”, “experiment” and “study”, which didn’t 
represent research information; it aggregated 
words which shared the same lemma; and it also 
conflated co-occurring adjacent words into the 
same information concepts. Consequently, we 
obtained real scores of effectiveness in terms of 
higher f-measure scores for both the system and 
the baseline. The system’s f-measure (0.57) was a 
significant improvement over the baseline (0.50) at 
the 0.01 level. The results are provided in Table 4. 

For the quality evaluation, 90 questionnaires 
were prepared from the 30 sets of summaries, 
using permutations of presentation orders to 
account for carry-over effects during assessment. 
To recruit assessors, a call for participation in the 
evaluation was broadcast over the internet, through 
postings in discussion boards, personal emails and 
library sciences mailing lists. The invitation was 
also personally extended to authors of other 
publications in JASIST, JDoc and JIS. The 
invitation for participation was restricted to only 
Library and Information Science and Computer 
Science researchers and PhD students who had 
passed their qualifying exam. It was anticipated 
that such assessors would be more familiar with 
the topics in the summary, and would be able to 
make meaningful comments about the summaries 
and their characteristics, such as lack of evident 
comparisons and generalizations, or incorrect 
comparisons and generalizations among unlike 
information. There were a total number of 35 
assessors with a mean research experience of 6 
years, who provided 67 responses, by filling out 1 
or 2 each, over a period of two months. The 
assessors were from reputable international 
universities in different countries. The highest 
degrees held by the assessors varied from 
Bachelors (for PhD students who had passed their 
qualifying exam) to PhD. They scored the 
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summaries on their Comprehensibility, Readability 
and Usefulness and also provided qualitative 
comments to the following questions: 

 What did you like about this summary? 

 What did you find confusing about this 
summary? 

 How is this summary, a good/bad literature 
review? 

The quantitative results in Table 5 show that the 
System summary was significantly more readable 
and more useful than the baseline at the 0.05 level. 
The qualitative results (provided in Table 6) are 
equally interesting and show that researchers with 
different number of years of research liked or 
disliked different things about the System 
summary. Researchers with 0-4 years of 
experience did not have any specific preference of 
one type of summary over another. Researchers 
with 5-8 years of experience were more conscious 
of grammatical errors and repetition mistakes in 
the system summary. Researchers with 9-12 years 
of experience ignored the grammatical errors in 
Human summaries and System and instead 
criticized their lack of detail. Researchers with 13 
years or experience or more were sensitive to the 
overall “context” and “flow” of the summary. Most 
of the assessors were able to identify the main 
topic and its related sub-topics; however, they 
experienced the System as being more disjointed, 
lacking “focus” as compared to the Human 
summaries. On the whole, researchers were 
satisfied with the overview provided as well as the 
hierarchical organization. It would be interesting to 
see whether these findings and differences would 
be replicated in a larger study. 

Measures System MEAD 

Recall 0.70 0.63 
Precision 0.49 0.44 
F-measure 0.57 0.50 

Table 4. Results from the content evaluation 
(N=30) 

 MEAD System Human 

Comprehensibility 5.6 5.6 6.2 
Readability 4.9 5.3 5.6 
Usefulness 5.7 6.4 6.3 

Table 5. Results from the quality evaluation 
(N=67) 

5 Conclusion and Future Work 

This study has analyzed how authors select 
information, transform it and organize it in a 
definite discourse structure as a literature review. 
Our findings identified two styles of literature 
reviews – the integrative and descriptive literature 
reviews, with different profiles of discourse 
elements and rhetorical expressions. Integrative 
literature reviews present information from several 
studies in a condensed form as a critical summary, 
possibly complemented with a comparison, 
evaluation or comment on the research gap. The 
focus is on highlighting relationships amongst 
concepts or comparing studies against each other. 
Descriptive reviews present experimental detail 
about previous studies, such as the approach 
followed, their results and evaluation. The focus is 
on providing important details of previous studies 
in a concise form. 

From these findings, we conjecture that authors 
begin a literature review with an overall strategy in 
mind. They select and edit the information content 
based on the style of literature review. They may 
choose to write an integrative style of literature 
review to guide the reader along a critical survey 
of previous research. To support their argument, 
they paraphrase information selected from the 
Abstract and Conclusion sections, and integrate 
information from the Results sections into a high-
level overview of important findings. Accordingly, 
they choose the discourse structure and linguistic 
expressions to frame their argument. 

Our framework has since been validated on a 
larger sample size of 90 articles selected from 3 
top journals in information science. It is 
recommended for application in a complete 
automatic literature review generation system, 
wherein a user would be able to control the style of 
literature review, the level of detail and analysis 
required, as well as the structure of the layout and 
the number of topics. At the information selection 
stage, it would be able to apply different 
information selection and transformation strategies 
to generate different parts of a literature review. At 
the text generation stage, it would be able to 
introduce a topic and describe its context and core 
concepts, describe a study and its objectives, 
methods and findings, delineate a research gap and 
identify the common and different features among 
studies, and illustrate its argument with examples.
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Year   0-4 Year   5-8 Year   9-12 Year   13+ 

C
o

m
p

re
h

en
si

b
il

it
y

 

- It gives a good 
overview on the 
topic and points 
 

- I liked the structure. 
-  It summarizes the 
research and connects 
the authors to the topic 
by the use of "these 
authors." 
- It's not too short nor 
too long. 

- Easy to read and 
understand. 
-  It is better review 
than the others 
because it tries to tie 
the literature together 
in some fashion. 

- There seemed to be no reason 
for the ordering of the 
sentences about the different 
research papers 
- Each individual statement in 
the summary seems relevant 
(of some objective value) by 
itself, but all together lacks 
uniformity in subject. 
- However it does seem to get 
the core issues. 

R
ea

d
a

b
il

it
y

 

- Continuity 
- Yet, the 
linking of 
sentence could 
be better. 
- Too many 
repetitions, but 
gives some 
information 
 

- This summary is 
neither readable nor 
informative. 
- The same studies are 
cited several times 
- It kept repeating all 
the studies. 
- It felt very disjointed, 
maybe because of all 
the small paragraphs. 
- Badly written, hard 
to read. 

- It flows well 
- Has some sentences 
seemingly unrelated 
to neighboring 
sentences 

- Generally easy to read. 
- There are a few mistakes in 
grammar, which is distracting. 
- Very readable. 
- Like:  seems to have a bit of 
flow. 

U
se

fu
ln

es
s 

- This summary 
seems quite 
good 
- I feel I got an 
overview over 
the research in 
the area. 
- The summary 
covered a good 
deal of literature 
- The overview 
is nice but still 
really flat. 

- This is the best 
summary of the 
sample. 
- Comprehensively 
covers the text  
- The summary 
provides information 
about groups of studies 
researching certain 
topics 
- This summary 
provides an overview  
of research in web 
search with more 
informative details 

- Comparison 
between studies is 
helpful.  
- More info required 
about study, 
including methods, 
findings. 
- It would be pretty 
useful for lit review. 
- While comparisons 
of different papers 
are well done, it 
would also be useful 
to have more 
description of each 
study. 

- Should give an indication of 
these trends in order to help 
the reader contextualize the 
research field. 
- There is an attempt at 
relating studies to each other 
so that one gets an overview of 
the research area. 

Table 6. Comments on System by assessors with different years of research experience
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Abstract

We propose a novel end-to-end frame-
work for abstractive meeting summariza-
tion. We cluster sentences in the in-
put into communities and build an entail-
ment graph over the sentence communi-
ties to identify and select the most relevant
sentences. We then aggregate those se-
lected sentences by means of a word graph
model. We exploit a ranking strategy to
select the best path in the word graph as
an abstract sentence. Despite not relying
on the syntactic structure, our approach
significantly outperforms previous models
for meeting summarization in terms of in-
formativeness. Moreover, the longer sen-
tences generated by our method are com-
petitive with shorter sentences generated
by the previous word graph model in terms
of grammaticality.

1 Introduction

The huge amount of data generated every day in
meetings calls for developing automated methods
to efficiently process these data to meet users’
needs. Automatic summarization is a popular task
that can help users to browse a large amount of
recorder speech in text format. This paper tackles
the task of recorded meeting summarization, ad-
dressing the key limitations of existing approaches
by proposing the following contributions:

1) Various approaches that were recently devel-
oped for meeting summarization (such as (Gillick
et al., 2009; Garg et al., 2009)) focus on extract-
ing important sentences (or dialogue acts) from
speech transcripts, either manual transcripts or au-
tomatic speech recognition (ASR) output. How-
ever, it has been observed in the context of meet-
ing summarization users generally prefer concise
abstracts over extracts, and abstracts lead to higher

objective task scores; likewise automatic abstrac-
tive summaries are preferred in comparison with
human extracts (Murray et al., 2010). Moreover,
most of the abstractive summarization approaches
focus on one component of the system, such as
generation (e.g., (Genest and Lapalme, 2010)) or
content selection (e.g., (Murray et al., 2012)), in-
stead of developing the full framework for abstrac-
tive summarization. To address these limitations,
as the main contribution of this paper, we pro-
pose a full pipeline to generate an abstractive sum-
mary for each meeting transcript. Our system is
similar to that of Murray et al. (2010) in terms
of generating abstractive summaries for meeting
transcripts. However, we take a lighter supervi-
sion for the content selection phase and a different
approach towards the language generation phase,
which does not rely on the conventional Natural
Language Generation (NLG) architecture (Reiter
and Dale, 2000).

2) We propose a word graph based approach
to aggregate and generate the abstractive sentence
summary. Our work extends the word graph
method proposed by Filippova (2010) with the fol-
lowing novel contributions: i) We take advantage
of lexical knowledge to merge similar nodes by
finding their relations in WordNet; ii) We gener-
ate new sentences through generalization and ag-
gregation of the original ones, which means that
our generated sentences are not necessarily com-
posed of the original words; and iii) We adopt a
new ranking strategy to select the best path in the
graph by taking the information content and the
grammaticality (i.e. fluency) of the sentence into
consideration.

3) In order to generate an abstract summary for
a meeting, we have to be able to capture the over-
all content of the conversation. This can be done
by identifying the essential content from the most
informative sentences using the semantic relations
among all sentences in a meeting transcript. How-
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ever, most current methods disregard such rela-
tions in favor of statistical models of word distri-
butions and frequencies. Moreover, the data from
meeting transcripts often contains many highly re-
dundant sentences. As one of the key contribu-
tions of this paper, we propose to build a multi-
directional entailment graph over the sentences to
identify and select relevant information from the
most informative sentences.

4) The textual data from meeting conversa-
tion transcripts are typically in a casual style and
do not exhibit a clear syntactic structure with
proper grammar and spelling. Therefore, abstrac-
tive summarization approaches developed for for-
mal texts, such as scientific or news articles, of-
ten are not satisfactory when dealing with infor-
mal texts. Our proposed method for abstractive
meeting summarization requires minimal syntac-
tic and structural information and is robust in deal-
ing with text that suffers from transcription errors,
ill-formed sentences and unknown lexical choices
such as typically formed in meeting transcripts.

We evaluate our system over meeting tran-
scripts. Our result compares favorably to the result
of previous extractive and abstractive approaches
in terms of information content. Moreover, we
show that our method can generate longer sen-
tences with competitive grammaticality scores, in
comparison with previous abstractive approaches.
Furthermore, we evaluate the impact of each com-
ponent of our system through an ablation test.
As an additional result of our experiments, we
also show that using semantic relations (entail-
ment graph) is important in efficiently performing
the final step of our summarization pipeline (i.e.,
the sentence fusion).

2 Abstractive Summarization

Framework

Similar to Murray et al. (2010), our goal is to
generate a meeting summary, i.e. a set of sen-
tences, that could capture the semantics of the
meeting. While (Murray et al., 2010) requires
extensive annotations to train several classifiers
to detect important sentences, opinions and dia-
log acts, we only use a subset of that annotation,
which includes a human abstract and links from
each sentence in the abstract to the source meet-
ing sentences. In addition, instead of generat-
ing an abstractive sentence via the conventional
NLG pipeline (Reiter and Dale, 2000), we exploit

a word graph approach.

Linking

Detection

Entailment

Identify

Community
Detection Entailment Graph

Word Graph

Ranking

Sentence Fusion
? ? ?

- -

1Figure 1: Meeting summarization framework.

As shown in Figure 1, our framework consists
of three main components, which we describe in
more detail in the following sections.

2.1 Community Detection

While some abstractive summary sentences are
very similar to original sentences from the meeting
transcript, others can be created by aggregating
and merging multiple sentences into an abstract
sentence. In order to generate such a sentence, we
need to identify which sentences from the original
meeting transcript should be combined in gener-
ated abstract sentences. This task can be consid-
ered as the first step of abstractive meeting sum-
marization and is called “abstractive community
detection (ACD)” (Murray et al., 2012). To per-
form ACD, we follow the same method proposed
by Murray et al. (2012), in two steps:

First, we classify sentence pairs according to
whether or not they should be realized by a com-
mon abstractive sentence. For each pair, we ex-
tract its structural and linguistic features, and we
train a logistic regression classifier over all our
training data (described in Section 3.1) exploiting
such features. We run the trained classier over sen-
tence pairs, predicting abstractive links between
sentences in the document. The result can be rep-
resented as an undirected graph where nodes are
the sentences, and edges represent whether two
nodes are linked.

Second, we have to identify which nodes (i.e.,
sentences from the meeting transcript) can be clus-
tered as a community to generate an abstract sen-
tence. For this purpose, we apply the CONGA al-
gorithm (Gregory, 2007) for community detection
that uses betweenness to detect communities in a
graph. The betweenness score for an edge is the
number of shortest paths between pairs of nodes
in the graph that run along that edge.

If a sentence is not connected to at least one
other sentence in the first step, it’s assigned to its
own singleton community.
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Figure 2: Building an entailment graph over sentences. Ar-
rows and “x” represent the entailment direction and unknown
cases respectively.

2.2 Entailment Graph

Sentences in a community often include redundant
information which are semantically equivalent but
vary in lexical choices. By identifying the seman-
tic relations between the sentences in each com-
munity, we can discover the information in one
sentence that is semantically equivalent, novel, or
more/less informative with respect to the content
of the other sentences.

Similar to earlier work (Lloret et al., 2008;
Mehdad et al., 2010; Berant et al., 2011; Adler et
al., 2012; Mehdad et al., 2013), we set this prob-
lem as a variant of the Textual Entailment (TE)
recognition task (Dagan and Glickman, 2004). We
build an entailment graph for each community of
sentences, where nodes are the linked sentences
and edges are the entailment relations between
nodes. Given two sentences (s1 and s2), we aim
at identifying the following cases:
i) s1 and s2 express the same meaning (bidirec-
tional entailment). In such cases one of the sen-
tences should be eliminated;
ii) s1 is more informative than s2 (unidirectional
entailment). In such cases, the entailing sentence
should replace or complement the entailed one;
iii) s1 contains facts that are not present in s2, and
vice-versa (the “unknown” cases in TE parlance).
In such cases, both sentences should remain.

Figure 2 shows how entailment relations can
help in selecting the sentences by removing the re-
dundant and less informative ones. As we show in
the figure, the sentence “A” entails “E”, “F” and
“G”, but not “B”. So we can keep “A” and “B”
and eliminate others. For example, the sentence

“we should discuss about the remote control and
its color” entails “about the remote”, “let’s talk
about the remote” and “um remote’s color”, but
not “remote’s size is also important”. So we can
keep “we should discuss about the remote con-
trol and its color” and “remote’s size is also im-
portant” and eliminate the others. In this way,
TE-based sentence identification can be designed
to distinguish meaning-preserving variations from
true divergence, regardless of lexical choices and
structures.

Similar to previous approaches in TE (e.g., (Be-
rant et al., 2011)), we use a supervised method. To
train and build the entailment graph, we perform
three steps described in the following subsections.

2.2.1 Training set collection

In the last few years, TE corpora have been cre-
ated and distributed in the framework of several
evaluation campaigns, including the Recognizing
Textual Entailment (RTE) Challenge1 and Cross-
lingual textual entailment for content synchroniza-
tion2 (Negri et al., 2012). However, such datasets
cannot directly support our application, since the
RTE datasets are often composed of longer well-
formed sentences and paragraphs (Bentivogli et
al., 2009; Negri et al., 2011).

In order to collect a dataset that is more sim-
ilar to the goal of our entailment framework, we
select a subset of the sixth and seventh RTE chal-
lenge main task (i.e., RTE within a Corpus). Our
dataset choice is based on the following reasons:
i) the length of sentence pairs in RTE6 and RTE7
is shorter than the others, and ii) RTE6 and RTE7
main task datasets are originally created for sum-
marization purpose, which is closer to our work.
We sort the RTE6 and RTE7 dataset pairs based
on the sentence length and choose the first 2000
samples with an equal number of positive and neg-
ative examples. The average length of words in
our training data is 7 words. There are certainly
some differences between our training set and our
sentences from the meeting corpus. However, the
collected training samples was the closest avail-
able dataset to our needs.

2.2.2 Feature representation and training

Working with meeting transcripts imposes some
constraints on feature selection. Meeting tran-
scripts are not often well-formed in terms of sen-

1http://pascallin.ecs.soton.ac.uk/Challenges/RTE/
2http://www.cs.york.ac.uk/semeval-2013/task8/
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tence structure and contain errors. This limits
our features to the lexical level. Fortunately, lexi-
cal models are less computationally expensive and
easier to implement and often deliver a strong per-
formance for RTE (Sammons et al., 2011).

Our entailment decision criterion is based on
similarity scores calculated with a sentence-to-
sentence matching process. Each example pair of
sentences (s1 and s2) is represented by a feature
vector, where each feature is a specific similarity
score estimating whether s1 entails s2.

We compute 18 similarity scores for each pair
of sentences. Before aggregating the similarity
scores to form an entailment score, we normalize
the similarity scores by the length of s2 (in terms
of lexical items), when checking the entailment di-
rection from s1 to s2. In this way, we can estimate
the portion of information/facts in s2 which is cov-
ered by s1.

The first five scores are computed based on the
exact lexical overlap between the phrases: word
overlap, edit distance, ngram-overlap, longest
common subsequence and Lesk (Lesk, 1986).
The other scores were computed using lexical
resources: WordNet (Fellbaum, 1998), VerbO-
cean (Chklovski and Pantel, 2004), paraphrases
(Denkowski and Lavie, 2010) and phrase match-
ing (Mehdad et al., 2011). We used WordNet
to compute the word similarity as the least com-
mon subsumer between two words considering the
synonymy-antonymy, hypernymy-hyponymy, and
meronymy relations. Then, we calculated the sen-
tence similarity as the sum of the similarity scores
of the word pairs in Text and Hypothesis, nor-
malized by the number of words in Hypothesis.
We also use phrase matching features described in
(Mehdad et al., 2011) which consists of phrasal
matching at the level on ngrams (1 to 5 tokens).
The rationale behind using different entailment
features is that combining various scores will yield
a better model (Berant et al., 2011).

To combine the entailment scores and optimize
their relative weights, we train a Support Vector
Machine binary classifier, SVMlight (Joachims,
1999), over an equal number of positive and nega-
tive examples. This results in an entailment model
with 95% accuracy over 2-fold and 5-fold cross-
validation, which further proves the effectiveness
of our feature set for this lexical entailment model.
The reason that we gained a very high accuracy
is because our selected sentences are a subset

of RTE6 and RTE7 with a shorter length (fewer
words) which makes the entailment recognition
task much easier than recognizing entailment be-
tween paragraphs or long sentences.

2.2.3 Entailment graph edge labeling

Since our training examples are labeled with bi-
nary judgments, we are not able to train a three-
way classifier. Therefore, we set the edge label-
ing problem as a two-way classification task that
casts multidirectional entailment as a unidirec-
tional problem, where each pair is analyzed check-
ing for entailment in both directions (Mehdad et
al., 2012). In this condition, each original test
example is correctly classified if both pairs origi-
nated from it are correctly judged (“YES-YES” for
bidirectional,“YES-NO” and “NO-YES” for unidi-
rectional entailment and “NO-NO” for unknown
cases). Two-way classification represents an intu-
itive solution to capture multidimensional entail-
ment relations.

2.2.4 Identification and selection

By assigning all entailment relations between the
extracted sentence pairs, we identify relevant sen-
tences to eliminate the redundant (in terms of
meaning) and less informative ones. In order to
perform this task we follow a set of rules based
on the graph edge labels. Note that since entail-
ment is a transitive relation, our entailment graph
is transitive i.e., if entail(s1,s2) and entail(s2,s3)
then entail(s1,s3) (Berant et al., 2011).
Rule 1) Among the nodes that are connected with
bidirectional entailment (semantically equivalent
nodes) we keep only the one with more outgo-
ing bidirectional and unidirectional entailment re-
lations;
Rule 2) If there is a chain of entailing nodes, we
keep the one that is the root of the chain and elim-
inate others.

2.3 Multi-sentence Fusion

Sentence fusion is a well-known challenge for
summarization systems. In this phase, our goal
is to generate an understandable informative sen-
tence that maximally captures the content of the
sentences in a sentence community.

There are several ways of generating an abstract
sentence (e.g. (Barzilay and McKeown, 2005; Liu
and Liu, 2009; Ganesan et al., 2010; Murray et
al., 2010)); however, most of them rely heavily
on the syntactic structure. We believe that such
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Figure 3: Word graph constructed from sentences (1-4) and possible fusion paths. Double line nodes represent merged words
in the graph.

approaches are suboptimal, especially in dealing
with written conversational data (e.g., email) or
the data from speech transcripts, whether manual
transcription or automatic speech recognition out-
put. Instead, we apply an approach that does not
rely on syntax, nor on a standard NLG architec-
ture. More specifically, we build a word graph
from all the words of the sentences in a commu-
nity and aggregate them in order to generate a new
abstractive sentence.

We perform the task of multi-sentence fusion in
two steps. First, we construct a word graph over
sentences in each community that were selected
from the entailment graph. Second, we rank the
valid paths in the word graph and select the top
path as the abstract sentence summary.

2.3.1 Constructing a Word Graph

In order to construct a word graph, our model ex-
tends the word graph method proposed by Filip-
pova (2010) with the following novel contribu-
tions:

1- The basic word graph method disregards se-
mantic and lexical relations between the words
in constructing the word graph, in favor of re-
dundancy and word frequencies. To move be-
yond such limitation, we take advantage of lexi-
cal knowledge to map the similar nodes by finding
their relations in WordNet. In this way, for exam-
ple, two synonym words can be mapped into the
same node.

2- Filippova’s approach is essentially extractive
in nature, which means the generated sentence is
composed by the same words from the original
sentences. We move beyond this by generating
new sentences through generalization and aggre-
gation of the original ones. This means that our
generated sentences are not necessarily composed
of the original words. In this way, we are one step
closer to abstractive summarization.

3- Our proposed method aggregates and gen-
erates new readable sentences, regardless of their

lengths, that can semantically imply several orig-
inal sentences, by taking the information content
and the readability (i.e. fluency) of the sentence
into consideration.

Following Filippova’s method, given a set of re-
lated sentences, we build a word graph by itera-
tively adding sentences to it. Figure 1 illustrates
a small graph composed of 4 sentences, including
the start and end nodes.

1- we must determine the use of uh remote.
2- The remote control is important because the

cost.
3- um we should choose the control.
4- The remote price is crucial.

As one of the main steps of word graph con-
struction, we merge the words that have the same
POS tags under the following conditions:

1) The words are identical (e.g. “remote”).

2) The words are synonyms. The replacement
choice is based on the word’s commonality, i.e.
tfidf (e.g. “important” and “crucial”).

3) The words form a hypernym/hyponym pair or
share a common hypernym. Both words are re-
placed by the hypernym (e.g. “price” and “cost”).

4) The words are in an entailment relation. Both
words are replaced by the entailed one (e.g. “pay”
and “buy”).

Note that, similar to Filippova’s approach,
where merging is ambiguous we check the context
(a word before and after in the sentence and the
neighboring nodes in the graph) and select the can-
didate that has larger overlap in the context, or the
one with a greater frequency. Similar to the origi-
nal word graph model, we connect adjacent words
with directed edges. For the new nodes or uncon-
nected nodes, we draw an edge with a weight of
1. In contrast, weights between already connected
nodes are increased by 1.
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2.3.2 Path Selection and Ranking

The word graph, as described above, will generate
many sequences connecting start and end. How-
ever, it is likely that most of the paths are not read-
able. Since we are aiming at generating a good
abstractive sentence, some constraints need to be
considered.

A good abstractive sentence should cover most
of the concepts that exist in the original sentences.
Moreover, it should be grammatically correct.

In order to satisfy these constraints we adopt a
ranking strategy that combines the characteristics
of a good summary sentence. To filter ungram-
matical sentences, we prune the paths in which a
verb does not exist. Our ranking formulation is
summarized as below:

Fluency: Our word graph process generates
many possible paths as abstractive summaries.
We need now to decide which of these paths
are more readable and fluent. As in other areas
of NLP (e.g. machine translation and speech
recognition), the answer can be estimated by a
language model. We assign a probability Pr(P )
to each path P based on a n-gram language model.

Pr(P ) =
mY

i=1

Pr(pi|pi�1
1 ) ⇡

mY

i=1

Pr(pi|pi�1
i�n+1)

⇡
mX

i=1

�logPr(pi|pi�1
i�n+1)

Coverage: To identify the summary with the high-
est coverage, we propose a second score that esti-
mates the number of nouns that appear in the path.
In order to reward the ranking score to cover more
salient nouns, we also consider the tfidf score of
nouns in the coverage formulation.

C overage(P ) =

P
pi2P tfidf (pi)P
pi2G tfidf (pi)

where the pi are nouns and G is the graph.

Edge weight: As a third score, we adopt the Filip-
pova’s edge weighting formulation w(pi, pj) and
define the edge weight of the path W (P ) as be-

low:

w(pi, pj) =
freq(pi) + freq(pj)P
P2G

pi,pj2P
di↵ (P, pi, pj)�1

W (P ) =

Pm�1
i=1 w(pi, pi+1)

m� 1

where the function diff(P, pi, pj) refers to the
distance between the offset positions pos(P, pi)
of words pi and pj in path P and is defined as
|pos(P, pj) � pos(P, pi)| and m is the number of
words in path P .

Ranking score: In order to generate a summary
sentence that combines the scores above, we
employ a ranking model. The purpose of such
a model is three-fold: i) to generate a more
readable and grammatical sentence; ii) to cover
the content of original sentences optimally; and
iii) to favor strong connections between the
concepts. Therefore, the final ranking score of
path P is calculated over the normalized scores as:

Score(P ) =
Pr(P )⇥ Coverage(P )

W (P )

We select all the paths that contain at least one
verb and rerank them using our proposed ranking
function to find the best path as the summary of
the original sentences.

3 Experiments and Results

We now describe a preliminary, formative evalua-
tion of our framework, whose main goal is to as-
sess strengths and weaknesses of the various com-
ponents and generate ideas for further develop-
ments.

3.1 Dataset

To verify the effectiveness of our approach, we ex-
periment with the AMI meeting corpus (Carletta
et al., 2005) that consists of 140 multi-party meet-
ings with a wide range of annotations, including
abstactive summaries for each meeting and links
from each sentence in the summary to the set of
sentences in the original transcripts that sentence
is summarizing. We use this information as our
gold standard since it provides many examples in
which a set of sentences in the meeting (a commu-
nity) is linked to a human written sentence sum-
marizing that community.
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In our experiments, we use human authored
transcripts. Note that our approach is not specific
to conversations, however it is designed to deal
with ill-formed sentences and structural errors.
Moreover, the first two components of our sys-
tem are supervised, while the word graph model
is completely unsupervised and domain indepen-
dent.

In order to train our logistic regression classifier
for the first phase of our pipeline, we randomly
select a training set that consists of 98 meetings.
Note that there are about one million sentence pair
instances in the training set since we consider ev-
ery pairing of sentences within a meeting. The rest
is selected as a test set for the evaluation phase.

3.2 Experimental Settings

For preprocessing our dataset we use OpenNLP3

for tokenization and part-of-speech tagging. When
the number of sentences in each community is
more than 10 (which happens in around 10% of
the cases), the community is first clustered using
the MajorClust (Stein and Niggemann, 1999) al-
gorithm when sentences are represented as nor-
malized tfidf vectors and the similarity between
the sentences is measured using cosine similarity.
Then, each cluster is treated as a separate com-
munity. The clustering guarantees a higher over-
lap between the sentences as well as a word graph
with fewer paths. Next, we construct a word graph
over each cluster and rank the valid paths. We
choose the first ranked path as the abstractive sum-
mary of the cluster. For our language model, we
use a tri-gram smoothed language model trained
using the newswire text provided in the English
Gigaword corpus (Graff and Cieri, ).

3.3 Evaluation Metrics

To evaluate performance, we use the ROUGE-1
and ROUGE-2 (unigram and bigram overlap) F1
score, which correlate well with human rankings
of summary quality (Lin and Hovy, 2003). We
also ignore stopwords to reduce the impact of high
overlap when matching them.

Furthermore, to evaluate the grammaticality of
our generated summaries in comparison with the
original word graph method, following common
practice (Barzilay and McKeown, 2005), we ran-
domly selected 10 meeting summaries (total 150
sentences). Then, we asked annotators to give one

3http://opennlp.apache.org/

Models ROUGE-1 ROUGE-2
MMR-centroid 18 3
MMR-cosine 21 -
ILP 24 -
TextRank 25.0 4.4
ClusterRank 27.5 5.1

Orig. word graph 26.9 3.8
Our model (-ent) 32.3 4.8

Our model (GC) 32.1 4.0
Our model (full) 28.7 4.2

Table 1: Performance of different summarization algorithms
on human transcripts for meeting conversations. 5

of three possible ratings for each sentence in a
summary based on grammaticality: perfect (2 pts),
only one mistake (1 pt) and not acceptable (0 pts),
ignoring the capitalization or punctuation. Each
meeting was rated by two annotators (Computer
Science graduate students).

3.4 Baselines

We compare our approach with various extrac-
tive baselines: 1) MMR-centroid system (Car-
bonell and Goldstein, 1998); 2) MMR-cosine sys-
tem (Gillick et al., 2009); 3) ILP-based system
(Gillick et al., 2009); 4) TextRank system (Mihal-
cea and Tarau, 2004); and 5) ClusterRank system
(Garg et al., 2009) and with one abstractive base-
line: 6) Original word graph model (Orig. word
graph) (Filippova, 2010).

In order to measure the effectiveness of dif-
ferent components, we also evaluated our sys-
tem using human-annotated sentence communities
(GC) in comparison with our community detection
model (full). Moreover, we measure the perfor-
mance of our system (GC) ablating the entailment
module (-ent).

3.5 Results

Table 1 shows the results for our proposed ap-
proach in comparison with these strong baselines
for meeting summarization. The results show that
our model outperforms the baselines significantly4

for ROUGE-1 over human transcripts for meet-
ing conversations, which proves the effectiveness
of our approach in dealing with summarization of

5The MMR-cosine and ILP systems did not report the
ROUGE-2 score.

4The statistical significance tests was calculated by ap-
proximate randomization described in (Yeh, 2000).
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Models Read. R=2 R=1 R=0 Avg Len.
Orig. word graph 1.41 55% 32% 13% 8
Our model 1.34 47% 39% 14% 14

Table 2: Average rating and distribution over rating scores for abstractive word graph models.

meeting conversations. However, the ClusterRank
and TextRank systems outperform our model for
ROUGE-2 score. This can be due to word merging
and word replacement choices in the word graph
construction (see Section 2.3.1), which sometimes
changes a word in a bigram and consequently de-
creases the bigram overlap score. A more detailed
analysis of this problem is left as future work.

Note that there is a drop in ROUGE score when
we use entailment in our system in comparison
with ablating the entailment phase (-ent). This is
mainly due to the fact that the entailment phase
filters equivalent sentences. This affects the re-
sults negatively when such filtered sentences share
many common words with our human-authored
abstracts. We believe that this drop is partly as-
sociated with our evaluation metric rather than
meaning. In other words, we expect no difference
in performance when a human evaluation is ap-
plied. However, the entailment phase helps in im-
proving the efficiency of our pipeline significantly.
If each graph has e edges, n nodes, and p paths,
then finding all the paths results in time complex-
ity O((np + 1)(e + n)), using depth-first search.
Decreasing the number of sentences will reduce
the number of nodes and edges, which leads to
the smaller number of paths. This is even more
significant when there are many sentences in a
community in comparison with the gold standard.
Note that it’s impossible to finish the graph build-
ing phase after 12 hours on a 2.3 GHz quad-core
machine without performing the entailment phase,
when we use our community detection model.
This would be especially problematic in a real-
time setting.

Comparing the gold standard sentence commu-
nities (GC) and our fully automatic system, we can
notice that inaccuracies in the community detec-
tion phase affects the overall performance. How-
ever, using our community detection model, we
still outperform the previous models significantly.

Table 2 shows grammaticality scores, distribu-
tions over the three scores and average sentence
lengths in tokens. The results demonstrate that
47% of the sentences generated by our method are

grammatically correct and 39% of the generated
sentences are almost correct. In comparison with
the original word graph method, our model reports
slightly lower results for the grammaticality score
and the percentage of correct sentences. How-
ever, considering the correlation between sentence
length and grammatical complexity, our model is
capable of generating longer sentences with more
information content (according to ROUGE) and
competitive grammaticality scores.

4 Discussion

After analyzing the results and through manual
verification of some cases, we observe that our ap-
proach produces some interestingly successful ex-
amples. Nevertheless, it appears that the perfor-
mance is still far from satisfactory. This leaves an
interesting challenge for the research community
to tackle. We have identified five different sources
of error:
Type 1: Abstractive human-authored summaries:
the nature of our method is based on extracting
the relevant sentences and generating an abstract
sentence by aggregating such sentences. Also due
to this, our generated abstracts are often infor-
mal and closer to the transcripts’ style. However,
in many cases, the human-written summaries are
composed by understanding the original sentences
and produce a formal style abstract sentence, of-
ten using a different vocabulary and structure. For
example:

Human-authored: The industrial designer and user in-
terface designer presented the prototype they created,
which was designed to look like a banana.
System: Working on the principle of a fruit it’s basically
designed around a banana.

Type 2: Evaluation method: The current evalu-
ation methods fail to capture the meaning and re-
lies only on matching the words at uni- or bigram
level. Therefore, we believe that a manual eval-
uation can reveal more potential of our system in
generating abstractive summaries that are closer to
human-written summaries.
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Human-authored: the project manager recapped the de-
cisions made in the previous meeting.
System: I told you guys about the three new require-
ments ... so that was the last meeting.

Type 3: Subjective abstractive summaries: of-
ten it is not easy for humans to agree on one sum-
mary for a meeting. It is well known that inter-
annotator agreement is quite low for the summa-
rization task (Mani, 2001). For example:

Human-authored 1: They do tool training with a white-
board and each person introduces themselves and draws
their favorite animal on the board.
Human-authored 2: The group introduced themselves to
each other and acquainted themselves with the meeting-
room materials by drawing on the whiteboard.
System: We are gonna know each other and then draw
your little animal.

Type 4: Speaker information: since the nature of
our method is based on extracting the relevant sen-
tences or speaker utterances, we do not take the
speaker information into consideration. However,
the human-written summaries for meetings take
the speaker into account. We plan to extend our
framework to include this feature. For example:

Human-authored: The project manager opened the
meeting and stated the agenda to the team members.
System: I hope you’re ready for this functional design
meeting know at the end projects requirement.

Type 5: Transcription errors: as mentioned be-
fore, the meeting transcripts often contain struc-
ture, grammar, vocabulary choice and dictation er-
rors. This always raises more challenges for algo-
rithms dealing with such texts. For example:

Transcript: if it i if it isn’t more expensive for us to k
make because as far as I understand it.

In light of this analysis, we conclude that a
more comprehensive evaluation method (e.g., hu-
man evaluation), including speaker information in
the pipeline and using text normalization tech-
niques to reduce the effects of noisy transcripts can
better reveal the potential of our system in dealing
with meeting summarization.

5 Conclusion and Future Work

In this paper, we study the problem of abstrac-
tive meeting summarization, and propose a novel
framework to generate summaries composed of
grammatical sentences. Within this framework,
this paper makes three main contributions. First,
in contrast with most current methods based on
fully extractive models, we propose to take advan-
tage of a word graph model for sentence fusion
to generate abstractive summary sentences. Sec-
ond, beyond most of the current approaches which
disregard semantic information, we integrate se-
mantics by means of building textual entailment
graphs over sentence communities. Third, our
framework uses minimal syntactic information in
comparison with previous methods and does not
require a domain specific, engineered conven-
tional NLP component.

We successfully applied our framework over
a challenging meeting dataset, the AMI corpus.
Some significant improvements over our dataset,
in comparison with previous methods, demon-
strates the potential of our approach in dealing
with meeting summarization. Moreover, we prove
that our model can generate longer sentences with
only a minimal loss in grammaticality.

In light of the results of our preliminary forma-
tive evaluation, future work will address the im-
provement of the community detection and sen-
tence fusion phases. On the one hand, we plan to
improve our community detection graph by adding
more relevant features into our current supervised
model. On the other hand, we plan to incorporate
a better source of lexical knowledge in the word
graph construction (e.g., YAGO or DBpedia). We
are also interested in improving our ranking model
by assigning tuned weights to each component. In
addition, we are exploring the replacement of pro-
nouns by their referents (e.g., replacing “I” by the
name or role of the speaker) to improve both the
entailment and word graph models. Once we will
have explored all these improvements, we plan to
run more comprehensive human evaluations.
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Abstract

This paper focuses on a subtask of natu-
ral language generation (NLG), voice se-
lection, which decides whether a clause is
realised in the active or passive voice ac-
cording to its contextual information. Au-
tomatic voice selection is essential for re-
alising more sophisticated MT and sum-
marisation systems, because it impacts
the readability of generated texts. How-
ever, to the best of our knowledge, the
NLG community has been less concerned
with explicit voice selection. In this pa-
per, we propose an automatic voice se-
lection model based on various linguistic
information, ranging from lexical to dis-
course information. Our empirical evalua-
tion using a manually annotated corpus in
Japanese demonstrates that the proposed
model achieved 0.758 in F-score, outper-
forming the two baseline models.

1 Introduction

Generating a readable text is the primary goal
in natural language generation (NLG). To realise
such text, we need to arrange discourse entities
(e.g. NPs) in appropriate positions in a sentence
according to their discourse salience. Consider the
two following Japanese texts, each of which con-
sists of two sentences.

(1) Tomi-wa kouenj-ni it-ta .
Tomi-TOP parkj-IOBJ go-PAST

(Tomi went to a parkj .)

Karei-wa sokoj-de ookina inu-ni oikake-rareta .
hei-TOP therej-LOC big dog-IOBJ chase-PASSIVE/PAST

(Hei was chased by a big dog therej .)

(2) Tomi-wa kouenj-ni it-ta .
Tomi-TOP parkj-IOBJ go-PAST

(Tomi went to a parkj .)

Ookina inu-ga sokoj-de karei-o oikake-ta .
big dog-SUBJ therej-LOC hei-OBJ chase-PAST

(A big dog chased himi therej .)

In (1), ‘Tomi’ is topicalised in the first sentence,
and then it appears at the subject position in the
second sentence. In contrast, the same argu-
ment, i.e. ‘hei’ is realised at the object position
in the second sentence of text (2). Intuitively,
text (1) is relatively more natural than text (2).
Thus, given the two predicate argument relations,
go(SUBJ:Tomi, IOBJ:parkj) and chase(SUBJ:big
dog, OBJ:Tomi, IOBJ:parkj), a generation system
should choose text (1).

The realisation from a semantic representation
(e.g. predicate argument structures) to an actual
text has been mainly developed in the area of nat-
ural language generation (Reiter and Dale, 2000),
and has been applied to various NLP applications
such as multi-document summarisation (Radev
and McKeown, 1998) and tutoring systems (Di
Eugenio et al., 2005). During the course of a
text generation process, various kinds of decisions
should be made, including decisions on textual
content, clustering the content of each clause, dis-
course structure of the clauses, lexical choices,
types of referring expressions and syntactic struc-
tures. Since these different kinds of decisions are
interrelated to each other, it is not a trivial prob-
lem to find an optimal order among these deci-
sions. This issue has been much discussed in terms
of architecture of generation systems. Although a
variety of architectures has been proposed in the
past, e.g. an integrated architecture (Appelt, 1985)
and a revision-based architecture (Inui et al., 1994;
Robin, 1994), a pipeline architecture is considered
as a consensus architecture in which decisions
are made in a predetermined order (Reiter, 1994).
Voice selection is a syntactic decision that tends to
be made in a later stage of the pipeline architec-
ture, even though it influences various decisions,
such as discourse structure and lexical choice. Un-
like referring expression generation, voice selec-
tion has received less attention and been less dis-
cussed in the past. Against this background, this
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research tackles the problem of voice selection
considering a wide range of linguistic information
that is assumed to be already decided in the pre-
ceding stages of a generation process.

The paper is organised as follows. We first
overview the related work in Section 2, and then
propose a voice selection model based on the four
kinds of information that impact voice selection
in Section 3. Section 4 then demonstrates the re-
sults of empirical evaluation using the NAIST Text
Corpus (Iida et al., 2007) as training and evalu-
ation data sets. Finally, Section 5 concludes and
discusses our future directions.

2 Related work

The task of automatic voice selection has been
mainly developed in the NLG community. How-
ever, it has attracted less attention compared with
other major NLG problems, such as generating re-
ferring expressions. There is less work focusing
singly on voice selection, but not entirely with-
out exception, such as Abb et al. (1993). In their
work, passivisation is performed by taking into ac-
count both linguistic and extra-linguistic informa-
tion. The linguistic information explains passivi-
sation in an incremental generation process; realis-
ing the most salient discourse entity in short term
memory as a subject eventually leads to passivi-
sation. In contrast, extra-linguistic information is
used to move a less salient entity to a subject posi-
tion when an explicit agent is missing in the text.
Although these two kinds of information seem ad-
equate for explaining passivisation, their applica-
bility was not examined in empirical evaluations.

Sheikha and Inkpen (2011) focused attention on
voice selection in the generation task distinguish-
ing formal and informal sentences. In their work,
passivisation is considered as a rhetorical tech-
nique for conveying formal intentions. However,
they did not discuss passivisation in terms of dis-
course coherence.

3 Voice selection model

We recast the voice selection task into a binary
classification problem, i.e. given a predicate with
its arguments and its preceding context, we clas-
sify the predicate into either an active or passive
class, taking into account predicate argument rela-
tions and the preceding context of the predicate.

As shown in examples (1) and (2) in Section 1,
several factors have an impact on voice selection

in a text. In this work, we take into account the
following four information as features The details
of the feature set are shown in Table 1.

Passivisation preference of each verb An im-
portant factor of voice selection is the preference
for how frequently a verb is used in passive sen-
tences. This means each verb has a potential ten-
dency of being used in passive sentences in a do-
main. For example, the verb ‘yosou-suru (to ex-
pect)’ tends to be realised in the passive in the
newspaper domain because Japanese journalists
tend to write their opinions objectively by omitting
the agent role. To take into account this preference
of verb passivisation, we define a preference score
by the following formula:

scorepas(vi) =
freqpas(vi)
freqall(vi)

· log freqall(vi) (1)

where vi is a verb in question1, freqall(vi) is
the frequency of vi appearing in corpora, and
freqpas(vi) is the frequency of vi with the passive
marker, (ra)reru. The logarithm of freqall(vi) is
multiplied due to avoiding the overestimation of
the score for less frequent instances. In the evalua-
tion, the preference score was calculated based on
the frequency of each verb in the 12 years worth
of newspaper articles, which had been morpho-
syntactically analysed by a Japanese morpholog-
ical analyser Mecab3 and a dependency parser
CaboCha4.
Syntactic decisions As described in Section 1,
various kinds of decisions are interrelated to voice
selection. Particularly, syntactic decisions includ-
ing voice selection directly impact sentence struc-
ture. Therefore, we introduce syntactic informa-
tion except for voice selection which prescribes
how an input predicate-argument structure will be
realised in an actual text.
Semantic category of arguments Animacy of
the arguments of a predicate has an impact on their
syntactic positions. Unlike in English, inanimate
subjects tend to be avoided in Japanese. In order
to capture this tendency, we use the semantic cate-
gory of the arguments of the verb in question (e.g.

1Note that the preference needs to be defined for each
word sense. However, we here ignore the difference of senses
because selecting a correct verb sense for a given context is
still difficult.

1Bunsetsu is a basic unit in Japanese, consisting of at least
one content word and more than zero functional words.

2http://nlp.cs.nyu.edu/irex/index-e.html
3https://code.google.com/p/mecab/
4https://code.google.com/p/cabocha/
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type feature definition
PRED scorepas passivisation preference score defined in equation (1).

lexical lemma of P .
func lemma of functional words following P , excluding passive markers.

SYN sent end 1 if P appears in the last bunsetsu1-unit in a sentence; otherwise 0.
adnom 1 if P appears in an adnominal clause; otherwise 0.
first sent (last sent) 1 if P appears in the first (last) sentence of a text; otherwise 0.
subj(obj,iobj) embedded 1 if the head of the adnominal clause including P is semantic subject (object, indi-

rect object) of P ; otherwise 0.
ARG subj(obj,iobj) ne named entity class (based on IREX2) of the subject (object, indirect object) of P .

subj(obj,iobj) sem semantic class of the subject (object, indirect object) of P in terms of Japanese
ontology, nihongo goi taikei (Ikehara et al., 1997).

COREF subj(obj,iobj) exo 1 if the subject (object, indirect object) of P is unrealised and it is annotated as
exophoric; otherwise 0.

subj(obj,iobj) srl order order of the subject (object, indirect object) of P in the SRL.
subj(obj,iobj) srl rank rank of the subject (object, indirect object) of P in the SRL.
subj(obj,iobj) coref num number of discourse entities in the coreference chain including P’s subject (object,

indirect object) in the preceding context.

P stands for the predicate in question. The four feature types (PRED, SYN, ARG and COREF) correspond to each information
described in Section 3.

Table 1: Feature set for voice selection

named entity labels provided by CaboCha, such as
Person and Organisation, and the ontological in-
formation defined in a Japanese ontology, nihongo
goi taikei (Ikehara et al., 1997)) as features.

Coreference and anaphora of arguments As
discussed in discourse theories such as Centering
Theory (Grosz et al., 1995), arguments which have
been already most salient in the preceding context
tend to be placed at the beginning of a sentence for
reducing the cognitive cost of reading, as argued in
Functional Grammar (Halliday and Matthiessen,
2004). In order to consider the characteristic, we
employ an extension of Centering Theory (Grosz
et al., 1995), proposed by Nariyama (2002) for
implementing the COREF type features in Table 1.
She proposed a generalised version of the forward
looking-center list, called the Salient Reference
List (SRL), which stores all salient discourse en-
tities (e.g. NP) in the preceding contexts in the or-
der of their saliency. A highly ranked argument’s
entity in the SRL tends to be placed in the sub-
ject position, resulting in a passive sentence if that
salient entity has a THEME role in the predicate-
argument structure. To capture this characteristic,
the order and rank of discourse entities in the SRL
are used as features5.

In addition, as described in Abb et al. (1993),
if the agent filler of a predicate is underspecified,
the passive voice is preferred so as to unfocus the
underspecified agent. Likewise, if the argument

5In Table 1 “* srl rank” stands for how highly the argu-
ment’s referent ranked out of the discourse entities in the
SRL, while “* srl order” stands for which slot (e.g. TOP slot
or SUBJ slot, etc.) stores the argument’s referent.

(in this case, the agent filler) of a predicate is ex-
ophoric, the passive voice is selected.

4 Experiments

We conducted an empirical evaluation using man-
ually annotated newspaper articles in Japanese. To
estimate the feature weights of each classifier, we
used MEGAM6, an implementation of the Maxi-
mum Entropy model, with default parameter set-
tings. We also used SVM7 with a polynomial ker-
nel for explicitly handling the dependency of the
proposed features.

4.1 Data and baseline models

For training and evaluation, we used the NAIST
Text Corpus (Iida et al., 2007). Because the cor-
pus contains manually annotated predicate argu-
ment relations and coreference relations, we used
those for the inputs of voice selection. In our prob-
lem setting, we conducted an intrinsic evaluation;
given manually annotated predicate argument re-
lations and coreference relations of arguments, a
model determines whether a predicate in question
is actually realised in the passive or active voice
in the original text. The performance is measured
based on recall, precision and F-score of correctly
detecting passive voice. For evaluation, we di-
vided the texts in the corpus into two sets; one is
used for training and the other for evaluation. The
details of this division are shown in Table 2.

We employed two baseline models for compar-
6http://www.cs.utah.edu/˜hal/megam/
7http://svmlight.joachims.org/
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#articles #predicates #passive predicates
training 1,753 65,592 4,974 (7.6%)
test 696 24,884 1,891 (7.6%)

Table 2: Data set division for evaluation

R P F
θ = 0.1 0.768 0.269 0.399
θ = 0.2 0.573 0.357 0.440
θ = 0.3 0.403 0.450 0.425
θ = 0.4 0.293 0.512 0.373
θ = 0.5 0.161 0.591 0.253
θ = 0.6 0.091 0.692 0.162
θ = 0.7 0.060 0.717 0.111
θ = 0.8 0.030 0.851 0.058
θ = 0.9 0.014 1.000 0.027

Table 3: Effect of threshold θ for scorepas

ison. One is based on the passivisation preference
of each verb. The model uses only scorepas(vi)
defined in equation (1), that is, it selects the pas-
sive voice if the score is more than the threshold
parameter θ; otherwise, it selects the active voice.
The other baseline model is based on the infor-
mation that the existence of an exophoric subject
results in selecting the passive voice. To capture
this characteristic, the model classifies a verb in
question as passive if the annotated subject is ex-
ophoric; otherwise, it selects the active voice.

4.2 Results

We first evaluated performance of the first baseline
model with various θ. The results are shown in
Table 3, demonstrating that the baseline achieved
its best F-score when θ is 0.2. Therefore, we set
the θ to 0.2 in the following comparison.

Table 4 shows the results of the baselines and
proposed models. To investigate the impact of
each feature type, we conducted feature ablation
when using the maximum entropy model (ME:* in
Table 4). Table 4 shows that the model using the
feature type PRED achieves the best performance
among the four models when using a single feature
type. In addition, by adding feature type(s), the F-
score monotonically improves. Finally, the results
of the model using the PRED, ARG and COREF fea-
tures achieved the best F-score, 0.605, out of the
two baselines and models based on the maximum
entropy model. It indicates that each of the fea-
tures except SYN feature contributes to improving
performance in a complementary manner.

Furthermore, the results of the model using
SVM with the second degree polynomial kernel
show better performance than any model based on

model R P F
baseline1: scorepas ≥ 0.2 0.573 0.357 0.440
baseline2: exophora 0.493 0.329 0.395
ME: PRED 0.270 9.612 0.374
ME: SYN 0.000 N/A N/A
ME: ARG 0.095 0.516 0.161
ME: COREF 0.092 0.574 0.159
ME: PRED+SYN 0.282 0.618 0.387
ME: PRED+ARG 0.380 0.647 0.479
ME: PRED+COREF 0.480 0.762 0.589
ME: SYN+ARG 0.133 0.558 0.215
ME: SYN+COREF 0.147 9.618 9.238
ME: ARG+COREF 0.267 0.661 0.380
ME: PRED+SYN+ARG 0.397 0.656 0.494
ME: PRED+SYN+COREF 0.485 0.760 0.592
ME: PRED+ARG+COREF 0.506 0.752 0.605
ME: SYN+ARG+COREF 0.281 0.673 0.397
ME: ALL 0.507 0.747 0.604
SVM(linear): ALL 0.456 0.792 0.579
SVM(poly-2d): ALL 0.679 0.858 0.758

Table 4: Results of automatic voice selection

the maximum entropy model. This means that the
combination of features is important in this task
because of the dependency among the four kinds
of information introduced in Section 3.

5 Conclusion

This paper focused on the task of automatic voice
selection in text generation, taking into account
four kinds of linguistic information: passivisa-
tion preference of verbs, syntactic decisions, se-
mantic category of the arguments of a predicate,
and coreference or anaphoric relations of the argu-
ments. For empirical evaluation of voice selection
in Japanese, we used the predicate argument re-
lations and coreference relations annotated in the
NAIST Text Corpus (Iida et al., 2007). Integrat-
ing the four kinds of linguistic information into
a machine learning-based approach contributed to
improving F-score by about 0.3, compared to the
best baseline model, which utilises only the pas-
sivisation preference. Finally, we achieved 0.758
in F-score by combining features using SVM.

As future work, we are planning to incorpo-
rate the proposed voice selection model into natu-
ral language generation models for more sophisti-
cated text generation. In particular, generating re-
ferring expressions and voice selection are closely
related because both tasks utilise similar linguistic
information (e.g. salience and semantic informa-
tion of arguments) for generation. Therefore, our
next challenge is to solve problems about gener-
ating referring expressions and voice selection si-
multaneously by using optimisation techniques.
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Abstract
The cross-disciplinary MIME project aims
to develop a mobile medical monitoring
system that improves handover transac-
tions in rural pre-hospital scenarios be-
tween the first person on scene and am-
bulance clinicians. NLG is used to pro-
duce a textual handover report at any time,
summarising data from novel medical sen-
sors, as well as observations and actions
recorded by the carer. We describe the
MIME project with a focus on the NLG
algorithm and an initial evaluation of the
generated reports.

1 Introduction
Applications of Natural Language Generation
(NLG) in the medical domain have been manifold.
A new area where NLG could contribute to the im-
provement of services and to patient safety is pre-
hospital care: care delivered to a patient before ar-
rival at hospital. There are many challenges in de-
livering pre-hospital care, making it different from
care taking place in the controlled circumstances
of emergency departments or hospital wards.

Some Ambulance Services have developed in-
novative models to care for patients whilst an am-
bulance is en-route. Community First Responder
(CFR) schemes recruit volunteers from local com-
munities and give them the necessary training and
equipment to deal with a limited range of medical
emergencies. The premise is that even those with
basic first-aid skills can save a life. It is their task
to attend the casualty while waiting for the am-
bulance and to record their observations and ac-
tions on a paper patient report form (PRF). They
may also assess the patient’s physiological mea-
surements (e.g. heart rate). In practice, due to
time constraints, a verbal handover is performed
and the PRF is filled in later. Physiological mea-
surements may be written in ink on the back of a

protective glove, and are rarely passed on in any
systematic way.

The MIME (Managing Information in Medical
Emergencies)1 project is developing technology to
support CFRs in the UK when they respond to pa-
tients. The project aims to enable CFRs to capture
a greater volume of physiological patient data, giv-
ing them a better awareness of a patient’s medical
status so they can deliver more effective care.

There are two parts to our work: the use of novel
lightweight wireless medical sensors that are sim-
ple and quick to apply, and the use of novel soft-
ware that takes these inherently complex sensor
data, along with some other information inputted
by the user (e.g. patient demographics or actions
performed) on a tablet computer, and present it
very simply. We are working with two sensors that
provide measurements of the patient’s respiratory
rate, heart rate and blood oxygen saturation. Our
software can use NLG to produce a textual han-
dover report at any time. This can be passed to an
arriving paramedic to give a quick summary of the
situation and can accompany the patient to inform
later stages of care. We anticipate that our sys-
tem will also provide some basic decision support
based upon the patients clinical condition.

2 Related Work

Many situations arise in the medical domain where
vast amounts of data are produced and their correct
interpretation is crucial to the lives of patients. In-
terpreting these data is usually a demanding and
complex task. Medical data are therefore often
presented graphically or preferably in textual sum-
maries (Law et al., 2005) making NLG important
for various applications in the medical domain.

A number of systems address the problem of
presenting medical information to patients in a
form that they will understand. Examples are

1www.dotrural.ac.uk/mime
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STOP (Reiter et al., 2003), PILLS (Bouayad-Agha
et al., 2002), MIGRANE (Buchanan et al., 1992),
and Healthdoc (Hirst et al., 1997). Other systems,
such as TOPAZ (Kahn et al., 1991) and Suregen
(Hüske-Kraus, 2003), aim to summarise informa-
tion in order to support medical decision-making.

In the case of MIME, the challenge is to sum-
marise large amounts of sensor data, in the context
of carer observations and actions, in a coherent
way that supports quick decision making by the
reader. The problem of describing the data relates
to previous work on summarising time series data
(e.g. (Yu et al., 2007)). In many ways, though, our
problem is most similar to that of Babytalk BT-
Nurse system (Hunter et al., 2012), which gener-
ates shift handover reports for nurses in a neona-
tal intensive care unit. The nature of the recipi-
ent is, however, different. Whereas BabyTalk ad-
dresses clinical staff in a controlled environment,
MIME is aimed at people with little training who
may have to deal with emergency situations very
quickly. Further, while BT-Nurse works with an
existing clinical record system, which does not al-
ways record all actions and observations which
ideally would be included in a report, in MIME
users enter exactly the information which MIME
needs. This simplifies the NLG task, at the cost of
adding a new task (interface construction).

3 The MIME project

In the first stage of MIME, we have developed
a desktop application to prototype the generation
of handover reports. We used simulated scenar-
ios, where a panel of medical experts determined
the sequence of events and predicted the stream of
data from the simulated sensors.

The generated reports must provide a quick
overview of the situation but at the same time be
sufficiently comprehensive, while the format must
enhance the readability. A general structure for
the handover reports was determined in a user-
centred development process together with ambu-
lance clinicians. After the demographic descrip-
tion of the casualty and incident details (entered by
the responder whenever they have an opportunity),
two sections of generated text follow: the initial
assessment section and the treatments and findings
section. The initial assessment contains informa-
tion on the patient gathered by the CFRs just after
the sensors are applied and also any observations
made during the first minute after the application

of the sensors. The treatment and findings section
is a report on the observations and actions of the
CFRs while they waited for the ambulance to ar-
rive. This includes a paragraph that sums up the
condition of the patient at the time of handover.

Using sensors to capture physiological data
continuously introduces the problem that irrele-
vant information needs to be suppressed in order
not to overload the ambulance clinicians and hin-
der interpretation. The NLG algorithm that gen-
erates short as well as comprehensive handover re-
ports accomplishes text planning in the two stages
of document planning and micro-planning (Re-
iter and Dale, 2000). Document planning is re-
sponsible for the selection of the information that
will be mentioned in the generated report. Events
that will be mentioned in the text are selected
and structured into a list of trees (similar to trees
in Rhetorical Structure Theory (Scott and Siecke-
nius de Souza, 1990)). In the micro-planning step
the structure of the document plan is linearised and
sentences are compiled using coordination and ag-
gregation.

Whereas some parts of the handover document
(e.g. patient demographics) are relatively stylised,
the main technically demanding part of the NLG
involves the description of the “treatment and find-
ings”, which describes the events that happen
whilst the patient is being cared for and relevant
parts of the sensor data (see Figure 1). For this
section of the report, the document planning al-
gorithm is based on that of (Portet et al., 2007),
which identifies a number of key events and cre-
ates a paragraph for each key event. Events that
are explicitly linked to the key event or events that
happen at the same time are added to the relevant
paragraph. This is based on the earlier work of
(Hallett et al., 2006).

4 Evaluation

In an initial evaluation we sought to assess how
our reports would be received in comparison with
the current situation – either short verbal reports
or paper report forms (PRFs)– and also in com-
parison with what might be regarded as a “gold
standard” report produced by an expert.

Materials: Two videos were produced indepen-
dently of the NLG team, based on two scenarios
of medical incidents typical of a CFRs caseload.
These scenarios, a farm injury and chest pain, in-
cluded a short description of the incident, similar

153



At 02:12, after RR remained fairly
constant around 30 bpm for 4 minutes,
high flow oxygen was applied, she took
her inhaler and RR decreased to 27
bpm. However, subsequently RR once
more remained fairly constant around
30 bpm for 8 minutes.

At 02:15 she was feeling faint.

At 02:15 the casualty was moved.

At 02:17 the casualty was once more
moved.

Figure 1: Part of the ”Treatment and Findings” for an
asthma scenario.

to the initial information a CFR would receive, a
time line of events that happened before the ambu-
lance arrived as well as simulated sensor data from
the patient. The videos showed an actor in the
role of CFR and another as patient, with the sce-
nario time displayed in one corner. When the CFR
performed readings of the physiological measures
they were shown as subtitles.

The videos were presented to two CFRs and a
paramedic, who were asked to imagine themselves
in the situation of the CFR in the video, and to
produce a handover report. Each video was only
played once in order to produce more realistic re-
sults. We asked one CFR to construct a written
“verbal” handover for the first scenario and to fill
out a PRF for the other scenario, and the other
CFR to do the “verbal” handover for the second
scenario and to fill out the PRF for the first. To
anonymise the PRF it was transcribed into a digi-
tal version. The paramedic received a blank sheet
of paper and was requested to produce a handover
report that he would like to receive from a CFR
when arriving at the scene. Based on the scenarios
we also generated two reports with the MIME sys-
tem. This process resulted in four reports for each
of the two scenarios, one transcribed verbal han-
dover and a PRF from a CFR, a written handover
report from a paramedic and the generated report.

Hypotheses: Our hypothesis was that the gen-
erated reports would improve on the current prac-
tice of verbal handovers and PRFs, and that
paramedics would perceive them to be more suit-
able, hence rank them higher than the CFRs’ ver-
bal or PRF reports. The paramedic handover re-
port might be regarded as a gold standard pro-
duced by an expert and we were interested in how
the generated reports fared in comparison. Fur-
ther, we hoped to gain information on how to im-

prove our generated reports.
Participants: We approached paramedics in

the Scottish Ambulance Service to participate in
our study. Nine paramedics responded (eight male
and one female; age range 32–56 years with 10–24
years’ service).

Procedure: Participants received an invitation
email with a link to a brief online survey and the
eight reports as attachments. After an introduction
and consent form they were forwarded to one of
the two scenario descriptions and asked to rank the
respective four reports. After that the participant
was asked to rate the accuracy, understandability
and usefulness of the generated report for this sce-
nario on a 5-point Likert scale ranging from very
good to very bad and to indicate what they liked
or disliked about it in a free text box. This process
was repeated for the second scenario.

4.1 Results

Ranking: An overview of the rankings can be
found in Table 1. Apart from the rankings of par-
ticipant 7 and 8, no large differences in how the
reports were ranked could be observed between
the two scenarios. We performed a Friedman
test (Friedman, 1937) (farm injury scenario: chi-
squared=4.3, df=3, p=0.23; chest pain scenario:
chi-squared=12.44, df=3, p=0.006): some reports
were ranked consistently higher or lower than oth-
ers. The verbal CFR report was ranked worst in all
but five cases. There is a high disparity in the rank-
ings for the PRF, which was ranked first on eight
occasions and in the other ten instances in third
or fourth place. The generated report was ranked
in first place only once, but eleven times in sec-
ond place and in third place the other six times. In
general the paramedic report, which was regarded
as the “gold standard”, was ranked better than the
generated report, but in five cases the generated
report was ranked better.

Rating: An overview of the ratings for the gen-
erated reports can be found in Table 2. The rat-
ings for both scenarios were good on average, with
a majority of ratings lying between very good to
moderate. Only one rating (the accuracy of the
generated report for the farm injury scenario) was
bad; none was very bad. The ratings for the gen-
erated report of the chest pain scenario were on
average better than those for the farm injury sce-
nario. Accuracy had better ratings than usefulness
and understandability in both scenarios.
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Participant: 1 2 3 4 5 6 7 8 9 med min max
farm injury scenario
Paramedic 2 2 3 1 1 3 3 2 1 2 1 3
Generated 3 3 2 2 2 2 2 3 2 2 2 3
CFR PRF 1 1 1 3 4 1 4 4 3 3 1 4
CFR verbal 4 4 4 4 3 4 1 1 4 4 1 4
chest pain scenario
Paramedic 2 2 3 1 1 2 2 1 1 2 1 3
Generated 3 3 2 2 2 3 1 2 2 2 1 3
CFR PRF 1 1 1 3 4 1 4 3 3 3 1 4
CFR verbal 4 4 4 4 3 4 3 4 4 4 3 4

Table 1: Overview of the ranking results (most preferred
(1) to least preferred (4)), median (med), maximum (max)
and minimum (min) values for the patient report form (CFR
PRF), paramedic report (Paramedic), generated report (gen-
erated) and verbal report (verbal CFR).

Participant: 1 2 3 4 5 6 7 8 9 med min max
farm injury scenario
accuracy 1 2 1 4 2 2 1 1 1 1 1 4
useful. 3 3 2 2 1 2 2 1 1 2 1 3
unders. 2 3 2 2 1 3 3 1 1 2 1 3
chest pain scenario
accuracy 2 2 1 1 1 3 1 2 1 1 1 3
useful. 2 3 2 1 1 2 1 1 1 1 2 3
unders. 2 3 2 1 1 3 2 1 1 2 1 3

Table 2: Overview of the rating results, median (med), max-
imum (max) and minimum (min) values for accuracy, useful-
ness (useful.) and understandability (unders.) of the gener-
ated reports, on a Likert scale (very good (1) to very bad (5)).

4.2 Discussion
We hypothesised that the generated reports would
fare better than the verbal handovers and the PRFs.
Results confirm a preference for the generated re-
ports over the verbal handover. The paramedic
reports, which were regarded as our “gold stan-
dard” were ranked higher than the generated re-
ports. Interestingly, in almost half the cases there
was a clear preference for the PRF and in the other
cases the PRF ranked badly. This may have been
affected by the familiarity of this medium and per-
haps by the background assumption that this is
how handover reports “should” be presented.

We regard this as a tentative confirmation that
the generated texts compete favourably with the
status quo. In a real world scenario the paramedics
often get a verbal handover instead of the PRF and
it should be noted that the PRF was printed and not
handwritten. Furthermore, although the CFRs and
paramedics only saw the scenario video once they
were under no time pressure to submit the reports.
Hence the quality of all the human reports in our
experiment is likely to be better than normal.

Although each individual generally provided
consistent responses across the two scenarios,
there were variations between individuals. These

different preferences may be merely stylistic
choices or they may reflect in task performance.
Preferences are not necessarily an indication of
usefulness for a task (cf. (Law et al., 2005)).

In general the accuracy, understandability and
usefulness of the generated reports received good
ratings. Although participation was low, the qual-
itative data we gathered were valuable, every par-
ticipant offered comments in the free text box on
what they liked or disliked about the generated re-
port. In general there seemed to be an impres-
sion that some sections were longer than neces-
sary. One participant observed that reporting on
observations a long time later is only useful if
things have changed significantly. The structure
and organisation of the report received some posi-
tive comments. For example one participant stated
that he liked “the separate sections for informa-
tion” and another commented that the report was
“logically laid out”, that it was “easy to obtain
information” from the report and that it “clearly
states intervention and outcome of intervention”.

5 Conclusion and Future Work
Despite the fact that the experiment reported here
involved a small number of participants, which
implies that its results need to be interpreted with
some caution, the generated reports produced by
the MIME system appear to improve on the cur-
rent practice of verbal handover. We aim to col-
lect more responses and repeat the evaluation that
has been presented. Our next step in evaluating the
report generator will be to carry out a task based
evaluation to see whether the preference ratings
we have gathered can be reflected in performance
measures.

We are now moving into the second stage of
MIME and have started developing a new proto-
type, a mobile device that gets signals from two
lightweight sensors. Here we will collect data
from real emergency ambulance callouts by hav-
ing a researcher join ambulance crews for their
normal activity, which will be used to modify the
NLG system (e.g. in order to allow for more reli-
able handling of noise).
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Abstract

We present the results from an elicitation
experiment in which human speakers were
asked to produced quantified referring ex-
pressions (QREs), as in ‘The crate with
10 apples’, ‘The crate with many apples’,
etc. These results suggest that some sub-
tle contextual factors govern the choice be-
tween different types of QREs, and that
numerals are highly preferred for subitiz-
able quantities despite the availability of
coarser-grained expressions.

1 Introduction

Speakers can express quantities in different ways.
For instance, a speaker may specify a meeting time
with the expression ‘in the morning’ or with the
more precise, numeric expression ‘at 10:30am’’;
she may choose to specify a temperature as ‘5 de-
grees Celsius’ or instead use the less precise but
more qualifying expression ‘cold’. One area of
NLG where these choices are important is the gen-
eration of referring expressions. In particular, a
referent may be identified by means of some quan-
titative value or other (e.g., ‘the tall man; ‘the man
who is 198cm tall’), or by means of the number
of other entities to which it is related. Hence-
forth, let’s call these quantified referring expres-
sions (QREs). An example of a QRE arises, for
instance, when a person is identified by means of
the number of his children (‘the man with 5 daugh-
ters’), when a directory is identified by means
of the number of files in it (‘the directory with
520/many PDF files in it’), or when a crate is iden-
tified by means of the number of apples in it (‘the
crate with 7 /a few apples’).

Green and van Deemter (2011) asked under
what circumstances it might be beneficial, for
a reader or hearer, for referring expressions of
this kind to contain vague expressions (e.g., like

many). The present paper addresses the same phe-
nomena focussing, more broadly, on all the differ-
ent ways in which reference may be achieved; un-
like these previous authors, we shall address this
question from the point of view of the speaker,
asking how human speakers refer in such cases,
rather than how useful a given referring expression
is to a hearer (e.g., as measured by their response
times in a manipulation task).

We start by making our research questions more
precise in the next section. We then describe the
production experiment we run online in Section 3
and present an analysis of the data in Section 4.
We end with some pointers on how our results
could inform an NLG module for QREs.

2 Research Questions

Suppose you want to point out one crate amongst
several crates with different numbers of apples.
You may use a numeral (‘the crate with seven ap-
ples’) or, if the crate in question is the one with
the largest or smallest amount of apples, you may
use superlatives (‘the crate with the most apples’),
comparatives (‘with more apples’) or vague quan-
tifiers (‘with many apples’); if your crate is the
only one with any apples in it at all, you might
simply say ‘the crate with apples’). In many situ-
ations, several of these options are applicable. It
is not obvious, however, which of these is pre-
ferred. The Gricean Maxim of Quantity (Grice,
1975) urges speakers to make their contribution as
informative as, but not more informative than, it is
required for the current purposes of the exchange.
This might be taken to predict that speakers will
tend to use the most coarsely grained expression
that identifies the referent (unless they want some
nontrivial implicatures to be inferred). This would
predict, for example that it is odd to say ‘the box
with 27 apples’ when ‘the box with apples’ suf-
fices, because the latter contains a boolean prop-
erty (contains apples), whereas the former relies
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Figure 1: Sample stimuli in contexts X , XY , XYY with big gap, and XYZ with small gap.

on a special case on what is essentially much more
finely grained property (contains x apples).

Our hunch, however, was that this is not the
whole story. For example, the literature on human
number processing suggests that numbers below 5
or 6 are handled almost effortlessly; these num-
bers are called subitizable (Kaufman et al., 1949)
Furthermore, we hypothesized that it matters to
what extent the number of apples in the target crate
“stands out”. We had the following expectations:

1. Speakers do not always use the coarsest-
grained level that is sufficient.

2. Whether a quantity is subitizable or not inter-
feres with the speakers’ choice.

3. The frequency of vague forms (such as ‘many’)
will be higher in contexts where the gap be-
tween the target quantity and the quantities in
the distractors is large than when it is small.1

We wanted to put these ideas to the test and, more
generally, find out how human speakers use QREs
in different contexts. Our interest was also in cre-
ating a corpus of human-produced QREs that can
serve future research.

3 Experimental Setup

The elicitation experiment was run online. Sub-
jects first encountered a screen with instructions.
They were told that they would be presented with
situations consisting of three squares, with each of
them having none, one or more shapes in it. In
each of these situations, one of the three squares
would be highlighted and subjects were asked to
describe this target square in a way that would en-
able a reader of their expression to identify it. Sub-
jects were told that the recipient of their descrip-
tion may see the three squares arranged differently
on the screen with their contents possibly being
scrambled around. That is, they were indirectly
asked to concentrate on the quantity of shapes in

1Later on we refer to vague forms as “base”, a common
term used to describe the vague, unmodified form of relative
scalar adjectives (e.g., tall) as opposed to their comparative
(taller) and superlative (tallest) forms.

the squares (rather than on their relative position or
on the spatial configuration of the shapes in them).
Figure 1 shows some sample stimuli.

The experiment included a total of 20 items,
generated according to the following parameters:

• Subitizability: the amount of shapes in the tar-
get is within the subitizable range (SR) (1-4
shapes) or within a non-subitizable range (NR);
we included three non-subitizable ranges, with
around 10, 20, and 30 shapes, respectively.

• Context: we considered four types of scenarios:

1. X : only the target square is filled.
2. XY : two squares are filled.
3. XYY: all squares filled; with two ranges.
4. XYZ: all squares filled; with three ranges.

The symbol X in the first position stands for the
referent square, while the symbols in the other
two positions indicate for each of the other two
squares whether it contains a number of shapes
within the same range as the referent square
(X), within a different range (Y/Z), or whether
it does not contain any shapes at all ( ).

• Relative Size: the target contains either the
smallest or the largest amount of shapes.

• Gap Size: there is either a big or a small quan-
tity difference between the target and other
squares. A big gap size is only possible with
target squares that contain the largest amount of
shapes within a non-subitizable range and those
that contain the smallest amount of shapes
within a subitizable range.

Participants were recruited by publishing a call
in the Linguist List. A total of 82 subjects par-
ticipated in the experiment, including participants
who only responded to some items. We eliminated
6 sessions where the participant had responded to
less than 10 items. The final dataset includes 76
participants and a total of 1508 descriptions.

4 Results

Each description produced by the participants was
annotated with one of the categories in Table 1.

158



Category Examples
ABS [absolute] the one with pacmans / the square that’s not blank
BASE [base] the square with lots of dark dashes / it has a few crosses in it
COMP [comparative] the one with fewer dashes / the square with more crosses in it
NUM [numeric] the square with 11 black dots / 3 grey ovals
SUP [superlative] it has the largest number of purple squares / the square with the least minuses
OTH [other] about a dozen blue diamonds / big droup of circles in the centre

Table 1: Categories used to code the expressions produced by the participants.

The classification was first done automatically by
pattern matching and then revised manually.

To analyse the data, we used mixed-effects lo-
gistic regression with crossed random effects for
subjects and items (Baayen et al., 2008). All
models had by-subject and by-item random in-
tercepts, and by-subject random slopes for the
within-subject factors of context and range (subiti-
zability). The models were fit using maximum
likelihood estimation with p-values derived from
likelihood ratio tests. Model estimation was per-
formed using the lme4 package (Bates et al., 2013)
of R statistical software (R Core Team, 2013).

Table 2 shows the overall distribution of expres-
sion types used by the participants. As can be
seen, numerical expressions were the most com-
mon type of expression used overall (65%). We
found, however, that there was a strong subiti-
zability effect in the use of these expressions:
for non-subitizable targets, subjects used numer-
ical expressions only 39% of the time, while for
subitizable targets they did so 90% of the time.
This main effect of subitizability was significant
(χ2(1) = 47.92, p < .001). There was high
variability across subjects in the effect (χ2(1) =
25.00, p < .001), with a higher rate of numeri-
cal expressions associated with a smaller effect of
subitizability (r = −.61). Note that 17 of the 82
subjects (∼ 20%) always used numerical expres-
sions, even when the target was not subitizable. Of
the remaining 65 subjects, 64 show a very signif-
icant preference for using numeric expressions to
describe targets within the subitizable range.

Figure 2 shows the proportion of expression
types for each type of context and subitizabil-

ABS BASE COMP NUM SUP OTH Total
NR 73 33 26 294 308 17 751
SR 51 1 0 684 21 0 757

Total 124 34 26 978 329 17 1508

Table 2: Row counts of expression types for non-
subitizable (NR) and subitizable (SR) targets.

ity condition.2 Sensitivity to context differed for
subitizable and non-subitizable targets, supported
by a reliable interaction between these factors
(χ2(1) = 17.31, p < .001). Despite the strong
overall preference for numerical expressions with
subitizable targets, the effect of context was still
reliable (χ2(1) = 22.63, p < .001). For subiti-
zable targets (Figure 2, bottom row), numeric ex-
pressions were almost always used (96%) except
in contexts where the target was the only filled
square (X ). In this context, participants occa-
sionally used absolute expressions instead (e.g. the
one with shapes) 33% of the time. In sum, subiti-
zable targets overwhelmingly triggered the use of
numerals, predominating even when a Gricean ac-
count would prefer coarser-grained expressions.

For non-subitizable targets (first row of plots
in Figure 2), in contexts without distractors (X )
absolute expressions were preferred over numer-
ical ones; this differed from the behaviour of
subitizable targets in this context, where numer-
ical expressions predominated (χ2(1) = 4.25,
p = .039). In contexts with non-empty distrac-
tors (XY , XYY, and XYZ), expressions other than
numeric are used significantly more often than
they were for subitizable targets (χ2(1) = 52.93,
p < .001). Superlative expressions (e.g. the
square with the least dots) were preferred in con-
texts where the three squares were filled (χ2(1) =
7.74, p = .005). In contexts with one distractor
(XY ), superlatives were also rather common, and
comparative expressions (e.g. the one with fewer
dashes) occurred at higher rates than in other types
of context (χ2(1) = 42.34, p < .001).

The comparison between the contexts with two
distractors (XYY and XYZ) suggests that they dif-
fered largely in the use of vague expressions
(BASE; e.g. the one with many diamonds), which
had a higher rate in context XYY where there
were only two quantity ranges (χ2(1) = 5.01,

2Category OTH (other) is not shown in Figure 2 to avoid
clutter. Table 2 shows the row counts for all categories.
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Figure 2: Proportion of expression types in each context for subitizable and non-subitizable targets.

p = .025). For this context we also found an ef-
fect of gap size (see Figure 3): the relative odds
of choosing a vague expression over a numeric or
superlative one is significantly higher when there
is a big difference between the target quantity and
the distractor quantities (χ2(1) = 5.68, p = .017);
that is, when the chance of there being borderline
cases is reduced. A small gap between the quanti-
ties makes the preference for superlative (and thus
non-vague) expressions stronger.

Figure 3: The effect of gap size.

5 Conclusions

In line with our expectations (see Section 2), our
data are not easy to reconcile with the type of
Gricean account that predicts a preference for the
most coarsely grained QRE that identifies the tar-
get. The most obvious deviation from this Gricean
account arises from the subitizable items in our
study, where numerical expressions turned out to
be much preferred over other QREs. The natu-
ral explanation seems to be that such expressions
come naturally to speakers (and to hearers too as

shown by Green and van Deemter (2011)). In
other words, our study suggests an intriguing vari-
ant on Grice, in which the most relevant factor is
not one of informativeness – as Grice’s writings
suggest – but one of effort. It suggests that speak-
ers tend to produce expressions that identify the
referent with least effort.

Our expectation 3 was also confirmed: vague
forms (BASE) are more frequent with big gap
sizes, although they are not produced with high
frequency. (The same pattern of results was found
by van Deemter (2004)). Thus, in the scenarios
we considered vague QREs are never the most
favoured option. The high frequency of superla-
tives over comparatives is also noteworthy. Com-
paratives are used very seldom overall but are
more frequent in contexts with only one distractor
(XY ). This indicates that some speakers opt for
a less strong expression than a superlative (an ex-
pression that means more than x rather than more
than any other x) in contexts where this does not
lead to ambiguity. However, numerals and su-
perlatives are still largely preferred in those con-
texts.

These observations suggest that a given type of
situation (i.e., a given context + subitizability con-
dition) should not always map to the same type of
QRE. If human QRE behaviour is to be mimicked,
the best approach seems to be to use a stochastic
NLG program that seeks to replicate the frequen-
cies that are found in human usage.

The collected data is freely available at http:
//www.illc.uva.nl/˜raquel/xprag/.
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Abstract

In this paper we present the preliminary work of
a Basque poetry generation system. Basically,
we have extracted the POS-tag sequences from
some verse corpora and calculated the probabil-
ity of each sequence. For the generation process
we have defined 3 different experiments: Based
on a strophe from the corpora, we (a) replace
each word with other according to its POS-tag
and suffixes, (b) replace each noun and adjective
with another equally inflected word and (c) re-
place only nouns with semantically related ones
(inflected). Finally we evaluate those strategies
using a Turing Test-like evaluation.

1 Introduction

Poetry generation is one of the dream tasks of Natural
Language Processing (NLP). In this text we point out
an approach to generate Basque strophes automatically
using some corpora, morphological information and
a lexical database. The presented method is not tied
to a specific language, but it is especially suitable for
inflected languages, as the POS information used in
some tasks with success in non inflected languages is
not enough for inflected ones. We have used the POS-
tags with their inflectional information to learn usual
structures in Basque poetry.

This work is part of a more general and complete
project, called BertsoBOT (Astigarraga et al., 2013).
BertsoBOT is a robot capable of creating and singing
Basque verses automatically. The robot joins together
in a single system techniques from robotics, NLP and
speech synthesis and recognition. The work presented

in this paper comes to improve the generation module
of the mentioned system.

Although our intention is to create whole verses, in
this paper we present the first steps towards it: the cre-
ation of strophes. Additionally, Basque verses have
to rhyme, but in these first experiments we have not
considered it.

Basque language

Basque language is spoken along the Basque Country1

by approximately 700.000 people. Although there is a
standardized form of the language, it is common the use
of non-standard dialects in certain regions, mainly in
spoken language.

Basque is a morphologically rich language, which is
an obvious feature if we analyze the multiple declension
cases2 that can be used with only one word. For example,
the phrase “with the friends” can be expressed with only
one word, “lagunekin”.

lagunekin = lagun (friend) + ak (plural determiner) +
kin (with)

Art of bertsolaritza

The art of impromptu verse-making, bertsolaritza, is
very ingrained in the Basque Country. The performances
of verse-makers are quite usual and a big championship
is held every four years which congregates 15.000 peo-
ple, approximately. One tipical work to do for the verse-
makers is to sing verses extempore, given a topic. The
particularity of these verses is that they have to follow
strict constraints of meter and rhyme. In the case of
a metric structure of verses known as “zortziko txikia”

1http://en.wikipedia.org/wiki/Basque Country (greater region)
2en.wikipedia.org/wiki/Basque grammar#Declension
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(small of eight), the poem must have eight lines. The
union of each odd line with the next even line, form a
strophe. Each strophe, has a small structure3 and must
rhyme with the others. Below, you can see an example
of a verse, with lauko txikia4 stanza:

Neurriz eta errimaz With meter and rhyme
kantatzea hitza, to sing the word

horra hor ze kirol mota bertsolaritza is
den bertsolaritza. that kind of sport

2 State of the art

A good review of computer guided poetry can be found
in (Gervás, 2010). Most relevant ones include:

WASP
The WASP system (Gervás, 2000) can be considered

one of first serious attempts to build an automatic poetry
generator system. It is based on the generate-and-test
paradigm of problem solving. Simple solutions are
generated and then coupled with an evaluation function
for metric constraints, producing acceptable results.

ASPERA
ASPERA (Gervás, 2001) is a case-based reasoning

(CBR) system for poetry generation. It generates poetry
based on the information provided by the user: a prose
description of the intended message, a specific stanza
for the final poem, a set of verse examples on that stanza,
and a group of words that the final poem must contain.

The system was implemented using CLIPS rule-
based system, and follows the four typical CBR steps:
Retrieval, Reuse, Revise and Retain.

POEVOLVE
Levy (Levy, 2001) went on to develop an evolution-

ary model of poetry generation. POEVOLVE creates
limericks taking as a reference the human way of poetry
writing. The POEVOLVE system works as follows:
an initial population is created from a group of words
that include phonetic and stress information. Rhymes
that meet the requirements are selected and then more
words are selected to fill the rest of the verse-line
based on their stress information. A genetic algorithm
is employed to modify the words that compose the

313 syllables with a caesura after the 7th syllable
4Lauko txikia: The same as zortziko txikia but with four lines,

instead of eight.

limerick. Evaluation is performed by a neural network
trained on human judgements. It must be said that this
system does not take syntax and semantics into account.

McGonnagall
Manurung presented also an evolutionary approach

to generate poetry (Manurung, 2003). The poem gen-
eration process is formulated as a state space search
problem using stochastic hill-climbing. The overall pro-
cess is divided in two steps: evaluation and evolution.
During the evaluation phase, a group of individuals is
formed based on initial information, target semantics
and target phonetics. This group of initial individuals
is then evaluated taking into account different aspects
such as phonetics, semantics and surface form. Each
individual receives a score, and in the evolution step, the
subset with higher scores is selected for reproduction.
The resulting mutated individuals derive, hopefully, in
better versions of the poem.

3 Creating strophes

Our goal is to create Basque strophes automatically. But
strophes written by combining words randomly usually
do not have any sense. For words have any meaning
when combined together, they must be organized fol-
lowing particular patterns. Towards this end we have
applied and tested different methodologies. We use a
morphological analyzer to extract POS and inflection
patterns in strophes, and to create new ones following
those schemes. The idea is to find the most commonly
used patterns so that we can use them in new strophes.
We also improve the results taking semantics into ac-
count. In the next lines we are going to describe some
resources we have used.

3.1 Corpora

For the learning process of the usual POS-tag patterns
we have employed some Basque verse corpora yielded
by the Association of the Friends of Bertsolaritza5 (AFB).
Those are impromptu verses sung by Basque verse-
makers and the transcriptions of this collection have
been done by members of the information center6 of the
AFB.

For this work, we are going to exploit three corpora,

5http://www.bertsozale.com/en
6http://bdb.bertsozale.com/en/orriak/get/7-xenpelar-

dokumentazio-zentroa
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each one following a classic stanza in Basque verses: (a)
small stanza, (b) big stanza and (c) habanera.

a) Small stanza
This corpus has approximately 10.000 lines. Each

line of this corpus is composed by a strophe containing
13 syllables with a caesura between the 7th and the 8th
syllable. This stanza is used to sing sprightly verses
composed by compact ideas.

b) Big stanza
In this case, this corpus has about 8.000 lines and

each line has 18 syllables with a caesura after the 10th
syllable. Depending on the chosen melody, this stanza
can also have a complementary pause in the 5th syllable.
The topics of this type of verses tend to be more epic or
dramatic.

c) Habanera
This corpus has just about 1000 lines and they are

composed by 16-syllable lines with a caesura after the
8th syllable. It is commonly used when the verse-maker
has to compose a verse alone about a topic.

3.2 POS sequence extraction

To extract the POS-tags, we use a Basque analyzer de-
veloped by members of IXA NLP group (Aduriz et al.,
2004), which involve phrasal morphologic analysis and
disambiguation, among other matters.

Once calculated the POS-tags, we estimated the most
probable POS sequences using POS-tag ngrams. We did
this in order to know which POS-tag sequence would
better fit for each stanza. For example, an acceptable
POS-tag sequence in the small stanza corpus would be
“NN-NN-JJ-VB”. This pattern could be extracted from
this strophe, which is correct.

Mirenekin+NN zakurra+NN zoriontsua+JJ da+VB.
(With Miren)+NN (the dog)+NN is+VB happy+JJ.

But to have the POS-tag pattern is not enough for a
good generation.

Special issues in the categorization of words in
Basque

The gist is that Basque is an agglutinative language,
so there is plenty information included in the suffixes
of the words. Because of that, if we don’t retain any
information about suffixes, we would lose some impor-
tant data. In Basque, we can apply declension to nouns,
pronouns, adjectives and determiners. Therefore, we
need to save the declension case information to do a

correct generation. When a set of words compound a
noun phrase, only one of the words will be inflected.

Some verbs, when they are part of a subourdinate
clause, can also be inflected. In these cases, we have to
extract the suffixes of the verb of that clause, because it
expresses the type of clause.

All this information is essential if we do not want to
lose the meaning of the clause. Below, you can see an
example of generation of strophes in Basque using only
POS-tags:

Mirenekin+NN lagunekin+NN zoriontsua+JJ da+VB.
(With Miren)+NN (with the friends)+NN is+VB happy+JJ.

As you can see, the phrase “with Miren with the
friends is happy” is not grammatically correct. Storing
the declension information, that creation would not be
allowed and one of the clauses created by the system
could be:

Mirenekin+NN COM mahaia+NN ABS zoriontsua+JJ ABS da+VB.
(With Miren)+NN COM (the desk)+NN ABS is+VB happy+JJ ABS.

The addition of the declension information will avoid
some grammatical errors in the generation process. But
when the changed element is a verb, the system can
insert one that does not follow the same subcategoriza-
tion7, which will lead us to a grammatical error too.
So, changing the verb without more information can be
uncertain.

3.3 Semantic information
On the other hand, if we take a look at the last example,
it is not correct to say that the desk is happy. To avoid
these cases, we posed the use of the Basque WordNet
(Fellbaum, 2010) (Pociello et al., 2011). We used it to
change words with related ones.

3.4 Morphological generation
Finally, it is important the fact that Basque is an inflected
language. So, we need to have a morphological gener-
ator (Alegria et al., 2010) to create the corresponding
inflected forms of the words. This generator is based
on the Basque morphology description (Alegria et al.,
1996).

4 Experiments

In this work, we have performed a set of experiments
to analyze different strategies for the generation of stro-

7The subcategorization indicates the syntactic arguments re-
quired or allowed in some lexical items (usually verbs).
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phes in Basque. In the following lines, we explain the
ameliorations we get in each experiment.

The first experiment creates strophes by inserting
words that are consistent with each POS-tag and its
inflection information. We first get some of the most
common POS-tag sequences and for each POS-tag se-
quence the application returns two strophes. The first
strophe uses words from the same verse corpus to make
substitutions. The second one uses words from the
EPEC corpus (Aduriz et al., 2006).

The second experiment creates clauses, but chang-
ing only the nouns and adjectives from original strophes
from the corpus. We mantain the inflection information.
In this experiment we also get two strophes for each pat-
tern sequence, as in the previous attempt (verse corpus
and EPEC corpus). With this constraint we avoid the
creation of incorrect strophes because of the problem of
subcategorization (explained in section 3.2).

The third experiment makes small changes in the
original strophes (from the corpus), as it only replaces
each noun for a semantically related noun. The related
noun can be: (a) Antonym of the original word or (b)
hyponym of the hypernyms of the original word. In
order of preference, first we try to change each name
with one of its antonyms. If there is no antonym, then
we try to get the hypernyms of the word to return their
hyponims. Once the new word has been found, we
add the needed suffixes (the same ones that had the
words from the corpus) in order to fit correctly in the
strophe, using the morphological generator. The change
of words with related ones gives us the chance to express
semantically similar sentences using different words.

5 Evaluation

Once the experiments were finished, we made an evalu-
ation in order to analyze the quality of the automatically
generated strophes. The evaluation of computer gener-
ated poetry is nowadays fuzzy, so we defined a Turing
Test-like evaluation. We contacted two linguists that had
not done any work on this project, so that the evaluation
be as objective as possible. We prepared 135 strophes
interleaving some created by the machine with others
from the corpus. We asked the evaluators to guess if the
strophe was done by the machine or by a human. We
only draw conclusions using machine-generated stro-
phes, as we want to know how many of them percolate
as human-generated ones. In the next table you can

see the rate of sentences created by the machine and
suposed to be done by humans:

EXPERIMENT
Evaluator 1 1 2 3
Percolated as human 0.033 0.259 0.75
Evaluator 2
Percolated as human 0.333 0.481 0.75

As you can see, according to Evaluator 1, the first
experiment was not very worthy, as the only 3.3% of
the machine generated strophes percolated as human
generated ones. The second experiment got better re-
sults, and the 26% of the strophes were thought to be
human generated ones. As expected, the strophes of
the third experiment are the most trustworthy ones. The
results given by the second evaluator are higher, but the
important fact is the increase of the progression over the
experiments.

6 Discussion & Future Work

In this paper we have presented a set of experiments
for the automatic generation of poetry using POS and
inflectional tag patterns and some semantics. In the
last section we show the Turing Test-like evaluation to
measure the reliability of each experiment. This will be
part of a whole poetry analysis and generation system.

In the future, we intend to change verbs from stro-
phes controlling the subcategorization of them in order
to enable the creation of well-formed strophes about a
constrained topic. Also, we plan to use a frame seman-
tics resource, such as FrameNet, and after creating a
strophe, make some modifications to get an acceptable
semantic meaning.
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Abstract

We present first results of our project on
the generation of contextually adequate
greeting exchanges in video role playing
games. To make greeting exchanges com-
putable, an analysis of the factors influ-
encing greeting behavior as well as the
factors influencing greeting exchanges is
given. Based on the politeness model pro-
posed by Brown & Levinson (1987) we
develop a simple algorithm for the gener-
ation of greeting exchanges. An evalua-
tion, comparing dialog from the video role
playing gameSkyrimto dialog determined
by our algorithm, shows that our algorithm
is able to generate greeting exchanges that
are contextually more adequate than those
featured bySkyrim.

1 Introduction

Though there has been a steep rise in interest in
video games during the past decade, both cultur-
ally as well as commercial, little has been done in
getting language technology involved in game de-
velopment. There is a huge contrast between the
steep development of almost every other aspect of
game development and the usage of language tech-
nology. To our knowledge there is not one game
of one of the major game companies that uses
sophisticated NLG-methods for the generation of
contextually adequate utterances. Modern games
feature rich voice acting, but often lack realistic
conversational situations. Voice acting, which be-
came standard in commercial productions around
the year 2000, hampered usage of language tech-
nology for quite some time, since e.g. speech syn-
thesis did not reach sufficient quality and therefore
would hurt immersion. Since then not only quality
of synthesis systems has increased, but synthesis-
like voice acting has also been used in successful
productions (e.g. Portal 1 & 2).

There is some work in the NLG community on
NLG in games (e.g., Koller et al. 2004; Khosmood
and Walker 2010), but an intimate cooperation be-
tween game design and NLG does not exist on a
commercial level. Research in the fields of NLG
& game design is e.g. conducted at Expressive
Intelligence Studio at UC Santa Cruz, with cur-
rent projects (e.g. SpyFeet) focussing on combin-
ing NLG methods and computational dialog man-
agement in simple role playing games (Reed et al.
2011).

By nature of their modern design, video games,
especially of the role playing genre, provide de-
tailed information on the spatial and social envi-
ronment, the agent types, their behavior and moti-
vation, the progress on and steps in certain goals
etc., so that context-related language generation
should be a feasible task.

In our paper, we show by means of an appar-
ently simple generation task, viz. the genera-
tion of greetings in greeting exchange situations,
how more appropriate linguistic expressions can
be generated if context features are taken into ac-
count. Our examples will be taken from the video
role playing gameThe Elder Scrolls V: Skyrim,
which shall henceforth simply be referenced as
Skyrim.

2 Video Role Playing Games (VRPGs)

Video games involve two kinds of players or
agents, respectively: player characters are agents
acting in the virtual game environment on behalf
of and controlled by the player, and non-player
characters (NPCs) are agents controlled by the
game software. Both agents interact with each
other by non-verbal and verbal means, the latter
typically realized by the selection of canned text
from an agent-dependent discourse tree.

The ultimate goal of a video game is immer-
sion: the player should get emotionally involved
with the environment, the NPCs and his charac-
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ter. Text presented in video games is vital to the
immersion process. Form and content of the texts
presented depend on the player types and the story
telling method.

The essential features of VRPGs are the high
number of appearing NPCs, their multifaceted
models (skills, attributes, ”karma”, etc.), a branch-
ing story line and the possibility to take different
approaches to solve problems, many of the for-
mer being conversational. As a result, in VRPGs
conversations mostly take place directly within
the games virtual environment (as opposed to
cutscenes in many action games, i.e. episodes the
player is not able to control), which leads to the
high immersion factor of the genre.

2.1 Text in Video Games

Game texts are the major component in telling and
driving a game’s story. In most recent games they
are fully voice acted. Game texts can either be
categorized as storytelling text, written documents
appearing in the game, or dialog, which can be
further categorized as either scripted or interactive
dialog. The latter is mostly featured in games of
the branching storytelling type like VRPGs. These
games make rich use of interactive dialogue and
use it to fuel their story. Players have multiple
choices in dialogs and are able to use different ver-
bal approaches to solve conversational problems.
Nevertheless all possible dialog lines are still pre-
written during development – there is just a lot
more of them. According to web sourcesSkyrim
comprises more than 60,000 dialog lines.

This demonstrates that game developers must
use an enormous amount of text that will be pre-
sented in the different episodes of a story. How-
ever, there is little variation within these texts to
keep development costs down. As a result, con-
versations may get an inappropriate character by
means of an iterated use of one and the same
text unit in subsequent scenes, or the constant,
inappropriate avoidance of ingame variables that
would bloat the number of dialog lines (e.g. gen-
der of agents).

In Skyrimthis leads to constant skipping of real
conversation openers and real passing greetings.
As our evaluation below shows, even a minimal-
istic greeting exchange will be perceived as more
appropriate and therefore improve immersion.

3 Greeting Exchanges

Greeting exchanges are social practices that agents
in VRPGs should be able to master. According to
Firth (1972) the aim of a greeting exchange is to
establish or reestablish social relations in case of
conversation openers, or in case of passing greet-
ings – if the agents are strangers – guaranteeing a
safe passage. Both may also serve acknowledge-
ment of a different allocation of status.

Politeness is a central aspect of every type of
greeting exchange. Greeting exchanges as ad-
jacency pairs comprise a linguistic, a sociolin-
guistic, and an anthropological aspect (Williams
2001). Some of the variables influencing form and
content of a greeting exchange are:

• Attention of player and agents (e.g. are the
agents facing each other?)

• Time since last encounter between the two
parties (e.g. Skyrim’s NPCs do not make a
difference between the character leaving for
five minutes and leaving for days)

• Gender as social variable (e.g. in the soci-
ety in question, is a woman supposed to greet
first?)

• Physical variables: time of the day, physical
distance, noisiness of surroundings, crowd-
edness of the immediate environment. E.g.,
the last three variables influence wether a
verbal or a gestural greeting should be per-
formed.

In Skyrim, instantiations of these variables are
available during runtime because they are tracked
for various other functions of the game engine, but
only gender (”Hello master / mistress”) and dis-
tance (passing greetings will only occur in the im-
midiate vicinity of the player character) are actu-
ally utilized for greeting purposes. Also the nec-
essary variables underlying the politeness effect of
a greeting are implicitly given in a game; e.g. in
Skyrim the player will encounter kings as well as
peasants, and the sum of her deeds for certain fac-
tions are also tracked.

4 Computing Greeting Exchanges

Brown & Levinson’s (1987) well-known polite-
ness model uses the concepts of negative and pos-
itive face to explain polite behavior. The nega-
tive face comprises the want of every agent that
his actions be unimpeded by others. The positive
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Trait Par. Value Motivation

shy α 1.2 misinterprets social distance
β 1.3 afraid of authority
γ 1.8 fears social impositions more

than anything else

uncouth α 0.2 unaware of social distance
β 1.6 does recognize and respect

power
γ 0.2 does not mind the impositions of

the FTA

Table 1: Values ofα-, β- andγ-parameters for shy
and uncouth stereotypes

face is the want of every agent that his wants be
desirable to at least some others. Face threating
acts (FTAs) threaten the positive and/or the nega-
tive face of the addressee and/or the speaker. Po-
liteness is just a verbal or non-verbal means to at-
tenuate the FTA. According to Brown & Levinson
(1987) the weightWx of a FTA x is calculated as
follows:

Wx = D(S, H) + P (H, S) + Rx

whereD is the social distance between speakerS

and hearerH, P is the relative power the hearer
has over the speaker, andRx is the ranking of the
impositions of a particular FTAx.

In Skyrim the background information for the
generation of appropriate greetings is available in
the course of the game, but the software makes
very limited use of the variables at its disposal.
Time since the last encounter is not taken into ac-
count as well as attention: Characters might have
been gone for days of ingame time and will hear
the same phrases as if they just left the room. The
character is also addressed by NPCs while they are
passing behind his back or sometimes while talk-
ing to other NPCs. This is clearly impolite greet-
ing behavior that is not licensed by urgency and
rudeness as an agent’s trait, since this affects all
NPCs.

More information available could be used to
calculate the social distanceD and powerP . The
social distance could be calculated by taking into
account the interacting agent’s ethnicities, their
profession, social skills etc., while relative power
could be calculated through factors like rank in or
standing with an organisation.

Finally and most importantly personal influ-
ences are implemented by the use of parameters
which simply adjust the impact of the social vari-
ables:

Wx = α × D(S, H) + β × P (H, S) + γ × Rx

This allows for easy contrasting between char-
acter types. If we assume that a ”normal” greeting
behavior is based on a value of 1 for each ofα, β

andγ, we assume exemplary values for the param-
eters for stereotypicalshyanduncouthas seen in
Table 1.

As a result, our method not only generates dif-
ferent greetings w.r.t. different instantiations of
the physical and social variables, but also differ-
ent greetings for different agent types. Our algo-
rithm outlined in Table 2 generates a simple pass-
ing greeting exchange or a simple conversation
opener.

We assume that for every pair of agents (char-
acter and NPC) there is a Question Under Discus-
sion (QUD) stack of information that has not yet
been resolved (see, e.g., Djalali et al. 2011). A
QUD-model for short-term discourse history can
also be utilized to lock the NPC in a certain con-
versational state (urgent quests), therefore giving
access to the notion of urgency which mitigates the
impact of impolite behavior, e.g. skipping greeting
exchanges, and also helps to keep discourse coher-
ent.

Besides the QUD stack we assume a database
which keeps record of the discourse history be-
yond the QUD-stack. Elements resolved (popped
from the stack) are stored in the database. This
database also helps to keep track of relations be-
tween the two agents and directly affects the so-
cial distance component. Relative power is un-
touched. The database also keeps track of agent-
specific information like faction, rank, and others
as well as agent-pair specific data, like time since
last encounter.

Since we do not have access toSkyrim’s source
code, our algorithm has not been implemented yet.
However, given greetings fromSkyrim, the out-
lined algorithm can be used to determine mod-
ified greetings whose quality has been evalu-
ated by players. For example, when entering
an alchemist’s store the following example dialog
might occur inSkyrim(A being the alchemist,P
being the player character):

A: You look rather pale. Could be Ataxia. It’s
quite a problem back home in Cyrodiil.

P: [not realized]
P: [initiates conversation; not realized]
A: Pardon me, but do I detect a case of the Rat-

tles? I’ve got something for that.
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1 check for possibility of a greeting exchange: 13 if greeting character is a player character:
2 • checking agent type (normal, shy, uncouth) 14• generate passing greeting or conversational opener.
3 • line of sight between agents? 15 • present player with options to choose from.
4 • agents paying attention to e.o.? 16 • add greeting phrase to discourse history.
5 • distance between agents appropriate? 17• check for circumstances that might reduce impact

of FTA (e.g. urgency)
6 • one of agents trying to hide? 18 • apply politeness impact on standing and/or karma.
7 gather possible and situationally fitting greeting

phrases / schemes for either. . .
19 else if greeting character is a NPC:

8 • A passing greeting or 20 • choose greeting according to NPCs role and model
9 • A conversation opener 21 • generate chosen phrase.
10 look for physical modifiers that influence mode of

greeting (e.g. noisiness of surrounding)
22 • add chosen phrase to discourse history

11 look for situational modifiers that override politeness
calculation

22 output to player

12 calculate politeness with regards to agent types

Table 2: Proposed algorithm for greeting exchange generation.

P: [not realized]
P: [chooses from variety of conversation topics]

Utilizing our algorithm, the following dialog
might unfold.

A: Good morning and welcome to my store.
P: Good morning.
A: How may I serve you?
P: [chooses from variety of conversation topics]

One can see that while the pre-written dialog lines
give a lot of background information about the
game world, their usage in the initial dialog stages
seems a bit odd.

5 Evaluation

To evaluate the suggested method of computing
greeting exchanges, we designed a questionnaire
containing descriptions (in a pen & paper RPG
style) of five different situations from Skyrim.
These situations have been chosen because of their
unfitting pragmatic realisation. For each situa-
tion, we presented a set of follow-up dialog sit-
uations which contained the original dialog from
Skyrim, dialog determined by our algorithm (mi-
nus urgency, as it would allow to skip greeting ex-
changes) as well as by a simple approach that only
took into account attention and minimalistic greet-
ings.

We used transcripts from the original dialog
to eliminate potential bias from different meth-
ods of presentation as well as to ensure that sub-
jects would not recognize the original dialog from
Skyrim. The subjects were then asked to evaluate
the dialog situations according to appropriateness,
politeness, social distance, relative power as well

as feeling a sense of urgency. In addition we asked
the subjects for a short self-evaluation of their ex-
perience with video and role playing games as
well as their experience with Skyrim. Out of seven
participants two did not have any experience with
video or role playing games. Two participants had
played Skyrim. They evaluated the overall linguis-
tic realisation with a score of 7 out of 9 and were
able to recognize the situations as well as the dia-
log options from Skyrim. Table 3 shows the over-
all evaluation results.

very medium not

Skyrim 1.4 1.4 4.2
simple 2 4 1
our alg. 4.2 1.4 1.2

Skyrim 0.2 1.8 5
simple 1.6 4 1.4
our alg. 4.6 1.6 0.8

Table 3: Average no. of choices for appropriate-
ness (above) and politeness (below)

In this setting, Skyrim’s passing greetings and
conversation openers generally were perceived as
much less appropriate than the alternatives pre-
sented, while greetings determined by our algo-
rithm were perceived as the most appropriate in
all scenarios by the majority of all participants.
Skyrim’s greeting exchanges were also mostly as-
sociated with only little social distance and were
perceived as relatively impolite. The opposite was
true for greetings determined by our algorithm: in
every scenario the majority of participants chose
them as the most polite one.
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Abstract

This paper introduces the problem of gen-

erating descriptions of n-dimensional spa-

tial data by decomposing it via model-

based clustering. I apply the approach

to the error function of supervised clas-

sification algorithms, a practical problem

that uses Natural Language Generation for

understanding the behaviour of a trained

classifier. I demonstrate my system on a

dataset taken from CoNLL shared tasks.

1 Introduction

My focus is the generation of textual descriptions

for n-dimensional data. At this early stage in

this research, I introduce the problem, describe a

potential application and source of interesting n-

dimensional objects and show preliminary work

on a traditional NLG system built on off-the-shelf

text planning and surface realization technology

plus a customized sentence planner.

This work was inspired by a talk by Kathleen

McCoy in which she described a system that pro-

duces Natural Language explanations of maga-

zine infographics for the blind by combining Com-

puter Vision techniques with NLG (Carberry et al.,

2013). She mentioned an anecdote in which she

asked a blind user of the system what would the

user would want added to the text description and

the user replied “I don’t know, I have never seen

an infographic.” I found the comment very inspir-

ing and it led to the realization that n-dimensional

objects (for n > 3) were also something which

we, as humans, have never seen before and which

we will profit from having a computer system to

describe to us.

A type of n-dimensional objects that are of par-

ticular practical interest are the error function for a

machine learning algorithm for particular training

data. That is the case because, for NLP practition-

ers using supervised classification, the task of de-

bugging and improving their classifiers at times in-

volves repeated steps of training with different pa-

rameters. Usually, at each stage the trained model

is kept as an opaque construct of which only ag-

gregate statistics (precision, recall, etc) are inves-

tigated. My technology improves this scenario by

generating Natural Language descriptions for the

error function of trained machine learning models.

My system, Thoughtland,1 (Fig. 1) is a pipeline

with four stages, accessed through a Web-based

interface (Duboue, 2013), further discussed in the

next section.

This early prototype is already able to tackle de-

scriptions of existing, non-trivial data. These re-

sults are very encouraging and the problem merits

attention from other NLG researchers. To further

broad interest in this problem, I am distributing my

prototype under a Free Software license,2 which

should encourage extensions and classroom use. I

have already found the current descriptions useful

for telling apart the output of two different algo-

rithms when run on the same data.

I will now describe the algorithm and then dive

into the NLG details. I conclude with related and

future work discussions.

2 Algorithm

Thoughtland’s architecture is shown in Fig. 1.

While the first stage lies clearly outside the in-

terest of NLG practitioners, the next two stages

(Clustering and Analysis) are related to the mes-

sage generation aspect of content planning (Reiter

and Dale, 2000),3 as they seek to transform the

data into units that can be communicated verbally

(the last stage is the more traditional NLG system

itself).

1
http://thoughtland.duboue.net

2https://github.com/DrDub/Thoughtland
3pages 61-63.
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Training

Data

Figure 1: Thoughtland’s architecture.

2.1 Cross-Validation

The error function is computed as the error for

each point in the input data. For a numeric tar-

get class, that would mean that for every training

instance (~x, y), e =
∥

∥

∥
f( ~x)− y

∥

∥

∥
, where the error

is computed using f trained on the folds that do

not contain (~x, y).4 This stage produces a cloud of

points in n-dimensions, for n = F + 1, where F

is the number of features in the training data (the

extra dimension is the error value).

2.2 Clustering

The cloud of error points obtained in the previous

step is then clustered using a mixture of Dirich-

let models (McCullagh and Yang, 2008) as imple-

mented by Apache Mahout (Owen et al., 2011).5

I choose this clustering approach because each

of the obtained clusters has a geometrical rep-

resentation in the form of n-balls, which are n-

dimensional spheres. These representations are

important later on for the natural language gener-

ation approach.

Some input features present a natural geomet-

ric groupings which will interfere with a clustering

set to elucidate the error function. To make the er-

ror coordinate the most prominent coordinate for

clustering, I re-scale the error coordinate using the

radius of an n-ball that encompasses all the input

features.

2.3 Analysis

In Fig. 1, the Analysis Stage involves determin-

ing the overall size, density, distances to the other

n-balls and extension in each dimension for each

n-ball. These numbers are put into perspective

with respect to the n-ball encompassing the whole

cloud of points. The distance between two n-balls,

for example, is said to be big if in any dimension

4The error is different if the target class is not numeric
(nominal target classes). In that case the error is 1.0 if the
class is different from the target or 0 if it the same.

5See Section 9.4.2, “Dirichlet clustering.”

it is above half the radius of the large n-ball in

that particular dimension. Each n-ball is also com-

pared to each other in terms of distance.

I have so far determined these thresholds by

working on the mileage data discussed elsewhere

(Duboue, 2013). Objective-function optimization-

based techniques (discussed in the next section)

might prove useful here.

This stage is at its infancy, in future work I

want to analyze the pairs of n-balls in terms of

rotations as they are particularly important to de-

termine how many dimensions are actually being

used by the sets of n-balls.

3 Natural Language Generation

As I go exploring the different aspects of the prob-

lem, I opt for a very traditional generation system

and architecture. Approaches based on learning

(Mairesse et al., 2010; Varges and Mellish, 2010;

Oh and Rudnicky, 2000) are not particularly easy

to apply to this problem as I am producing a text

for which there are no available examples. I do

hope to explore objective-function optimization-

based techniques such as Lemon (2011) or Deth-

lefs and Cuayáhuitl (2011) in the near future.

The NLG system is thus implemented on

top of McKeown’s (1985) Document Structur-

ing Schemata (using the recent implementation

OpenSchema6) and SimpleNLG (Gatt and Reiter,

2009). I use two schemata, in one the n-balls are

presented in order while in the other the attributes

are presented in order. One of the schemata I

am using is shown in Fig. 2. Document structur-

ing schemata are transition networks of rhetorical

predicates that can contain free and bound vari-

ables, with restrictions on each variable. The sys-

tem presents the user the shorter description.

Either strategy should emphasize similarities,

simplifying aggregation (Reape and Mellish,

1999). I employ some basic aggregation rules, that

6
http://openschema.sf.net
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is, for each aggregation segment I assemble all

n-balls with the same property together to make

complex sentences. That works well for size and

density. To verbalize distances, I group the dif-

ferent pairs by distance value and then look for

cliques using the Bron-Kerbosch clique-finding al-

gorithm (Bron and Kerbosch, 1973), as imple-

mented in JGraphT.7 I also determine the most

common distance and verbalize it as a defeasible

rule (Knott et al., 1997), which significantly short-

ens the text.

This pipeline presents a non-trivial NLG appli-

cation that is easy to improve upon and can be used

directly in a classroom setting.

3.1 Case Study

I will now illustrate Thoughtland by virtue of

an example with training data from the CoNLL

Shared Task for the year 2000 (Sang and Buch-

holz, 2000). The task involved splitting a sentence

into syntactically related segments of words:

(NP He) (VP reckons) (NP the current account

deficit) (VP will narrow) (PP to) (NP only # 1.8

billion) (PP in) (NP September) .

The training contains for each word its POS and

its Beginning/Inside/Outside chunk information:

He PRP B-NP
reckons VBZ B-VP
the DT B-NP
current JJ I-NP
account NN I-NP
deficit NN I-NP
will MD B-VP
narrow VB I-VP

I transformed the data into a classification problem

based on the current and previous POS, rendering

it a two dimensional problem. The provided data

consists of 259,104 training instances. Over this

data Naı̈ve Bayes produces an accuracy of 88.9%

and C4.5, 89.8%. These numbers are very close,

but do the two algorithms produce similar error

function? Looking at Thoughtland’s descriptions

(Fig. 3) we can see that is not the case.

In later runs I add the current and previous

words, to make for a three and fourth dimensional

problem. These are extra dimensions with a nomi-

nal class with 20,000 distinct values (one for each

word). Interestingly, when the classifiers become

good enough, there is no discriminating informa-

tion left to verbalize. A similar situation happens

when the classifiers have poor accuracy.

7
http://jgrapht.sourceforge.net/

schema by-attribute(whole: c-full-cloud)

; first sentence, overall numbers

pred-intro(cloud|whole)

aggregation-boundary

star

pred-size()

aggregation-boundary

star

pred-density()

aggregation-boundary

star

pred-distance()

predicate pred-density

variables

req def component : c-n-ball

req attribute : c-density

properties

component == attribute.component

output

pred has-attribute

pred0 component

pred1 attribute

pred2 magnitude

Figure 2: One of the two schemata employed by

Thoughtland. This schema produces descriptions

focusing on the similar attributes of each of the n-

balls. I include one of the predicates for reference.

4 Related Work

The problem of describing n-dimensional objects

is a fascinating topic which Thoughtland just starts

to address. It follows naturally the long term inter-

est in NLG for describing 3D scenes (Blocher et

al., 1992), spatial/GIS data (De Carolis and Lisi,

2002) or just numerical data (Reiter et al., 2008).

In the more general topic of explaining machine

learning decisions, ExOpaque (Guo and Selman,

2007) takes a trained system and uses it to pro-

duce training data for an Inductive Logic Program-

ming (Muggleton and Raedt., 1994) system, pre-

senting the resulting Horn-clauses directly to the

user. Focusing on explaining the impact of specific

attributes in the prediction outcome of a particular

instance, Robnik-Sikonja and Kononenko (2008)

analyze changes to the classification outcome un-

der different input variations, weighted by their

priors, an idea explored early on in agent-based

systems (Johnson, 1994). In general, systems

based on Bayesian networks seem to have a

stronger probabilistic framework that facilitates

explanations (Lacave and Diez, 2000).

By far, most of the attention in understanding

the error function for machine learning algorithms

has come from the graphical visualization commu-
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THREE DIMENSIONS

Naive Bayes C4.5

Accuracy 88.9% Accuracy 89.8%

There are five components and three dimensions. Component
One is big and components Two, Three and Four are small.
Component Four is dense and components Two and Three are
very dense. Components Three and Five are at a good distance
from each other. The rest are all far from each other.

There are six components and three dimensions. Component
One is big, components Two, Three and Four are small and
component Five is giant. Component Five is sparse and com-
ponents Two, Three and Four are very dense. Components One
and Two are at a good distance from each other. The rest are all
far from each other.

FOUR DIMENSIONS

Accuracy 90.4% Accuracy 91.4%

There are six components and four dimensions. Components
One, Two and Three are big and components Four and Five are
small. Component Three is dense, component One is sparse
and components Four and Five are very dense. Components
Two and Three are at a good distance from each other. The rest
are all far from each other.

There are six components and four dimensions. Components
One, Two and Three are big and components Four and Five are
small. Component One is dense, component Three is sparse and
components Four and Five are very dense. Components Three
and Four are at a good distance from each other. Components
Six and Four are also at a good distance from each other. The
rest are all far from each other.

FIVE DIMENSIONS

Accuracy 91.6% Accuracy 91.6%

There is one component and five dimensions. There is one component and five dimensions.

Figure 3: Example generated descriptions.

nities. However, as stated by Janert (2010):8

As soon as we are dealing with

more than two variables simultaneously,

things become much more complicated –

in particular, graphical methods quickly

become impractical.

The focus is then in dimensionality reduction9

and projection (Kaski and Peltonen, 2011), usually

as part of an integrated development environment

(Kapoor et al., 2012; Patel et al., 2010). The usual

discussion regarding the complementary role of

text and graphics, as studied for a long time in

NLG (McKeown et al., 1997), applies also here:

there are things like generalizations and excep-

tions that are easier to express in text. We look

forward for NLG-based approaches to be included

in future versions of ML IDEs such as Gestalt.

Finally, Thoughtland uses the error function for

an ML algorithm as applied to training data. A

similarly worded term which should not be con-

fused is error surface (Reed and Marks, 1999),10

which refers to the space of possible ML models.

Error surfaces are particularly important for train-

ing algorithms that explore the said surface, for ex-

ample by gradient descent.

8Chapter 5, page 99.
9A reviewer suggested combining dimensionality reduc-

tion and NLG, an idea most definitely worth exploring.
10Chapter 8.

5 Final Remarks

I have presented Thoughtland, a working proto-

type addressing the problem of describing clouds

of points in n-dimensional space. In this paper I

have identified the problem and shown it to be ap-

proachable with a solution based on model-based

clustering.

For future work, I want to enrich the analysis

with positional information: I want to find planes

on which a majority of the n-balls lie so as to de-

scribe their location relative to them. I am also

considering hierarchical decomposition in up to

five to seven n-balls (to make it cognitively ac-

ceptable (Miller, 1956)) as it will translate well to

textual descriptions.

My preliminary experiments suggest there is

value in generating comparisons for two error

functions. I can therefore employ the existing

body of work in NLG for generating comparisons

(Milosavljevic, 1999).

While the pilot might speak of the feasibility of

the task, Thoughtland still needs to be evaluated.

For this, I want to start with simple cases such as

overfitting or feature leaks and see if the descrip-

tions help humans detect such cases faster.
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Abstract

We introduce GenNext, an NLG system
designed specifically to adapt quickly and
easily to different domains. Given a do-
main corpus of historical texts, GenNext
allows the user to generate a template bank
organized by semantic concept via derived
discourse representation structures in con-
junction with general and domain-specific
entity tags. Based on various features
collected from the training corpus, the
system statistically learns template rep-
resentations and document structure and
produces well–formed texts (as evaluated
by crowdsourced and expert evaluations).
In addition to domain adaptation, Gen-
Next’s hybrid approach significantly re-
duces complexity as compared to tradi-
tional NLG systems by relying on tem-
plates (consolidating micro-planning and
surface realization) and minimizing the
need for domain experts. In this descrip-
tion, we provide details of GenNext’s the-
oretical perspective, architecture and eval-
uations of output.

1 Introduction

NLG systems are typically tailored to very spe-
cific domains and tasks such as text summaries
from neonatal intensive care units (SUMTIME-
NEONATE (Portet et al., 2007)) or offshore oil
rig weather reports (SUMTIME-METEO (Reiter et
al., 2005)) and require significant investments in
development resources (e.g. people, time, etc.).
For example, for SUMTIME-METEO, 12 person
months were required for two of the system com-
ponents alone (Belz, 2007). Given the subject
matter of such systems, the investment is perfectly

∗Ravi Kondadadi is now affiliated with Nuance Commu-
nications, Inc.

reasonable. However, if the domains to be gener-
ated are comparatively more general, such as fi-
nancial reports or biographies, then the scaling of
development costs becomes a concern in NLG.

NLG in the editorial process for companies and
institutions where content can vary must be do-
main adaptable. Spending a year or more of devel-
opment time to produce high quality market sum-
maries, for example, is not a viable solution if it is
necessary to start from scratch to produce other re-
ports. GenNext, a hybrid system that statistically
learns document and sentence template represen-
tations from existing historical data, is developed
to be consolidated and domain adaptable. In par-
ticular, GenNext reduces complexity by avoiding
the necessity of having a separate document plan-
ner, surface realizer, etc., and extensive expert in-
volvement at the outset of system development.

Section 2 describes the theoretical background,
architecture and implementation of GenNext. Sec-
tion 3 discusses the results of a non–expert and ex-
pert crowdsourced sentence preference evaluation
task. Section 4 concludes with several future ex-
periments for system improvement.

2 Architecture of GenNext

In general, NLG systems follow a prototypical ar-
chitecture where some input data from a given do-
main is sent to a “document planner” which de-
cides content and structuring to create a document
plan. That document plan serves as an input to
a “micro planner” where the content is converted
into a syntactic expression (with associated con-
siderations of aggregation and referring expres-
sion generation) and a text specification is created.
The text specification then goes through the final
stage of “surface realization” where everything is
put together into an output text (McKeown, 1985;
Reiter and Dale, 2000; Bateman and Zock, 2003).

In contrast, the architecture of GenNext (sum-
marized in Figure 1) is driven by a domain-specific
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Figure 1: GenNext System Architecture.

corpus text. There is often a structured database
underlying the domains of corpus text, the fields
of which are used for domain specific entity tag-
ging (in addition to domain general entity tagging
[e.g. DATE, LOCATION, etc.]). An overview of
the different stages, which are a combination of
statistical (e.g., Langkilde and Knight (1998)) and
template–based (e.g., van Deemter, et al. (2005))
approaches, follows in (A-E).1

A: Semantic Representation - We take a do-
main specific training corpus and reduce each
sentence to a Discourse Representation Structure
(DRS) - formal semantic representations of sen-
tences (and texts) from Discourse Representation
Theory (Kamp and Reyle, 1993; Basile and Bos,
2011). Each DRS is a combination of domain gen-
eral named entities, predicates (content words) and
relational elements (function words). In parallel,
domain specific named entity tags are identified
and are used to create templates that syntactically
represent some conceptual meaning; for example,
the short biography in (1):
(1) Sentence
a. Mr. Mitsutaka Kambe has been serving as Managing

Director of the 77 Bank, Ltd. since June 27, 2008.
b. He holds a Bachelor’s in finance from USC and a MBA

from UCLA.

Conceptual Meaning
c. SERVING | MANAGING | DIRECTOR | PERSON | ...
d. HOLDS | BACHELOR | FINANCE | MBA | HOLD | ...

Once the semantic representations are created,
they are organized and identified by semantic con-
cept (“CuId”) (described in (B)). Our assumption
is that each cluster equates with a CuId repre-
sented by each individual sentence in the cluster
and is contrastive with other CuIds (for similar ap-

1For more detail see Howald, et al. (2013) - semantic
clustering and micro-planning and Kondadadi, et al. (2013) -
document planning.

proaches, see Barzilay and Lapata (2005), Angeli,
et al. (2010) and Lu and Ng (2011)).

B: Creating Conceptual Units - To create the
CuIds (a semi-automatic process), we cluster the
sentences using k-means clustering with k set ar-
bitrarily high to over-generate (Witten and Frank,
2005). This facilitates manual verification of the
generated clusters to merge (rather than split) them
if necessary. We assign a unique CuId to each
cluster and associate each template in the corpus to
a corresponding CuId. For example, in (2), using
the sentences in (1a-b), the identified named en-
tities are assigned to a clustered CuId (2a-b) and
then each sentence in the training corpus is re-
duced to a template (2c-d).
(2) Content Mapping
a. {CuId : 000} – Information: person: Mr. Mitsutaka

Kambe; title: Managing Director; company: 77 Bank,
Ltd.; date: June 27, 2008

b. {CuId : 001} – Information: person: he; degree:
Bachelor’s, MBA; subject: finance; institution: USC;
UCLA

Templates
c. {CuId : 000}: [person] has been serving as [title] of the

[company] since [date].
d. {CuId : 001}: [person] holds a [degree] in [subject]

from [institution] and a [degree] from [institution].

At this stage, we will have a set of CuIds with cor-
responding template collections which represent
the entire “micro-planning” aspect of our system.

C: Collecting Statistics - For the “document plan-
ning” stage, we collect a number of statistics for
each domain, for example:

• Frequency distribution of CuIds by position
• Frequency distribution of templates by position
• Frequency distribution of entity sequence
• Average number of entities by CuId and position

These statistics, in addition to entity tags and tem-
plates, are used in building different features used
by the ranking model (D).

D: Building a Ranking Model - The core compo-
nent of our system is a statistical model that ranks
a set of templates for a given position (e.g. sen-
tence 1, sentence 2, ..., sentence n) based on the
input data (see also Konstas and Lapata (2012).
The learning task is to find the rank for all the tem-
plates from all CuIds at each position. To gener-
ate the training data, we first exclude the templates
that have named entities not specified in the input
data (ensuring completeness). We then rank tem-
plates according to the edit distance (Levenshtein,
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1966) from the template corresponding to the cur-
rent sentence in the training document. For each
template, we build a ranking model with features,
for example:

• Prior template and CuId
• Difference in number of words given position
• Most likely CuId given position and previous CuId
• Template 1-3grams given position and CuId

We use a linear kernel for a ranking SVM
(Joachims, 2002) to learn the weights associated
with each feature. Each domain has its own model
that is used when generating texts (E).

E: Generation: At generation time, our system
has a set of input data, a semantically organized
template bank and a model from training on a
given domain of texts. For each sentence, we first
exclude those templates that contain a named en-
tity not present in the input data. Then we cal-
culate the feature values times the model weight
for each of the remaining templates. The tem-
plate with the highest score is selected, filled
with matching entities from the input data and ap-
pended to the generated text. Example generations
for each domain are included in (3).
(3) Financial
a. First quarter profit per share for Brown-Forman

Corporation expected to be $0.91 per share by analysts.
b. Brown-Forman Corporation July first quarter profits will

be below that previously estimated by Wall Street with
a range between $0.89 and $0.93 per share and a projected
mean per share of $0.91 per share.

c. The consensus recommendation is Hold.

Biography
d. Mr. Satomi Mitsuzaki has been serving as Managing

Director of Mizuho Bank since June 27, 2008.
e. He was previously Director of Regional Compliance of

Kyoto Branch.
f. He is a former Managing Executive Officer and Chief

Executive Officer of new Industrial Finance Business
Group in Mitsubishi Corporation.

Weather
g. Complex low from southern Norway will drift slowly NNE

to the Lofoten Islands by early tomorrow.
h. A ridge will persist to the west of British Isles for Saturday

with a series of weak fronts moving east across
the North Sea.

i. A front will move ENE across the northern North Sea

Saturday.

3 Evaluation and Discussion

We have tested GenNext on three domains: Corpo-
rate Officer and Director Biographies (1150 texts
ranging from 3-10 period ended sentences), Fi-
nancial Texts (Mutual Fund Performances [162
texts, 2-4 sentences] and Broker Recommenda-
tions [905 texts, 8-20 sentences]), and Offshore

Oil Rig Weather Reports (1054 texts, 2-6 sen-
tences) from SUMTIME-METEO (Reiter et al.,
2005). The total number of templates for the finan-
cial domain is 1379 distributed across 38 different
semantic concepts; 2836 templates across 19 con-
cepts for biography; and 2749 templates across 9
concepts for weather texts.

We have conducted several evaluation experi-
ments comparing two versions of GenNext, one
applying the ranking model (rank) and one with
random selection of templates (non-rank) (both
systems use the same template bank, CuId as-
signment and filtering) and the original texts from
which the data was extracted (original).

We used a combination of automatic (e.g.
BLEU–4 (Papineni et al., 2002), METEOR

(Denkowski and Lavie, 2011)) and human metrics
(using crowdsourcing) to evaluate the output (see
generally, Belz and Reiter (2006). However, in the
interest of space, we will restrict the discussion to
a human judgment task on output preferences. We
found this evaluation task to be most informative
for system improvement. The task asks an evalu-
ator to provide a binary preference determination
(100 sentence pairs/domain): “Do you prefer Sen-
tence A (from original) or the corresponding Sen-
tence B (from rank or non-rank)”. This task was
performed for each domain.2 We also engaged 3
experts from the financial and 4 from the biogra-
phy domains to perform the same preference task
(average agreement was 76.22) as well as provide
targeted feedback.

For the preference results, summarized in Fig-
ure 2, we would like to see no statistically signifi-
cant difference between GenNext-rank and orig-
inal, but statistically significant differences be-
tween GenNext-rank and GenNext-non-rank, and
original and GenNext-non-rank. If this is the case,
then GenNext-rank is producing texts similar to
the original texts, and is providing an observ-
able improvement over not including the model at
all (GenNext-non-rank). This is exactly what we
see for all domains.3 However, in general, there

2Over 100 native English speakers contributed, each one
restricted to providing no more than 50 responses and only
after they successfully answered 4 initial gold data questions
correctly and continued to answer periodic gold data ques-
tions. The pair orderings were randomized to prevent click
bias. 8 judgments per sentence pair was collected (2400 judg-
ments) and average agreement was 75.87.

3Original vs. GenNext-rank : financial - χ2=.29, p≤.59;
biography - χ2=3.01, p≤.047; weather - χ2=.95, p≤.32.
Original vs. GenNext-non-rank : financial - χ2=16.71,
p≤.0001; biography - χ2=45.43, p≤.0001; weather -
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Figure 2: Cross-Domain Non-Expert Preference Evaluations.

is a greater difference between the original and
GenNext-rank biographies compared to the finan-
cial and weather texts. We take it as a goal to ap-
proach, as close as possible, the preferences for
the original texts.

The original financial documents were machine
generated from a different existing system. As
such, it is not surprising to see similarity in perfor-
mance compared to GenNext-rank and potentially
explains why preferences for the originals is some-
what low (assuming a higher preference rating for
well-formed human texts). Further, the original
weather documents are highly technical and not
easily understood by the lay person, so, again, it is
not surprising to see similar performance. Biogra-
phies were human generated and easy to under-
stand for the average reader. Here, both GenNext-
rank and GenNext-non-rank have some ground to
make up. Insights from domain experts are poten-
tially helpful in this regard.

Expert evaluations provided similar results and
agreements compared to the non–expert crowd.
Most beneficial about the expert evaluations was
the discussion of integrating certain editorial stan-
dards into the system. For example, shorter texts
were preferred to longer texts in the financial do-
main, but not the biographies. Consequently, we
could adjust weights to favor shorter templates.
Also, in biographies, sentences with subordinated
elaborations were not preferred because these con-
tained subjective comments (e.g. a leader in in-
dustry, a well respected individual, etc.). Here,

χ2=24.27, p≤.0001. GenNext-rank vs. GenNext-non-rank
: financial - χ2=12.81, p≤.0003; biography - χ2=25.19,
p≤.0001; weather - χ2=16.19, p≤.0001.

we could manually curate or could automatically
detect templates with subordinated clauses and re-
move them. These types of comments are useful
to adjust the system accordingly to end user ex-
pectations.

4 Conclusion and Future Work

We have presented our system GenNext which is
domain adaptable, given adequate historical data,
and has a significantly reduced complexity com-
pared to other NLG systems (see generally, Robin
and McKeown (1996)). To the latter point, devel-
opment time for semantically processing the cor-
pus, applying domain general and specific tags,
and building a model is accomplished in days and
weeks as opposed to months and years.

Future experimentation will focus on being able
to automatically extract templates for different do-
mains to create preset banks of templates in the
absence of adequate historical data. We are also
looking into different ways to increase the vari-
ability of output texts from selecting templates
within a range of top scores (rather than just the
highest score) to providing additional generated
information from input data analytics.

Acknowledgments

This research is made possible by Thomson
Reuters Global Resources (TRGR) with particu-
lar thanks to Peter Pircher, Jaclyn Sprtel and Ben
Hachey for significant support. Thank you also
to Khalid Al-Kofahi for encouragement, Leszek
Michalak and Andrew Lipstein for expert evalua-
tions and three anonymous reviewers for construc-
tive feedback.

181



References
Gabor Angeli, Percy Liang, and Dan Klein. 2012. A

simple domain-independent probabilistic approach
to generation. In Proceedings of the 2010 Confer-
ence on Empirical Methods for Natural Language
Processing (EMNLP 2010), pages 502–512.

Regina Barzilay and Mirella Lapata. 2005. Collective
content selection for concept-to-text generation. In
Proceedings of the 2005 Conference on Empirical
Methods for Natural Language Processing (EMNLP
2005), pages 331–338.

Valerio Basile and Johan Bos. 2011. Towards generat-
ing text from discourse representation structures. In
Proceedings of the 13th European Workshop on Nat-
ural Language Generation (ENLG), pages 145–150.

John Bateman and Michael Zock. 2003. Natural
language generation. In R. Mitkov, editor, Oxford
Handbook of Computational Linguistics, Research
in Computational Semantics, pages 284–304. Ox-
ford University Press, Oxford.

Anja Belz and Ehud Reiter. 2006. Comparing au-
tomatic and human evaluation of NLG systems. In
Proceedings of the European Association for Com-
putational Linguistics (EACL’06), pages 313–320.

Anja Belz. 2007. Probabilistic generation of weather
forecast texts. In Proceedings of Human Language
Technologies 2007: The Annual Conference of the
North American Chapter of the Association for
Computational Linguistics (NAACL-HLT’07), pages
164–171.

Michael Denkowski and Alon Lavie. 2011. Meteor
1.3: Automatic metric for reliable optimization and
evaluation of machine translation systems. In Pro-
ceedings of the EMNLP 2011 Workshop on Statisti-
cal Machine Translation, pages 85–91.

Blake Howald, Ravi Kondadadi, and Frank Schilder.
2013. Domain adaptable semantic clustering in sta-
tistical NLG. In Proceedings of the 10th Inter-
national Conference on Computational Semantics
(IWCS 2013), pages 143–154. Association for Com-
putational Linguistics, March.

Thorsten Joachims. 2002. Learning to Classify Text
Using Support Vector Machines. Kluwer.

Hans Kamp and Uwe Reyle. 1993. From Discourse
to Logic; An Introduction to Modeltheoretic Seman-
tics of Natural Language, Formal Logic and DRT.
Kluwer, Dordrecht.

Ravi Kondadadi, Blake Howald, and Frank Schilder.
2013. A statistical NLG framework for aggregated
planning and realization. In Proceedings of the An-
nual Conference for the Association of Computa-
tional Linguistics (ACL 2013). Association for Com-
putational Linguistics.

Ioannis Konstas and Mirella Lapata. 2012. Concept-
to-text generation via discriminative reranking. In
Proceedings of the 50th Annual Meeting of the As-
sociation for Computational Linguistics, pages 369–
378.

Irene Langkilde and Kevin Knight. 1998. Generation
that exploits corpus-based statistical knowledge. In
Proceedings of the 36th Annual Meeting of the As-
sociation for Computational Linguistics (ACL’98),
pages 704–710.

Vladimir Levenshtein. 1966. Binary codes capable of
correcting deletions, insertions, and reversals. So-
viet Physics Doklady, 10:707–710.

Wei Lu and Hwee Tou Ng. 2011. A probabilistic
forest-to-string model for language generation from
typed lambda calculus expressions. In Proceed-
ings of the 2011 Conference on Empirical Methods
for Natural Language Processing (EMNLP 2011),
pages 1611–1622.

Kathleen R. McKeown. 1985. Text Generation: Using
Discourse Strategies and Focus Constraints to Gen-
erate Natural Language Text. Cambridge University
Press.

Kishore Papineni, Slim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. BLEU: A method for automatic
evaluation of machine translation. In Proceedings of
the 40th Annual Meeting of the Association for Com-
putational Linguistics (ACL’02), pages 311–318.

Franois Portet, Ehud Reiter, Jim Hunter, and Somaya-
julu Sripada. 2007. Automatic generation of tex-
tual summaries from neonatal intensive care data. In
In Proccedings of the 11th Conference on Artificial
Intelligence in Medicine (AIME 07). LNCS, pages
227–236.

Ehud Reiter and Robert Dale. 2000. Building Natural
Language Generation Systems. Cambridge Univer-
sity Press.

Ehud Reiter, Somayajulu Sripada, Jim Hunter, and Jin
Yu. 2005. Choosing words in computer-generated
weather forecasts. Artificial Intelligence, 167:137–
169.

Jacques Robin and Kathy McKeown. 1996. Empiri-
cally designing and evaluating a new revision-based
model for summary generation. Artificial Intelli-
gence, 85(1-2).

Kees van Deemter, Mariët Theune, and Emiel Krahmer.
2005. Real vs. template-based natural language gen-
eration: a false opposition? Computational Linguis-
tics, 31(1):15–24.

Ian Witten and Eibe Frank. 2005. Data Mining: Prac-
tical Machine Learning Techniques with Java Imple-
mentation (2nd Ed.). Morgan Kaufmann, San Fran-
cisco, CA.

182



Proceedings of the 14th European Workshop on Natural Language Generation, pages 183–187,
Sofia, Bulgaria, August 8-9 2013. c©2013 Association for Computational Linguistics

Adapting SimpleNLG for bilingual English-French realisation 

 
 

Pierre-Luc Vaudry and Guy Lapalme 
RALI-DIRO – Université de Montréal 

C.P. 6128, Succ. Centre-Ville 
Montréal, Québec, Canada, H3C 3J8 

{vaudrypl,lapalme}@iro.umontreal.ca 
 

  
 

Abstract 

This paper describes SimpleNLG-EnFr, an 
adaption of the English realisation engine 
SimpleNLG (Gatt and Reiter, 2009) for bilin-
gual English-French realisation. Grammatical 
similarities between English and French that 
could be exploited and specifics of French that 
needed adaptation are discussed. 

1 Introduction 

Surface realisation is the last step in natural 
language generation. It takes as input an abstract 
representation where lexical units and syntactic 
structures have been determined. Its output is 
formatted natural language text. SimpleNLG, as 
described in Gatt and Reiter (2009), is a realisa-
tion engine for English in the form of a Java li-
brary. It handles inflection, derivation, word or-
der, auxiliaries, agreement, pronominalisation, 
punctuation, spacing, etc. This paper describes 
SimpleNLG-EnFr 1.1 1 , a bilingual realisation 
engine for English and French derived from 
SimpleNLG 4.2, and explains the design choices 
and the challenges encountered. Grammatical 
similarities and differences between English and 
French that influenced the design are dis-
cussed. The current version of SimpleNLG is 
4.4, but all mentions of SimpleNLG in this paper 
refer to version 4.2. 

2 Subset of French covered 

The English grammatical coverage of Sim-
pleNLG-EnFr is the same as that of SimpleNLG 
4.2. Its French grammatical coverage is equiva-
lent to its English one. 

                                                
1 Available online, along with the source code, at 
http://www-etud.iro.umontreal.ca/~vaudrypl
/snlgbil/snlgEnFr_english.html 

Le français fondamental (1er Degré) (Minis-
tère de l'Éducation nationale, 1959) was used as 
a reference for French grammatical coverage. 
That document results from empirical studies and 
aims at describing the essential notions for teach-
ing French as a foreign language. Almost all of 
the grammar points enumerated in this document 
are covered by SimpleNLG-EnFr. The detailed 
French grammar rules used in the implementa-
tion come mainly from Grevisse (1993) and 
Mansouri (1996). 

SimpleNLG-EnFr has a 3871 entry default 
French lexicon covering L'échelle Dubois-Buyse 
d'orthographe usuelle française (Ters et al., 
1964). It contains the most important and com-
monly used French vocabulary (including func-
tion words), so as not to interfere with a particu-
lar application domain vocabulary. A domain 
specific lexicon can easily be added as Sim-
pleNLG supports using multiple lexicons. Most 
of the inflected forms in the default French lexi-
con were taken from Morphalou 2.0 (CNRTL). 

3 SimpleNLG parts pooled for English 
and French 

Most of the basic framework, which defined the 
class hierarchy covering lexical units, phrases 
and document elements such as paragraphs, 
could be kept in common for both English and 
French. Some shared grammar rules and princi-
ples were put in abstract classes from which lan-
guage-specific modules could be derived. The 
other grammar rules were rewritten for French, 
with the corresponding English ones serving as 
references. Many static methods in the English 
modules in SimpleNLG were changed to regular 
instance methods in order to be able to override 
them in the new subclasses. 
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3.1 General characteristics 

Features: SimpleNLG uses a system of features 
for various functions: encoding morphological 
and syntactic properties of lexical units; letting 
the user set the parameters of a particular phrase 
(plural, verb tenses, etc.); and internally keeping 
track of the content of a phrase and various in-
formation needed during realisation. This system 
is generic enough to be used for other languages. 
Most features are reusable and others can be 
added as needed. In SimpleNLG-EnFr, most of 
the already present features were reused for 
French. 

Lexicon: In SimpleNLG, the lexicon is al-
ready relatively well separated from the gram-
mar. The basic lexicon class provides an inter-
face to a simple XML file containing the neces-
sary information about the lexical units. The list 
of available fields in this file can easily be ex-
tended by adding lexical features to the ones 
used for English. In SimpleNLG-EnFr, many 
lexical features were added mainly to account for 
the higher complexity of French morphology. 

3.2 Syntax 

Verb phrase and clause: First, English and 
French have the same basic clause constituent 
order: Subject-Verb-Object (SVO). Even more 
importantly for SimpleNLG-EnFr, this constitu-
ent order is relatively stable (compared with oth-
er languages like German or Russian), at least for 
the purpose of practical NLG applications. This 
frees us in most cases from having to choose be-
tween different syntactically correct word orders. 
We thus did not have to make such big changes 
to the syntactic representation as were needed in 
adapting SimpleNLG to German (Bollmann, 
2011). Indeed, in German the subject has the 
same syntactic status in the clause than the ob-
ject(s) and they can all occupy the same varying 
positions relative to the verb. However, Boll-
mann (2011) had more leeway because he had 
decided not to keep the English grammar along-
side the German one in his implementation. In 
contrast, in SimpleNLG-EnFr we wanted to be 
able to change freely between English and 
French grammars during the generation of a sin-
gle text. 

English and French also have a very similar 
passive construction. In French, it is used less 
frequently because other options exist to avoid 
mentioning the subject of a sentence (for exam-
ple, using the indefinite personal pronoun on), 

but choosing between those constructions is not 
the role of the realisation engine. 

Noun phrase: English and French can both 
have a determiner at the beginning of a noun 
phrase. 

Prepositional phrase: Both languages use 
prepositions (not postpositions) for introducing 
various complements. 

Coordinated phrase: Both have a coordina-
tion conjunction in penultimate position and both 
use commas as separators between coordinates. 

3.3 Morphology 

In both languages, nouns and verbs are marked 
morphologically for singular/plural. In addition, 
personal pronoun forms differ based not only on 
number and person, but also on grammatical 
function and gender. This last similarity facilitat-
ed adapting pronominalisation. 

4 Adaptations for French 

The rules for each processing level are encoded 
in separate modules for each language. The fol-
lowing adaptations were made for French by 
adding syntactic and lexical features and encod-
ing the corresponding rules in the French ver-
sions of the grammar rules modules. 

4.1 Syntax 

Verb phrase and clause: French negation has 
some similarities but also big differences with its 
English counterpart. It is usually expressed with 
not one but two adverbs (ne and pas), which 
come respectively before and after the first word 
of the verb group, as in example (1). Moreover, 
pas can be replaced by other negation auxiliaries 
to specify a different kind of negation, as in (2). 
Finally, no negation auxiliary is used (only ne) 
when the sentence already carries another nega-
tive element, for example a negative indefinite 
pronoun as in (3).  

(1) il ne parle pas 
“he does not speak” 

(2) il ne parle plus 
he not speaks more 
“he does not speak anymore” 

(3) personne ne parle 
nobody not speaks 
“nobody speaks” 

In French, some complement pronouns, in-
stead of being placed after the verb as in the reg-
ular SVO word order, are placed just before it. 
Furthermore, some of them sometimes take in 
that case a different form. The rules governing 
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the acceptable combinations and sequencings of 
those complements that can be cliticised in this 
way are very precise. Examples (4) and (5) illus-
trate this phenomenon. 

(4) il la leur réfère 
he her them refers 
“he refers her to them” 

(5) il nous réfère à eux  
he us refers to them 
“he refers us to them” 

The complexity of French past participle 
agreement is well known, particularly because it 
manifests itself mostly in written French. French 
verbs can have être (to be) or avoir (to have) as 
auxiliaries in compound tenses. This influences 
whether the past participle agrees with the sub-
ject (être) or the direct object if it is placed be-
fore the past participle (avoir). Combined with 
clitic complement pronouns and relative clauses, 
among others, it can get very complex. In addi-
tion, French past participles are inflected in gen-
der and number, like adjectives. 

Noun phrase: In SimpleNLG, a noun phrase 
can have pre-modifiers and post-modifiers. Ad-
jectives are by default considered pre-modifiers 
and everything else post-modifiers. In contrast, 
in French, most adjectives are placed after the 
noun, but some (the most common) are most fre-
quently placed before the noun. In SimpleNLG-
EnFr this is achieved by referring to an extra lex-
ical feature. 

In addition, in French the determiner and ad-
jectives agree with the noun in number and gen-
der. Instead of adding a new mechanism to prop-
agate relevant features of the noun phrase to 
where they are needed, as with subject-verb 
agreement in SimpleNLG, the solution imple-
mented was to let the determiner and adjectives 
get themselves the information they needed from 
their parent constituent. This more flexible way 
of managing agreement is more amenable to 
multilingual realisation. 

Interrogative clause: A simple way of build-
ing an interrogative sentence in French is to pre-
pend the expression est-ce que (is it that), like in 
(6). This is what we chose. 

(6) est-ce que tu as mangé?  
is it that you have eaten? 
“did you eat?” 

This kind of interrogative clause can be built 
in part by using the relative clause rules (see be-
low). 

Relative clause: A mechanism for building 
relative clauses has been added to the French part 
of SimpleNLG-EnFr that has no direct equivalent 

in the English implementation. The phrase that 
must be replaced by a relative pronoun is speci-
fied by setting a feature on the clause. This 
phrase will not appear in the realised clause. 
Even if this phrase was not present in the clause, 
it will still be used to choose a relative pronoun, 
which can be useful. The grammatical function 
of that phrase can in that case be set manually. 

 The resulting relative pronoun takes the place 
that is normally reserved for the complementiser. 
Its form is chosen according to two sources: the 
grammatical function and preposition, if any, of 
the phrase it replaces; and the person and gender 
of its antecedent (the noun or pronoun that the 
relative clause modifies). Examples (7), (8) and 
(9) illustrate this. 

(7) la tarte que tu as mangée  
the pie that.obj you have eaten.fem 
“the pie that you ate” 

(8) la tarte qui a été mangée  
the pie that.subj has been eaten.fem 
“the pie that was eaten” 

(9) l’homme dont j’ai mangé la tarte  
the man whose I have eaten the pie 
“the man whose pie I ate” 

4.2 Morphology 

Number and gender: French determiners and 
adjectives must be inflected in number and gen-
der. Additionally, number and gender interact 
with each other in the inflection process. 

Verb tenses: Verb inflected forms are more 
varied in French than in English. In addition, 
French verbs are classified in three conjugation 
groups. The first group is comprised of the regu-
lar verbs. The third group is a catchall category 
for miscellaneous irregular verbs. Several mor-
phological rules govern the combination of the 
verb inflection morphemes. 

Detached form of personal pronouns: In 
French, personal pronouns are often cliticised 
(see subsection 5.1), but where they are not, they 
take a different form, which is called forme dis-
jointe (detached form). See leur versus eux in 
examples (4) and (5). 

4.3 Morphophonology 

The morphophonological level is a new pro-
cessing level introduced in SimpleNLG-EnFr to 
account for a range of phenomena very common 
in French and other languages. They are best de-
scribed using rules that use both morphological 
and phonological conditions. The only obvious 
example of this kind of rule in written English, 
which was included in the morphology module 
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in SimpleNLG, is illustrated by examples (10) 
and (11). 

(10) a + book → a book 
(11) a + apple → an apple 
Here the morphological condition is the pres-

ence of the indefinite singular determiner a and 
the phonological one is the presence of a vowel 
at the beginning of the next word. 

The morphology rules operate on one word at 
a time. The morphophonology rules may need to 
have access to adjacent words and to be applied 
after all inflection and derivation rules have been 
applied. This justifies a separate processing level. 
In SimpleNLG-EnFr, the morphophonological 
level is used mainly for external sandhi, i.e. phe-
nomena occurring at word boundaries. 

Elision: In French some words have their last 
vowel elided when in front of a word beginning 
by a vowel or a so-called h aspiré (aspired h). 
Indeed, an extra lexical feature is needed for 
French words beginning with the letter h to know 
if that kind of rule applies. Note that the letter h 
itself is never pronounced in French. Examples 
(12) and (13) illustrate elision, while it does not 
occur in (14). 

(12) la + amitié → l’amitié 
the friendship 

(13) le + homme → l’homme 
the man 

(14) la + honte → la honte 
the shame 

Liaison: Liaison is a phenomenon akin to eli-
sion, except that it involves adding and/or replac-
ing phonemes. Its “goal” is to avoid contact be-
tween the vowel at the end of some words and 
the beginning vowel of the next word. It is most-
ly apparent in speech, although it sometimes has 
an effect in written French, as in (15). 

(15) le + beau + homme → le bel homme 
the handsome man 

Prepositions: Some prepositions interact with 
definite determiners in French, as in (16). 

(16) à + le → au 
at the 

5 Bilingual generation 

Building a bilingual realisation engine rather 
than just adapting SimpleNLG for unilingual 
French realisation was a design choice dictated 
mainly by practical considerations. Being able to 
use the same realisation engine (and thus the 
same API) for several or all target languages 
when developing a multilingual NLG application 
is convenient. In the case of English and French, 

this could be most useful when targeting Canadi-
an or European populations, for example. 

In SimpleNLG-EnFr, bilingual generation is 
implemented by being able to determine dynami-
cally the language of each processing unit: 
phrases for the syntax module, lexical units for 
the morphology module, etc. The factories used 
by the library’s user to create syntactic structure 
specifications and access or create lexical units 
each use a language-specific lexicon. Each pro-
cessing module then chooses at realisation time 
which set of rules to apply to a given processing 
unit based on the language of its lexicon. Thus, 
sentences, phrases and words of different lan-
guages can be mixed freely. 

6 Conclusion 

A bilingual realisation engine for English and 
French was built. It took five months to com-
plete, including the writing of a detailed French 
manual. Despite many internal changes, it retains 
almost the same API as the original. 

Future improvements could include enlarging 
the default lexicon and adding specialised lexi-
cons for French, implementing a complete textu-
al representation for numbers, and adapting the 
changes in SimpleNLG since version 4.2, like 
the XML realiser. 

More languages could be added to Sim-
pleNLG-EnFr. However, it would perhaps be 
easier to include many languages if the grammar 
of each language could be specified in a common 
grammar formalism, instead of programmatically 
in the processing modules themselves. This 
would necessitate changing the architecture. 

In the process of developing SimpleNLG-
EnFr, a great deal was learned about what kind 
of challenges multilingual realisation poses. A 
common grammatical ground must be found and 
exploited for the group of languages considered, 
which should not be too far apart in that respect. 
For the rest, care must be taken not to make too 
many assumptions about the inner workings of 
the grammar of each language. Indeed, every 
language has its own grammatical peculiarities. 
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Abstract

Paraphrasing is expressing the same se-
mantic content using different linguistic
means. Although previous work has ad-
dressed linguistic variations at different
levels of language, paraphrasing in Turk-
ish has not been yet thoroughly studied.
This paper presents the first study towards
Turkish paraphrase alignment. We per-
form an analysis of different types of para-
phrases on a modest Turkish paraphrase
corpus and present preliminary results on
that analysis from different standpoints.
We also explore the impact of human in-
terpretation of paraphrasing on the align-
ment of paraphrase sentence pairs.

1 Introduction

Paraphrases are alternative linguistic expressions
that convey the same content. Natural languages
allow linguistic variations at different levels (e.g.,
lexical and phrasal) and a change at a level of lan-
guage may trigger other changes at different lev-
els. Paraphrasing has attracted a growing inter-
est from the research community in a broad range
of tasks such as language generation (Power and
Scott, 2005), machine translation (Callison-Burch
et al., 2006), and question answering (France
et al., 2003). Moreover, research on acquisi-
tion (Max et al., 2012), generation (Zhao et al.,
2010), and recognition (Qiu et al., 2006) of para-
phrases has been on the rise for the last decade.
Paraphrasing is also an increasingly studied prob-
lem by the generation community. One particular
text-to-text generation problem being addressed is
the generation of sentence-level paraphrases by
converting a sentence into a new one with approx-
imately the same meaning (Wubben et al., 2010).

One aspect of paraphrasing is the specifica-
tion of paraphrase types via a typology. Building
paraphrase typologies from different perspectives
(e.g., linguistics analysis and discourse analysis)
has been an active research area for a number of
years now (Vila et al., 2011). In particular, lin-
guistic grounds govern the typologies built by lan-
guage processing systems (Kozlowski et al., 2003)
which are often very generic or system specific.

Research on paraphrase alignment focuses on
identifying links between semantically related
word strings. Such monolingual alignments can
be later used as training data for several nat-
ural language processing approaches (e.g., tex-
tual entailment and multidocument summariza-
tion) (Thadani et al., 2012). Although a wealth
amount of research has studied various problems
related to Turkish, we here focus on a problem
which has not been studied earlier. We present our
initial explorations on Turkish paraphrase align-
ment by considering how alignment is affected by
human interpretation of paraphrasing. We con-
ducted a study on a modest corpus from four dif-
ferent sources to investigate answers to the follow-
ing questions: i) What are the types of paraphrases
that can be observed at different levels of Turk-
ish? ii) Do humans agree on the existence of para-
phrasing between Turkish paraphrase sentences?
iii) How does human interpretation of paraphras-
ing affect the alignment of paraphrase sentences?

Our study is unique in that it presents a generic
typology of paraphrase types found in our Turkish
paraphrase corpus and discusses the agreement of
human annotators on the identification and clas-
sification of observed correspondences between
paraphrases. This study also presents our aggre-
gated observations on the relation between inter-
pretation and alignment of paraphrase casts.
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Figure 1: Sentence similarity
scores of the corpus.

Literary News Subtitles Parallel
Text Articles Corpus

# Tokens 1879 3379 1632 1581

# Unique Tokens 811 1473 824 609

# Shared Tokens 519 1125 402 354

Lexical Overlap 72.5 82.9 63.2 62.7

Lexical Overlap 68.4 67.2 48.6 45

(lem. cont. words)

Table 1: Characteristics of the selected 400 pairs.

2 Paraphrase Corpora

The Turkish paraphrase corpus (Demir et al.,
2012) comprises 1270 paraphrase pairs from four
different sources: i) translations of a literary
text, ii) multiple reference translations of En-
glish tourism-related sentences, iii) news arti-
cles, and iv) subtitles of a movie. We mea-
sured sentence similarities of all paraphrase pairs
from each domain via three measures typically
used in statistical machine translation evaluations:
TER (Matthew Snover, 2006), BLEU (Papineni
et al., 2002), and METEOR (Lavie and Agar-
wal, 2007). As shown in Figure 1, the order-
ing of domains with respect to all metrics are the
same where the pairs from the news domain and
those from the parallel corpus are the most and the
least similar pairs respectively. Since there are di-
vergences across different domains, we randomly
drew from each domain an equal number of sen-
tences (i.e., 100 paraphrase pairs1). Some charac-
teristic features of the paraphrase pairs selected for
this study are shown in Table 1.

3 Paraphrase Typology

To our best knowledge, a Turkish paraphrase
typology that we can apply to this study does
not yet exist in the literature. On the other hand,
building a comprehensive typology is not one of
our objectives. There are a number of available
typologies built for English (Dras, 1999; Vila
et al., 2011). Since our focus in this work is on
characterizing paraphrasing at different levels of
language, we greatly drew from the linguistically-
motivated typology by Vila et al. (2011) while
building our generic typology. We examined the
selected 400 paraphrase pairs and constructed a
typology that covers all paraphrases occurring
within these pairs. Our typology covers three
levels of language and consists of four classes.

1The number of paraphrase pairs in the subtitle domain
limits the study to 100 pairs from each domain.

The lexical classcovers all changes that arise
from exchanging words within a phrase with
other words and includes four subclasses (i.e.,
substitution, substitution with opposite polarity,
deletion, and pronominalization)2:
(1) “Su bize takip edebileceğimiz hiçbir1 iz1
bırakmıyor1.” (Water leaves1 no1 trace1 that we
can follow.)
(2) “Su olayın takip edilebilecek bütün1 izlerini1
yok1 ediyor1.” (The water destroys1 all1 traces1
of the event that can be followed.)

The morphological class covers inflectional
and derivational changes within words and in-
cludes two subclasses (i.e., inflectional changes
and derivational changes):
(1) “Böyle bir ilaç almaktansa hasta1 kalmak1
iyidir.” (Staying1 sick1 is better than taking such a
drug.)
(2) “Hasta1 kalırım1 da yine de bu ilacı içmem.”(I1
stay1 sick1 still I don’t take this drug.)

The phrasal class includes changes that arise
from exchanging fragments with same meaning:
1) “Bunları biliyorum fakat emri ben1
vermedim1.” (I know all that, but I1 did1
not1 give1 the order.)
(2) “Bunları biliyorum ama, emri veren1 ben1
değilim1.” (I know all that, but I’m1 not1 the1
one1 who1 gave1 the order.)

The other class is for all other changes that
imply different lexicalizations for the same
contextual meaning:
(1) “Savaş çıkınca pek çok çingene eskilerdeki
gibi kötü1 kişiler1 oldular1.” (When war broke
out, many gypsies became1 just1 as bad1 people1
as those of the past.)
(2) “Savaşta birçok çingene eskiden olduğu gibi
yine çok1 kötülük1 yaptılar1.” (Many gypsies did1
much1 evil1 in the war again as in the past.)

2Each word in a paraphrase cast receives the same sub-
script.
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Although these classes are language indepen-
dent, they include several Turkish specific as-
pects such as morphophonemic processes. For in-
stance, Turkish word changes due to vowel har-
mony, vowel drops, and consonant drops/changes
are all covered by the morphological class.

4 Paraphrase Alignment

While manually aligning the paraphrase sentence
pairs, our goal was to jointly identify the para-
phrase casts (i.e., the substitutable word strings)
and specify the types correspondences between
them. We asked three native speakers to align the
selected paraphrase sentences by aligning word
strings3 as much as possible and marking the
strength of observed correspondences as either
“certain” (the correspondences that hold in any
context) or “possible” (the correspondences that
are context-specific). The annotators were also
told to assign each identified correspondence be-
tween paraphrase casts to one of the classes in our
typology. In cases where the same word strings
were aligned, the correspondence was not classi-
fied with a class from the typology. Before align-
ing the corpus, the annotators were trained on a
different set of paraphrases using an annotation
guideline. Table 2 reports some statistics of the
alignment process. The column labelled as “Com-
mon” represents the alignments common to all an-
notators. The rows labelled as “C”, “P”, and “U”
represent the number of certain and possible align-
ments, and the number of unaligned words respec-
tively4. It is noteworthy that the percentage of
common certain alignments is significantly higher
than the percentage of common possible align-
ments in all domains.

5 Corpus Study Findings

In this study, we aim to explore whether hu-
mans agree on the existence (i.e., identifying two
word strings as paraphrases) and type of para-
phrasing between Turkish paraphrase sentences.
We are also interested in how the alignment of
paraphrase casts is affected from human inter-
pretation of paraphrasing between Turkish para-

3A word string consists of one or more words which may
not be contiguous. Two word strings are aligned when one or
more words in one string are paired with one or more words
in the other string.

4Please note that these scores represent all alignments in-
cluding the alignments of the same word strings.

Domain Ant.1 Ant. 2 Ant. 3 Common
Literary C 647 639 578 376 (58%)
Text P 88 121 178 10 (5.62%)

U 165 140 144 101 (61.2%)
News C 1384 1330 1259 988 (71.4%)
Articles P 53 186 214 3 (1.4%)

U 203 124 167 102 (50.2%)
Subtitles C 578 546 530 306 (52.9%)

P 101 112 119 13 (10.9%)
U 104 122 131 71 (54.2%)

Parallel C 565 531 542 313 (55.4%)
Corpus P 109 126 70 6 (4.8%)

U 112 129 174 80 (45.9%)

Table 2: Alignment statistics of paraphrase pairs.

phrase sentences. Please note that the alignment
of paraphrase casts consequently affects the sen-
tence alignment of paraphrase sentence pairs.

Our analysis started with examining how often
our annotators agreed on identifying paraphrasing
between two word strings. The agreement scores
in Table 3 show that the annotators (pairwise) had
a reasonable level of agreement in all domains. In
majority of these cases, the annotators also agreed
on the strength of the correspondence (i.e., both
annotators either classified the correspondence as
“Certain-Certain” or “Possible-Possible”).

Domain Ant.1&2 Ant. 1&3 Ant. 2&3
Literary Text 0.78% 0.73% 0.77%
News Articles 0.81% 0.86% 0.81%
Subtitles 0.68% 0.72% 0.86%
Parallel Corpus 0.59% 0.61% 0.78%

Table 3: Agreement on paraphrase identification.

The agreement scores in Table 3 show the
agreement of annotators on the fact that two word
strings are paraphrases and thus should be aligned.
But it does not mean that the reason behind simi-
lar identifications is the same. We thus explored
whether the annotators similarly classified the
word strings that they identified as paraphrases. In
all domains, the agreement scores between the an-
notators (given in Table 4) are dramatically lower
than the scores in Table 3. It is particularly
noteworthy that the smallest drop is observed in
the parallel corpus domain (the domain that con-
tains the least similar sentences). In cases where
the annotators (pairwise) classified the same word
strings with the same paraphrase class, they had
a high agreement (between78% and91%) on the
strength of the correspondence in all domains. We
also computed the inter-annotator agreement via
Kappa (Cohen, 1960). Kappa scores (shown bold
in Table 4) represent fair to good agreement be-
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(a) Annotator 1 (b) Annotator 2 (c) Annotator 3

Figure 2: Distribution of paraphrase classes across domains.

tween the annotators.

Domain Ant.1&2 Ant. 1&3 Ant. 2&3
Literary 0.37% 0.34% 0.56%
Text (0.34) (0.33) (0.63)
News 0.40% 0.51% 0.54%
Articles (0.38) (0.48) (0.53)
Subtitles 0.37% 0.37% 0.70%

(0.41) (0.38) (0.72)
Parallel 0.33% 0.35% 0.64%
Corpus (0.46) (0.46) (0.75)

Table 4: Agreement on paraphrase classes.

Figure 2 presents the distribution of paraphrase
classes identified by each annotator across differ-
ent domains. Notably, the identified paraphrase
classes between word strings appear to diverge in
several respects. We are currently exploring the
reason behind this poor annotator agreement on
paraphrase classes. One possible reason might be
different understanding of the typology.

As a second step, we explored the impact of
different interpretations of paraphrasing between
sentence pairs on the alignment of these sen-
tences. We analyzed the alignment differences of
sentences and classified them into four classes:

- Different Classification: Although both
annotators identify the same correspondence
between two word strings, they classify that
correspondence differently.
- Missing Alignment: One annotator identifies an
alignment between two word strings but the other
annotator does not identify a correspondence
between these word strings.
- Missing Word: The annotators identify a
correspondence of the same paraphrase class
between two word strings which differ only in one
word.
- Different Grouping: Two word strings are
identified as having a single correspondence
by one annotator whereas a number of disjoint

correspondences between these word strings are
identified by the other annotator.

All these differences except those classified as
“different classification” result in different align-
ments between word strings. Such different align-
ments of paraphrase casts then change the align-
ment of paraphrase sentences.

6 Conclusion and Future Work

In this paper, we present our initial explorations
on Turkish paraphrase alignment by exploiting a
modest corpus. We built a generic and linguisti-
cally grounded Turkish paraphrase typology that
covers the types of paraphrases observed in the
corpus. In the study, the paraphrases identified
by human annotators were aligned and annotated
with paraphrase classes from the typology. The
agreement of the annotators with respect to the ex-
istence and alignment of paraphrases as well as
the associated paraphrase classes were reported.
The study showed that the way how humans in-
terpret paraphrasing between Turkish paraphrase
sentences has an impact on how they align these
sentences.

We have two main directions for future re-
search: i) conducting a larger corpus study for
drawing generalizations about Turkish paraphras-
ing and enhancing the typology if necessary, and
ii) building Turkish paraphrase applications (e.g.,
automatic paraphrase acquisition) in correlation
with the collected insights. We believe that the
current findings for Turkish paraphrase alignment
and our corpus enriched with paraphrase types
enable future research on paraphrase phenomena
in different fields such as language generation,
textual entailment, summarization, and machine
translation to be empirically assessed.
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Abstract

This position paper presents an on-going
work on a natural language generation
framework that is particularly tailored for
summary text generation from body area
networks. We present an overview of
the main challenges when considering this
type of sensor devices used for at home
monitoring of health parameters. This pa-
per describes the first steps towards the im-
plementation of a system which collects
information from heart rate and respira-
tion rate using a wearable sensor. The pa-
per further outlines the direction for future
work and in particular the challenges for
NLG in this application domain.

1 Introduction

Monitoring of physiological data using body area
networks (BAN) is becoming increasingly popular
as advances in sensor and wireless technology en-
able lightweight and low costs devices to be easily
deployed. This gives rise to applications in home
health monitoring and may be useful to promote
greater awareness of health and prevention for par-
ticular end user groups such as the elderly (Ahmed
et al., 2013). A challenge however, is the large vol-
umes of data which is produced as a result of wear-
able sensors. Furthermore, the data has a num-
ber of characteristics which currently make auto-
matic methods of data analysis particularly diffi-
cult. Such characteristics include the multivariate
nature of the data where several dependent vari-
ables are captured as well as the frequency of mea-
surements for which we still lack a general under-
standing of how particular physiological parame-
ters vary when measured continuously.

Recently many systems of health monitoring
sensors have been introduced which are designed
to perform massive and profound analysis in the

area of smart health monitoring systems (Baig
and Gholamhosseini, 2013). Also several research
have been done to show the applications and ef-
ficiency of data mining approaches in healthcare
fields (Yoo et al., 2012). Such progress in the
field would be suitable to combine with state of
the art in the NLG community. Examples of suit-
able NLG systems include the system proposed by
Reiter and Dale (2000) which suggested an archi-
tecture to detect and summarise happenings in the
input data, recognise the significance of informa-
tion and its compatibility to the user, and gener-
ate a text which shows this knowledge in an un-
derstandable way. A specific instantiation of this
system on clinical data is BabyTalk project, which
is generated summaries of the patient records in
various time scales for different end users (Portet
et al., 2009; Hunter et al., 2012). While these
works have made significant progress in the field,
this paper will outline some remaining challenges
that have yet to be addressed for physiological data
monitoring which are discussed in this work. The
paper will also present a first version of an NLG
system that has been used to produce summaries
of data collected with a body area network.

2 Challenges in Physiological Data
Monitoring with BAN

2.1 From Data Analysis to NLG

One of the main challenges in healthcare area is
how to analyse physiological data such that valu-
able information can help the end user. To have a
meaningful analysis of input signals, preprocess-
ing the data is clearly an important step. This
is especially true for wearable sensors where the
signals can be noisy and contain artifacts in the
recorded data. Another key challenge in physio-
logical data monitoring is mapping from the many
data analysis approaches to NLG. For example
finding hidden layers of information with unsuper-
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vised mining methods will be enable the system to
make a representation of data which is not pro-
ducible by human analysis alone. However, do-
main rules and expert knowledge are important in
order to consider a priori information in the data
analysis. Further external variables (such as med-
ication, food, stress) may also be considered in a
supervised analysis of the data. Therefore, there is
a challenge to balance between data driven tech-
niques that are able to find intrinsic patterns in the
data and knowledge driven techniques which take
into account contextual information.

2.2 End User / Content
A basic issue in any design of a NLG system is un-
derstanding the audience of the generated text. For
health monitoring used e.g. at home this issue is
highly relevant as a variety of people with diverse
backgrounds may use a system. For example, a
physician should have an interpretation using spe-
cial terms, in contrast for a lay user where infor-
mation should be presented in a simple way. For
instance, for a decreasing trend in heart rate lower
than defined values, the constructed message for
the doctor could be: “There is a Bradycardia at
. . . ”. But for the patient itself it could be just:
“Your heart rate was low at . . . ”. It is also im-
portant to note that the generated text for the same
user in various situations should also differ. For
instance a high heart rate at night presents a dif-
ferent situation than having a high heart rate dur-
ing the high levels of activity. Consequently, all
the modules in NLG systems (data analysis, docu-
ment planning, etc.) need to consider these aspects
related to the end user.

2.3 Personalisation / Subject Profiling
Personalisation differs from context awareness
and is effective to generate messages adapted to
the personalised profile of each subject. One pro-
file for each subject is a collection of information
that would be categorised to: metadata of the per-
son (such as age, weight, sex, etc.), the history of
his/her signals treatments and the extracted fea-
tures such as statistical information, trends, pat-
terns etc. This profiling enables the system to per-
sonalise the generated messages. Without profil-
ing, the represented information will be shallow.
For instance, two healthy subjects may have dif-
ferent baseline values. Deviations from the base-
line may be more important to detect than thresh-
old detection. So, one normal pattern for one in-

Document Planning

Data Analysis

Single / Batch 
Measurement

Uni / Multi parameter 
Analysis

Event-based 
Message Handler

Personal 
Profiles

-metadata
-events
-patterns
- ...

Text

Summary-based 
Message Handler

Ontology

Microplanning and Realisation

Data Preprocessing
Expert 

Knowledge

Global info. 
Message Handler

Ranking Functions

Figure 1: System architecture of text generation from phys-
iological data.

dividual could be an outlier for another individual
considering his/her profile.

3 System Architecture

In this section we outline a proposed system ar-
chitecture, which is presented in Figure 1. So far
the handling of the single and batch measurements
and the data analysis have been implemented as
well as first version of the document planning. For
microplanning and realisation modules, we em-
ployed the same ideas in NLG system proposed
by Reiter and Dale (2000).

3.1 Data Collection
By using wearable sensor, the system is able to
record continuous values of health parameters si-
multaneously. To test the architecture, more than
300 hours data for two successive weeks have been
collected using a wearable sensor called Zephyr
(2013), which records several vital signs such as
heart rate, respiration, temperature, posture, activ-
ity, and ECG data. In this work we have primar-
ily considered two parameters, heart rate (HR) and
respiration rate (RR) in the generated examples.

3.2 Input Measurements
To cover both short-term and long-term healthcare
monitoring, this system is designed to support two
different channels of input data. The first channel
is called single measurement channel which is a
continuous recorded data record. Figure 2 shows
an example of a single measurement. In the fig-
ure, the data has been recorded for nine continuous
hours of heart rate and respiration data which cap-
ture health parameters during the sequential activi-
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Figure 3: An example of batch measurement included heart
rate for 6 nights.

ties such as exercising, walking, watching TV, and
sleeping. To have a long view of health parame-
ters, the system is also designed to analyse a batch
of measurements. Batch measurements are sets of
single measurements. Figure 3 presents an exam-
ple of a batch of measurements that contain all the
readings during the night for a one week period.
This kind of input data allows the system to make a
relation between longitudinal parameters and can
represent a summary of whole the dataset.

3.3 Data Analysis

To generate a robust text from the health param-
eters, the data analysis module extracts the infor-
mative knowledge from the numeric raw data. The
aim of data analysis module is to detect and repre-
sent happenings of the input signals. The primary
step to analyse the measurements is denoising and
removing artifacts from the raw data. In this work,
by using expert knowledge for each health param-
eter, the artifact values are removed. Meanwhile,
to reduce the noise in the recorded data, a series of
smoothing functions (wavelet transforms and lin-
ear regression (Loader, 2012)) have been applied.

In this framework an event based trend detec-
tion algorithm based on piecewise linear segmen-
tation methods (Keogh et al., 2003) for the time
series has been used. In addition, general statistics
are extracted from the data such as mean, mode,
frequency of occurrence etc. that are fed into the
summary based message handler. As an ongoing
work, the system will be able to recognise mean-
ingful patterns, motifs, discords, and also deter-
mine fluctuation portions among the data. Also for
multi-parameter records, the input signals would
be analysed simultaneously to detect patterns and
events in the data. Therefore the particular novelty
of the approach beyond other physiological data
analysis is the use of trend detection.

3.4 Document Planning

Document planning is responsible to determine
which messages should appear, how they should
be combined and finally, how they should be ar-
ranged as paragraphs in the text. The messages
in this system are not necessarily limited to de-
scribing events. Rather, the extracted information
from the data analysis can be categorised into one
of three types of messages: global information,
event based, and summary based messages. For
each type of message category there is a separate
ranking function for assessing the significance of
messages for communicating in the text. The or-
der of messages in the final text is a function based
on (1) how much each message is important (value
of the ranking function for each message) (2) the
extracted relations and dependencies between the
detected events. The output of document plan-
ning module is a set of messages which are organ-
ised for microplanning and realisation. Document
planning contains both event based and summary
based messages as described below.

Event based Message Handler: Most of the
information from the data analysis module are cat-
egorised as events. Event in this system is an ex-
tracted information which happens in a specific
time period and can be described by its attributes.
Detected trends, patterns, and outliers and also
identified relations in all kinds of data analysis
(single/batch measurement or uni/multi parame-
ter) are able to be represented as events in the text.
The main tasks of the event based message handler
are to determine the content of events, construct
and combine corresponding messages and their re-
lations, and order them based on a risk function.
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The risk function is subordinate to the features of
the event and also expert knowledge to determine
how much this event is important.

Summary based Message Handler: Linguis-
tic summarisation of the extracted knowledge data
is a significant purpose of summary based message
handler. With inspiration from the works done
by Zadeh (2002) and Kacprzyk et. al (2008), we
represent the summary based information consid-
ering the possible combination of conditions for
the summary of data. The proposed system uses
fuzzy membership function to map the numeric
data into the symbolic vocabularies. For instance
to summarise the treatments of heart rate during
all nights of one week in linguistic form, we de-
fine a fuzzy function to identify the proper range
of low/medium/high heart rate level or specify a
proper prototype for representing the changes such
as steadily/sharply or fluctuated/constant. Here,
the expert knowledge helps to determine this task.

The validity of these messages is measured by a
defined formula in linguistic fuzzy systems called
truth function which shows the probability of pre-
cision for each message. The system uses this
indicator as a ranking function to choose most
important messages for text. The main tasks of
summary based message handler are: determining
the content of the summaries, constructing corre-
sponding messages, and ordering them based on
the truth function to be appeared in the final text.
The summary based message handler is not con-
sidered in previous work in this domain.

3.5 Sample Output

The implemented interface is shown in Figure 4
which is able to adapt the generated text with fea-
tures such as health parameters, end user, mes-
sage handler etc.. Currently our NLG system pro-
vides the following output for recorded signals
which covers global information and trend detec-
tion messages. Some instances of generated text
are shown, below. The first portion of messages in
each text is global information which includes ba-
sic statistical features related to the input signals.
An example of these messages for an input data is:
“This measurement is 19 hours and 28 minutes which started

at 23:12:18 on February 13th and finished at 18:41:08 on the

next day.”

“The average of heart rate was 61 bpm. However most of the

time it was between 44 and 59 bpm. The average of respira-

tion rate was 19 bpm, and it was between 15 and 25 bpm.”

Figure 4: A screenshot of the implemented interface.

Regarding to the event based messages, an ex-
ample of the output text extracted from the trend
detection algorithm is:
“Between 6:43 and 7:32, the heart rate suddenly increased

from 50 to 108 and it steadily decreased from 90 to 55 be-

tween 11:58 and 17:21.”

4 Future Work

So far we have described the challenges and the
basic system architecture that has been imple-
mented. In this section we outline a number of
sample outputs intended for future work which
captures e.g. multivariate data and batch of mea-
surement. We foresee that there is a non-trivial in-
teraction between the event message handler and
the summary message handler. This will be fur-
ther investigated in future work.

Samples for single measurement:
“Since 9:00 for half an hour, when respiration rate became

very fluctuated, heart rate steadily increased to 98.”

“Among all high levels of heart rate, much more than half are

very fluctuated.”

Samples for batch of measurements:
“During most of the exercises in the last weeks, respiration

rate had a medium level.”

“During most of the nights, when your heart rate was low,

your respiration rate was a little bit fluctuated.”

Other messages could consider the comparison
between the history of the subject and his/her cur-
rent measurement to report personalised unusual
events e.g.:
“Last night, during the first few hours of sleep, your heart

rate was normal, but it fluctuated much more compared to

the similar times in previous nights.”

In this work we have briefly presented a pro-
posed NLG system that is suitable for summaris-
ing data from physiological sensors using natural
language representation rate. The first steps to-
wards an integrated system have been made and
an outline of the proposed system has been given.
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Abstract

We present the first prototype of a han-
dover report generator developed for the
MIME (Managing Information in Medi-
cal Emergencies) project. NLG applica-
tions in the medical domain have been var-
ied but most are deployed in clinical situa-
tions. We develop a mobile device for pre-
hospital care which receives streamed sen-
sor data and user input, and converts these
into a handover report for paramedics.

1 Introduction

Natural Language Generation underlies many ap-
plications in the medical domain but most are em-
ployed under relatively predictable clinical situa-
tions. The MIME project employs a mobile de-
vice with novel lightweight sensors to improve
pre-hospital care service delivery. The term pre-
hospital care denotes the treatment delivered to
a patient before they arrive at hospital. Usu-
ally this entails paramedics and ambulance teams,
but it can also include a wide range of volun-
tary and professional care groups. Care for ru-
ral pre-hospital patients can sometimes be car-
ried out by volunteers from local communities:
Community First Responders (CFR). Their task is
to assess patients, perform potentially life-saving
first aid procedures and record medical observa-
tions whilst the ambulance clinicians are en-route.
These data are then handed over to the receiv-
ing ambulance team upon arrival. Because of
their time-critical nature, handover reports are of-
ten verbal and hence maybe incomplete or misun-
derstood.

MIME was inspired by the Babytalk BT-Nurse
system (Hunter et al., 2012), which generates shift
handover reports for nurses in a neonatal intensive
care unit. While BT-Nurse works with an exist-
ing clinical record system, which does not always

At 02:12, after RR remained fairly
constant around 30 bpm for 4 minutes,
high flow oxygen was applied, she took
her inhaler and RR decreased to 27
bpm. However, subsequently RR once
more remained fairly constant around
30 bpm for 8 minutes.

At 02:15 she was feeling faint.

At 02:15 the casualty was moved.

At 02:17 the casualty was once more
moved.

Figure 1: Part of the ”Treatment and Findings” for
an asthma scenario.

record all actions and observations which ideally
would be included in a report, in MIME the elec-
tronic record and user interface for acquiring ex-
actly the desired information are effectively de-
signed. This simplifies the NLG task, at the cost
of adding a new task (interface construction).

2 The MIME project

Pre-hospital care is especially challenging because
the environment in which it is delivered is inher-
ently unpredictable. The clinical condition of a
patient may have improved or deteriorated since
the original call for help. The unpredictability of
the environment at the scene of the call and the
minimal level of clinical training of the CFRs con-
tributes to the challenges presented to developers
of a mobile device for this situation. In particular,
the continuous capture of physiological data intro-
duces the problem that irrelevant material needs
to be suppressed in order not to overload the am-
bulance clinicians and hinder interpretation. The
generated reports must provide a quick overview
of the situation but at the same time be compre-
hensive. It is also vital that the format must en-
hance the readability, and the user-interface be
simple and intuitive in order to avoid what has
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Figure 2: First hardware prototype of the MIME
project (GETAC Z710 tablet and Pulse Oxymeter
sensor).

been termed ‘creeping featurism’ (His and Potts,
2000), whereby option saturation hinders task per-
formance.

In a user centred development process we estab-
lished a structure for the handover reports. After
the demographic description of the casualty (i.e.
age and gender) and incident details that were re-
layed to the CFR by the ambulance control centre
two elements of generated text follow, the initial
assessment section and the treatment and findings
section. The initial assessment contains informa-
tion on the casualty that is gathered by the CFRs
before the sensors are applied including baseline
observation during the first minute after the ap-
plication of the sensors. The treatment and find-
ings section (Figure 1) is a report of the observa-
tions and actions of the CFRs while they attended
the casualty and waited for the ambulance to ar-
rive. This includes a paragraph that sums up the
condition of the patient at the time of handover.
There are three types of events included in the re-
port: discrete events (action and observation) and
continuous events (trends in sensor readings). Ac-
tions (e.g. applying oxygen) and observations (e.g.
the patient feels faint) have to be entered by the
CFR through an interface. Continuous events are
derived from the medical sensors: currently res-
piratory rate, blood oxygen saturation, and heart
rate are recorded. Since some events, especially
those that deviate from the norm are more impor-
tant than others (Hallett et al., 2006), in the docu-
ment planning stage we employ an algorithm that
decides which events are mentioned in the report

and in which order. This process is loosely based
on similar decision processes reported in (Hallett
et al., 2006) and (Portet et al., 2007).

3 Summary and Conclusion

We have developed a first prototype of the system
which uses simulated data to produce handover re-
ports. This runs on standard desktop PCs. For our
second prototype, which is currently being devel-
oped, we port the NLG algorithm onto a GETAC
Z710 tablet1 which has been chosen for it’s robust-
ness, capacitative touch screen, and long battery
life (Figure 2). Our research also includes the es-
tablishment of a connection between the tablet and
sensors, the recording of the incoming data stream
and the development of an interface for the tablet,
which can be used by the CFR to enter observa-
tions and actions taken or any other useful infor-
mation.

At the ENLG workshop we will present our first
hardware prototype alongside the desktop com-
puter version, highlighting the challenges that the
project faces in developing a handover report gen-
erator for pre-hospital care.
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Abstract

This demo showcases Thoughtland, an

end-to-end system that takes training data

and a selected machine learning model,

produces a cloud of points via cross-

validation to approximate its error func-

tion, then uses model-based clustering to

identify interesting components of the er-

ror function and natural language genera-

tion to produce an English text summariz-

ing the error function.

1 Introduction

For Machine Learning practitioners of supervised

classification, the task of debugging and improv-

ing their classifiers involves repeated iterations of

training with different parameters. Usually, at

each stage the trained model is kept as an opaque

construct of which only aggregate statistics (pre-

cision, recall, etc.) are investigated. Thoughtland

(Duboue, 2013) improves this scenario by gener-

ating Natural Language descriptions for the error

function of trained machine learning models. It is

a pipeline with four components:

(1) A cross-validation step that uses a machine

algorithm from a given learning library run over

a given dataset with a given set of parameters.

This component produces a cloud of points in n-

dimensions, where n = F + 1, where F is the

number of features in the training data (the ex-

tra dimension is the error value). (2) A clustering

step that identifies components within the cloud of

points. (3) An analysis step that compares each

of the components among themselves and to the

whole cloud of points. (4) A verbalization step

that describes the error function by means of the

different relations identified in the analysis step.

2 Structure of the Demo

This demo encompasses a number of training

datasets obtained from the UCI Machine Learn-

ing repository (attendees can select different train-

ing parameters and see together the changes in the

text description). It might be possible to work with

some datasets provided by the attendee at demo

time, if they do not take too long to train and they

have it available in the regular Weka ARFF format.

A Web demo where people can submit ARFF

files (of up to a certain size) and get the differ-

ent text descriptions is will also be available at

http://thoughtland.duboue.net (Fig. 1). Moreover, the

project is Free Software1 and people can install it

and share their experiences on the Website and at

the demo booth.

3 An Example

I took a small data set from the UCI Machine

Learning repository, the Auto-Mpg Data2 and

train on it using Weka (Witten and Frank, 2000).

Applying a multi-layer perceptron with two hid-

den layers with three and two units, respectively,

we achieve an accuracy of 65% and the following

description:

There are four components and eight di-

mensions. Components One, Two and

Three are small. Components One, Two

and Three are very dense. Components

Four, Three and One are all far from

each other. The rest are all at a good

distance from each other.

When using a single hidden layer with eight units

we obtain an accuracy 65.7%:

1https://github.com/DrDub/Thoughtland.
2
http://archive.ics.uci.edu/ml/machine-

learning-databases/auto-mpg/
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Figure 1: Web Interface to Thoughtland (composite).

There are four components and eight di-

mensions. Components One, Two and

Three are small. Components One, Two

and Three are very dense. Components

Four and Three are far from each other.

The rest are all at a good distance from

each other.

As both descriptions are very similar (we have

emphasized the difference, which in the first case

is also an example of our clique-based aggregation

system), we can conclude that the two systems are

performing quite similarly. However, if we use a

single layer with only two units, the accuracy low-

ers to 58% and the description becomes:

There are five components and eight di-

mensions. Components One, Two and

Three are small and Component Four is

giant. Components One, Two and Three

are very dense. Components One and

Four are at a good distance from each

other. Components Two and Three are

also at a good distance from each other.

Components Two and Five are also at a

good distance from each other. The rest

are all far from each other.

4 Final Remarks

Thoughtland follows the example of Mathematics,

where understanding high dimensional objects is

an everyday activity, thanks to a mixture of formu-

lae and highly technical language. It’s long term

goal is to mimic these types of descriptions auto-

matically for the error function of trained machine

learning models.

The problem of describing n-dimensional ob-

jects is a fascinating topic which Throughtland just

starts to address. It follows naturally the long term

interest in NLG for describing 3D scenes (Blocher

et al., 1992).

Thoughtland is Free Software, distributed un-

der the terms of the GPLv3+ and it is written in

Scala, which allow for easy extension in both Java

and Scala and direct access to the many machine

learning libraries programmed in Java. It contains

a straightforward, easy to understand and modify

classic NLG pipeline based on well understood

technology like McKeown’s (1985) schemata and

Gatt and Reiter’s (2009) SimpleNLG project. This

pipeline presents a non-trivial NLG application

that is easy to improve upon and can be used di-

rectly in classroom presentations.
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1 Introduction

We describe our contribution to the Generating
from Knowledge Bases (KBgen) challenge. Our
system is learned in a bottom-up fashion, by in-
ducing a probabilistic grammar that represents
alignments between strings and parts of a knowl-
edge graph. From these alignments, we extract
information about the linearization and lexical
choices associated with the target knowledge base,
and build a simple generate-and-rank system in the
style of (Langkilde and Knight, 1998).1

2 Semantic Parsing and Alignments

A first step in building our generator involves find-
ing alignments between phrases and their ground-
ings in the target knowledge base. Figure 1 shows
an example sentence from training paired with the
corresponding triple relations. A partial lexicon is
provided, indicating the relation between a subset
of words and their concepts.

Using the triples, we automatically construct
a probabilistic context-free grammar (PCFG) by
converting these triples to rewrite rules, using
ideas from (Börschinger et al., 2011). The right
hand side of the rules represent the constituents
of the triples in all orders (initially with a uni-
form probability) since the linear realization of a
triple relation in the language might vary. This
is rewritten back to each of its constituents to al-
low for interaction with other concepts that sat-
isfy further domain relations. Individual concepts,
represented in the grammar as preterminals, are
assigned to the associated words in the lexicon,
while unknown words are mapped to all concepts
with equal probability.

Following (Börschinger et al., 2011), sentences
in the training are restricted to analyses corre-
sponding to their gold triple relations, and the
inside-outside algorithm, a variant of EM, is ap-
plied to learn the corresponding PCFG parame-
ters. In intuitive terms, the learning algorithm iter-

1This work was supported by the Deutsche Forschungsge-
meinschaft (German Research Foundation) in SFB 732 Incre-
mental Specification in Context, project D2 (PI: Jonas Kuhn).
We thank Thomas Müller for help with the language models.

atively maximizes the probability of rules that de-
rive the correct triple relations in training, looking
over several examples. For example, the unknown
word are in Figure 1 is learned to indicate the re-
lation object since it often occurs in training con-
texts where this relation occurs between entities
surrounding it. The syntax of how triples are com-
posed and ordered in the language is also learned
in an analogous way.

We annotate the development data with the most
probable trees predicted by the PCFG. Figure 1
shows the viterbi parse for the given sentence af-
ter training. Bascially, it defines a spanning tree
for the knowledge graph given in the input. Each
ternary subtree indicates a triple relation detected
in the sentence, and the root node of this subtree
specifies the head (or first argument) of the triple
relation. Note that some triple relations are not
found (e.g. the base relation), since they are im-
plicit in the language.

3 Grammar and Lexicon Extraction

The viterbi trees learned in the previous step for
the development set are used for constructing a
generation grammar that specifies the mapping be-
tween triples and surface realizations. The tree in
Figure 1 indicates, for example, that the second ar-
gument of an object relation can be realized to the
left of the relation and its first argument. We also
learn that the site relation can be lexicalized as the
phrase in the.

Grammar A non-lexical production in a tree
corresponds to a surface realization of an input
triple. We iterate over all productions of the trees
in the development data and aggregate counts of
concept orderings over all instances of a relation.
We distinguish preterminal concepts (preterm)
that map to a lexical entry and nonterminal con-
cepts (nonterm) that embed another subtree. Ex-
ample (1) and (2) illustrate rules that apply to the
tree in Figure 1 for ordering the site and object re-
lation. The rule for object introduces ambiguity.
Note that (2-a) deletes the object phrase.

(1) Input: (Anonterm,r-site,Bnonterm)
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r-site

r-site-head(left)

e-lysosome-modifier]t2

e-eukaryotic-cell]t3

eukaryotic cells

r-has-part

of

t3[e-lysosome

lysosomes

r-site

thein

t2[e-intracellular-digestion-head

e-intracellular-digestion]t1

digested

r-object

are

t1[e-polymer

polymers

:TRIPLES ( (|Intracellular-Digestion36204| |object| |Polymer36220|)
(|Intracellular-Digestion36204| |base| |Eukaryotic-Cell36203|)
(|Intracellular-Digestion36204| |site| |Lysosome36202|)
(|Eukaryotic-Cell36203| |has-part| |Lysosome36202|))

Figure 1: A semantic parse (top) learned from the the triples (bottom) provided during training. Words/concepts in bold are
known from the lexicon, while the rest is learned along with the syntax of triple combination. Triple instances in the tree are
marked with square brackets.

a. rhs: Anonterm r-site Bnonterm; 1.0

(2) Input: (Apreterm,r-object,Bpreterm)
a. rhs: Apreterm Bpreterm; 0.33
b. rhs: Bpreterm r-object Apreterm; 0.3
c. ...

Lexicon For each preterminal in the trees, we
extract its lexical span in the surface sentence. For
instance, we extract 15 phrases as possible real-
izations for the base relation (e.g. “for the”, “in
the”, “of a”, “from a”). This is merged with the
provided lexicon, to create an expanded lexicon.

4 Generation Pipeline

The main idea of the generator is to produce a
(possibly large) set of output candidates licensed
by the grammar and the lexicon. In a final step,
these candidates are ranked with the help of a
language model, a common approach in statisti-
cal generation (Langkilde and Knight, 1998). We
train our language model on the GENIA corpus
(Ohta et al., 2002). Below is our overall pipeline.

1. compute all spanning trees licensed by the input triples

2. for each spanning tree from step 1, compute all surface
linearizations licensed by the generation grammar

3. for each linearized tree from step 2, compute all surface
sentences licensed by the expanded lexicon

4. rank surface candidates with a language model

The set of spanning trees produced in step 1 is
typically small. We prune the set of possible lin-
earizations based on the counts in the generation
grammar, and consider only the two most likely
orderings for each input triple. We also prune the
set of possible lexicalizations and refine it with
some linguistic constraints described below.

Linguistic Constraints The viterbi trees
learned in the alignment step do not capture any
linguistic properties of the sentences in terms of
morpho-syntactic categories. As a consequence,
most of the output candidates coming from step 3
are ungrammatical. Ungrammatical sentences do
not necessarily get low scores from the language
model as it captures local relations between
neighbouring words. We introduce some simple
candidate filters to ensure some basic linguistic
constraints. With the help of the lexicon and some
heuristics, we tag all lexical entries containing a
finite verb. In step 3, we filter all candidates that
a) have no finite verb, b) have a finite verb as the
first or last word, c) realize two finite verbs next
to each other.

Conclusion We explore the use of Semantic
Parsing techniques, coupled with corpus-based
generation. We expect that our prototype would
benefit from further development of the linguistic
components, given that it is built with minimal re-
sources.
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Abstract

This abstract describes a contribution
to the 2013 KBGen Challenge from
CNRS/LORIA and the University of Lor-
raine. Our contribution focuses on an
attempt to automate the extraction of a
Feature Based Tree Adjoining Grammar
equipped with a unification based compo-
sitional semantics which can be used to
generate from KBGen data.

Introduction Semantic grammars, i.e., gram-
mars which link syntax and semantics, have been
shown to be useful for generation and for seman-
tic parsing. This abstract outlines an attempt to
automatically extract from the KBGen data, a Fea-
ture Based Tree Adjoining Grammar which can be
used for generation from the KBGen data.

Data The KBGen data consists of sets of triples
extracted from the AURA knowledge base which
encodes knowledge contained in a college-level
biology textbook. Each set of triple was selected
to be verbalisable as a simple, possibly complex
sentence. For instance, the input shown in Fig-
ure 1 can be verbalised as1:
(1) The function of a gated channel is to release

particles from the endoplasmic reticulum

Sketch of the Overall Grammar Extraction and
Generation Procedure To generate from the
KBGen data, we parsed each input sentence us-
ing the Stanford parser; we aligned the semantic
input with a substring in the input sentence; we ex-
tracted a grammar from the parsed sentences pro-
vided with the input triples; and we generated us-
ing an existing surface realiser. In addition some
of the input were preprocessed to produce a se-
mantics more compatible with the assumption un-
derlying the syntax/semantic interace of SemTAG;

1For space reasons, we slightly simplified the KBGen in-
put and removed type information.

:TRIPLES (
(|Release-Of-Calcium646|
|object| |Particle-In-Motion64582|)
(|Release-Of-Calcium646|
|base| |Endoplasmic-Reticulum64603|)
(|Gated-Channel64605|
|has-function||Release-Of-Calcium646|)
(|Release-Of-Calcium646|
|agent| |Gated-Channel64605|))
:INSTANCE-TYPES
(|Particle-In-Motion64582|
|instance-of| |Particle-In-Motion|)
(|Endoplasmic-Reticulum64603|
|instance-of| |Endoplasmic-Reticulum|)
(|Gated-Channel64605|
|instance-of| |Gated-Channel|)
(|Release-Of-Calcium646|
|instance-of| |Release-Of-Calcium|))

and a procedure was used to guess missing lexical
entries.

Alignment and Index Projection Given a Sen-
tence/Input pair (S, I) provided by the KBGen
Challenge, we match each entity and event vari-
able in I to a substring in S. Matching uses the
variable name, the name of the unary predicate
true of that variable and the word form assigned
to that predicte in the KBGen lexicon. Digits oc-
curring in the input are removed and the string in
the input sentence which is closest to either of the
used units is decorated with that variable. Index
variables are then projected up the syntactic trees
to reflect headedness. For instance, the variable
indexed with a noun is projected to the NP level;
and the index projected to the NP of a preposi-
tional phrase is project to the PP level.

Grammar Extraction Grammar extraction pro-
ceeds in two steps as follows. First, the subtrees
whose root node are indexed with an entity vari-
able are extracted. This results in a set of NP and
PP trees anchored with entity names and associ-
ated with the predication true of the indexing vari-
able.
Second, the subtrees capturing relations be-

tween variables are extracted. To perform this ex-
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traction, each input variableX is associated with a
set of dependent variables i.e., the set of variables
Y such that X is related to Y (R(X,Y )). The
minimal tree containing all and only the dependent
variables D(X) of a variable X is then extracted
and associated with the set of literals Φ such that
Φ = {R(Y,Z) | (Y = X∧Z ∈ D(X))∨(Y,Z ∈
D(X))}. This procedure extracts the subtrees re-
lating the argument variables of a semantics func-
tors such as an event or a role.
The extracted grammar is a Feature-Based

Tree Adjoining Grammar with a Unification-based
compositional semantics as described in (Gardent,
2008). Each entry in the grammar associates a nat-
ural language expression with a syntactic tree and
a semantic representation thereby allowing both
for semantic parsing and for generation. Figure 1
shows the tree extracted for the release predicate
in Example 1.

Pre-Processing The parse trees produced by the
Stanford parser are pre-processed to better match
TAG recursive modeling of modification. In
particular, the flat structure assigned to relative
clauses is modified into a recursive structure.
The input semantics provided by the KBGen

task is also preprocessed to allow for aggregation
and to better match the assumptions underlying the
syntax/semantics interface of SemTAG.
For aggregation, we use a rewrite rule of the

form shown below to support the production

of e.g., A cellulose-synthase which contains a
polypeptide and two glucose synthesizes cellu-
lose..

R(X,Y1), . . . , R(X,Yn), P (Y 1), . . . , P (Yn)
⇒ R(X,Y ), P (Y ), quantity(Y, n)

For relative clauses, we rewrite input of the
form plays(X Y),in-event(Y E), P(E), R(E X) to
plays(X Y),in-event(Y E), P(E), R(E Y). This cap-
tures the fact that in sentences such as A biomem-
brane is a barrier which blocks the hydrogen ion
of a chemical., the entity variable bound by the rel-
ative clause is that associated with barrier, not that
of the main clause subject biomembrane.

Guessing Missing Lexical Entries To handle
unseen input, we start by partitioning the in-
put semantics into sub-semantics corresponding to
events, entities and role. We then search the lexi-
con for an entry with a matching or similar seman-
tics. An entry with a similar semantics is an entry
with the same number and same type of literals
(literals with same arity and with identical rela-
tions). Similar entries are then adapted to create
lexical entries for unseen data.
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Abstract 

This document describes the University of Dela-
ware’s entry into KBGen 2013 Challenge which 
provided teams with input data representation from 
the AURA knowledge base (KB), developed in the 
context of the HALO Project at SRI International, 
along with a lexicon mapping for concepts present 
on those input files. Training sentences were also 
provided. The task was to accurately generate an 
English sentence depicting the information from a 
set of triples from the knowledge base. 

1 Approach 

Our approach to the problem was to develop a 
set of rules for translating KB structures into 
English structures and to use an existing genera-
tor, such as SimpleNLG (Gatt & Reiter, 2009) or 
FUF-SURGE (Elhadad, 1993) to generate the 
sentences. 

Our analysis of pre-release data provided by 
the KBGen organization (triple-files, training 
sentences, tree graphs, lexicon) was facilitated by 
writing a mashup program (KBGenMashup) that 
enabled viewing/searching the data. The program 
initially loads all the training sentences into a 
clickable list box.  When a sentence is clicked, 
all data relating to that sentence is displayed: cor-
responding triples, tree-graph, and Stanford parse 
of the sentence.  The displayed triples are given 
“hot spots” so clicking on them will present a list 
of other sentences containing (or NOT contain-
ing) that same relation or instance type.  Finally, 
KBGenMashup enables a search for other sen-
tences that contain a given word or phrase.  Us-
ing this tool allowed us to discover common real-
ization patterns for certain KB triples. 

2 Major sentence types 

Our initial generator implementation utilized 
SimpleNLG in a java wrapper. Our tack was to 
focus on the realization of major sentence types, 
generally identified by the presence of a particu-

lar function in the KB triples, e.g. has-function, 
subevent, plays. These functions provided the 
main verb and sentence structures, and other KB 
relations were fit into this structure (in sub-
ject/object position or as adjuncts) in a rule-
based way. 

For instance, Figure 1 shows a triples file from 
the testing data that was identified under the 
cluster has-function, along with the sentence 
generated by our system and the rule used to re-
alize the cluster for this relation type. 
  

 
Figure 1: A triples file from the testing data. 
 
Sentence generated: The function of the peptide 
bond is to hold together hydrogen and nitrogen 
using a single bond. 

The identified rule for this input is the has-
function rule. The main entity is the entity that is 
related to the event of the instance by the has-
function relation type. The rule states that the 
subject of the sentence is the “the function of 
[main entity]”. For this template the verb to be is 
identified as the main verb and the object of the 
sentence is a verb phrase (VP) composed of the 
events present in the triples file in the infinitive 
form, and the existing secondary entities. Each 
secondary entity is related to an event by a se-
mantic relation type. The nature of this relation 
defines which role the secondary entity plays in 
the sentence (e.g. the “object” relation, when 
present, usually links the event to the head(s) of 
the noun phrase (NP) within the VP). Although 
the majority of the input files have secondary 
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entities that are related to the main event by the 
object relation, some other cases do not present 
them. The head of the noun phrases can be repre-
sented, in those cases, by secondary relations 
connected to the main event by one of agent, 
base, result, raw-material, relation types. Heuris-
tics are applied in order to define the head of the 
noun phrase since the relation that will define 
which entity is the head of the NP is based on the 
combination of the existing relations. The rela-
tions in the set of triples that are not already real-
ized as one of the previous roles in the sentence 
are then realized recursively for each event, 
complementing the VP. Those relations are rep-
resented by prepositional phrases (PP) and the 
preposition chosen for each PP represents the 
semantic role of the relation type (e.g. instrument 
relations often use the prepositions with or us-
ing, while donor and origin relations often use 
from). 

3 No-Events and other sentence types 

The simple strategy described above worked well 
for some sentence types, but others required 
more sophisticated triple traversal. In particular, 
realizing triple sets not containing an event was 
problematic.  With time running short, we im-
plemented a second realizer to handle these 
types. It used its own heuristics, plus stored the 
sets of triples in a database that allowed for flex-
ible traversing. Consider its heuristics to handle 
no-event triple sets (events generally provide the 
verb and sentence structure). No-event sentences 
would use a form of “be” as the main verb, but 
we still needed to identify the sentence’s main 
subject.  To do this, the software looks for the 
Entity that is on the left side of the most triples. 
Why?  There is more information about this Enti-
ty than about any other. Consider ex29b.4 (Fig-
ure 2).  The tree graph shows that “Restriction-
Site” is on the left side of five triples.  It should 
be the subject of the sentence, which could be 
realized as “A restriction site is a short DNA se-
quence which consists of 2 deoxyribose and a 
deoxyribonucleoside monophosphate.”  Note the 
order of the Entities in the sentence.  The subject 
is mentioned first, then its adjective (“short”), 
then class (“DNA sequence”), then remaining 
entities.  In realizing the remaining Entities, a 
common routine is used to check for cardinality 
and perform any rewording as appropriate. 

 
Figure 2: ex29b.4 

In many cases, there was a tie among the times 
Entities were on the left.  In one type of “tie” 
(ex05a2.265, Figure 3), there is a cycle in the 
graph (see “Fibronectin, “Carbohydrate-Side-
Chain”, “Surface”.)  In these cases, the heuristic 
chooses the “middle” Entity in the cycle (Carbo-
hydrate in this case) as the subject.  Then in 
choosing mention-order, the software (usually) 
starts the sentence by putting the adjective before 
the subject (i.e. “branched” & “carbohydrate side 
chain”), then visits each Entity around the cycle, 
then traverses up to the “Top” Entity.   This sen-
tence is realized as “There are branched carbo-
hydrate side chains at the surface of the fibron-
ectin of an animal plasma membrane.” 

 
Figure 3: ex05a2.265 

4 Conclusions 

We have described a template-based generation 
entry based on two different paradigms. In one, 
sentences are formed on the basis of a major re-
lation that generally selects the main verb and 
fits the realization of the other pieces according 
to the structures specific for that sentence type. 
The second piece that we needed is based on 
flexibly traversing the knowledge base and real-
izing based on patterns found in the triples. 
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1 Introduction

Bouayad-Agha et al. (2012) issued a content de-
termination challenge in which researchers were
asked to create systems that can automatically
select content suitable for a first paragraph in a
Wikipedia article from an RDF knowledge base
of information about people. This article is a de-
scription of the system built at the University of
Aberdeen.

Our working assumption is that the target text
should contain information that is commonly
known about the target person. The Wikipedia’s
manual of style mentions that “The lead [section]
serves as an introduction to the article and a sum-
mary of its most important aspects1.” What is most
important about a person is likely to be often men-
tioned in biographies and hence it is more likely to
be commonly known.

Our system was motivated by the notion of
common ground, especially the way it was ac-
counted for by (Clark and Marshall, 1981). Clark
and Marshall (1981) introduce two categories of
common ground: personal common ground shared
by a small group of individuals and communal
common ground shared by a community of peo-
ple. We are most interested in the concept of com-
munal common ground, which arises from the ex-
posure to the same information within a commu-
nity. For example, if there is a statue in front of
your work place, you expect your colleagues to
also know about this statue and so the information
that there is a statue in front of you workplace be-
comes a part of the community knowledge (where
the community are people who work at the same
place).

Our hypothesis is that if we take a corpus of
documents produced by some large community
(e.g., English speakers), we should be able to ap-

1http://en.wikipedia.org/wiki/
Wikipedia:Manual_of_Style/Lead_section

proximate the community’s knowledge of certain
facts by counting how frequently they are men-
tioned in the corpus. For example, if a corpus con-
tains 1000 articles about Sir Isaac Newton and 999
of the examined documents mention the property
of him being a physicist and only 50 documents
mention that he held the position as the warden
of the Royal Mint in 1696 we should expect more
people to know that he was a physicist.

We implemented the heuristic for approximat-
ing communal common ground and tested it in
an experiment with human participants to measure
whether there is a correlation between the heuris-
tic’s predictions and actual knowledge of people
(Kutlak et al., 2012). In our implementation, we
used the Internet as a corpus of documents and we
used the Google search engine for counting the
number of documents containing the properties.
Although the number of hits is only an estimate
of the actual number of documents containing a
particular term, the heuristic achieved a Spearman
correlation of 0.639 with p < 0.001 between the
knowledge of people and the numbers of hits re-
turned by Google.

Although there are some issues with the use of a
proprietary search engine such as Google (for ex-
ample, the search engine can perform stemming;
see Kilgarriff (2007) for a discussion) search en-
gines have been successfully used previously (Tur-
ney, 2001; Goudbeek and Krahmer, 2012).

2 Algorithm

The submitted system employs the heuristic out-
lined in in the previous section. The input is a col-
lection of files containing information about peo-
ple and a collection of human readable strings for
each of the files. The data were taken from Free-
base - a community created repository of informa-
tion about people, places and other things. Each
file is a small knowledge base containing a set of
RDF triples describing the entity.
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The data is encoded in machine-readable form
(e.g., the fact that Newton was an astronomer
is encoded as ns:m.03s9v ns:type.object.type
ns:astronomy.astronomer .) so in order to find
collocations in a human written text, each RDF
triple has to be “lexicalised.” This is done by map-
ping the RDF values to human produced strings
provided by Freebase. After substituting the lexi-
calisations and removing some unnecessary infor-
mation the algorithm adds the name of the target,
which results in text such as Isaac Newton type
Astronomer.

The algorithm reads one file at a time and cre-
ates a human readable string for each of the prop-
erties in the file. In the second step, the system re-
moves disambiguations (text in brackets) and fil-
ters out properties that have the same string rep-
resentation (duplicates). Additionally, properties
with certain attributes are filtered out to reduce the
number of queries2.

In the third step, the system uses Google cus-
tom search API (a programming interface to the
search engine) to estimate the score of each prop-
erty. Properties that contain the name of the entity
are penalised. This is done to reduce the impor-
tance of properties such as the target’s parents or
relatives. For example, if the algorithm was rank-
ing properties of Sir Isaac Newton and a property
contained the string Newton, the score assigned to
that property was multiplied by 0.75. The prop-
erties were then ordered by the number of corre-
sponding hits in descending order.

In the last step the algorithm selects the top
ranked properties. The number of properties to
select was calculated by the following equation
5 ∗ log(|properties|). This equation was chosen
by intuition so that a larger proportion of proper-
ties was selected for entities with a small number
of properties than for entities with a large number
of properties. The set of properties in the above
equation is the set obtained after the filtering.

To prevent the system from selecting too many
properties with the same attribute and to intro-
duce variation, the system selected only five prop-
erties with the same attribute (e.g., five films, five
books).

2For example, the knowledge base describing Antonı́n
Dvořák contains 5670 properties of which 5154 have the at-
tribute music.artist.track.

3 Concluding Remarks

The implemented system uses a simple document-
based collocation heuristic to decide what prop-
erties to select. This makes it prone to favour-
ing properties that contain common words or the
name of the described entity. The advantage is
that the system is relatively simple and versatile.
The “common ground” heuristic could be com-
bined with another heuristic that assigns negative
score to properties that contain common words or
a heuristic that estimates how interesting the prop-
erty is.

Finally, we do not expect the system to perform
better than machine learning based approaches
such as that of Duboue and McKeown (2003) but
it will certainly be interesting to see how far one
can get with a simple heuristic.
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Abstract

This paper described UIC-CSC, the en-
try we submitted for the Content Selection
Challenge 2013. Our model consists of
heuristic rules based on co-occurrences of
predicates in the training data.

1 Introduction

The core of the Content Selection Challenge task
is formulated as Build a system which, given a set
of RDF triples containing facts about a celebrity
and a target text (for instance, a Wikipedia - style
article about that person), selects those triples that
are reflected in the target text. The organizers pro-
vided training data consisting of 62618 pairs of
texts and triple sets. The text is the introductory
text tfC of the Wikipedia article corresponding to
celebrity C; the set of triples trC concerning C was
grepped from the Freebase official weekly RDF
dump. It is important to note that we do not know
which specific triples from trC are rendered in tfC .

A sample triple in the file is as follows:
ns:m.04wqr

ns:award.award winner.awards won

ns:m.07ynmx5

In the above triple, ns:m.04wqr is
the subject id, of Marilyn Monroe in
this case (ns denotes namespace);
ns:award.award winner.awards won is
the predicate and ns:m.07ynmx5 is the object
id of the award. Since this format is not readable,
the organizers provided a script to transform the
turtle file into a human readable form, where the
object id is replaced by its actual value:
/award/award winner/awards won ‘‘Golden

Globe Awards for Actress - Musical or

Comedy Film - 17th Golden Globe Awards

- Some Like It Hot - 1960 - earliye -

Award Honor’’ /m/07ynmx5

In the following, we will refer to the first element

of these expressions as the predicate. Our ap-
proach relies on heuristics derived from clustering
predicates directly, or clustering them based on
the co-occurrence of the argument of predicate pi

in a text tf and in turtle files tr that contain both
pi and another predicate pj .

2 Deriving heuristic rules

We observed that in total there are 613 distinct
predicates. Out of these 613 predicate, only 11
are present in over 40 percent of the files and only
19 predicates are present in over 10 percent of the
files. This means that a large number of predi-
cates are present only in a few files. This makes it
harder to decide whether we have to include these
predicates or not. Conversely, nearly 40 percent of
text files only contain one or two sentences, which
compounds the sparsity problem.

Predicate Clustering. In the first method, we
generate predicate clusters by simply removing
the leaf from each predicate expression. For exam-
ple, /people/person/place of birth,
and /people/person/education belong to
the same cluster, labelled /people/person as
they have the same parent /people/person.
We found 35 such clusters. We then ana-
lyzed the frequency of each predicate pi on
its own, and conditional on other predicates in
the same cluster: for example, how frequent
/people/person/education is, and
how often it occurs in those triple files, where
/people/person/place of birth is also
present.

Intersection on Arguments. For each predicate
pi, we compute the set of its intersection sets ISi,j .
Each set isi,j comprises all the turtle files tri,j

where pi co-occurs with a second predicate pj . For
each tri,j , we retrieve the corresponding text file
tf (recall that each turtle file is associated with
one text file) and check whether the argument of

210



pi occurs in tf – this is indirect evidence that the
text does include the information provided by pi

(of course this inference may be wrong, if this ar-
gument occurs in a context different from what pi

conveys). If the argument of pi does occur in tf ,
we keep tri,j , otherwise we discard it. As above,
we then proceed to compute the frequencies of the
occurrences of pi on its own, and of pi when pj

is also present, over all the turtle files tri,j ∈ isi,j

that have not been filtered out as just discussed.
Given these two methods, we derive rules such

as the following:

IF /baseball/baseball player/position ∈ trk

AND
/baseball/baseball player/batting stats
∈ trk

THEN
select
/baseball/baseball player/position

The set of rules is then filtered as follows. On
a small development set, we manually annotated
which triples are included in the corresponding
text files. We keep a rule if the F-measure concern-
ing predicate pi (i.e., concerning the triples whose
predicate is pi) improves when using the rule, as
opposed to including pi if it belongs to a set of
frequent predicates.

We also need to deal with multiple occurrences
of pi in one single turtle file. Predicates such as
/music/artist/track can have multiple in-
stances, up to 30, in a certain trk, with different
arguments; however, those predicates may occur
far fewer times in the corresponding text files – be-
cause say trMM on Marilyn Monroe includes one
triple for each of her movies, but the correspond-
ing tfMM only mentions a few of those movies.
Hence, we impose an upper limit of 5 on the num-
ber of occurrences in the same turtle file, for a cer-
tain predicate to be included, for example:

IF /music/artist/track
AND its count ≤ 5

THEN select /music/artist/track

3 Evaluation

Apart from our participation in the Challenge, we
evaluated our system on a small test set composed
of 96 pairs of text and turtle files, randomly se-
lected from the data released by the organizers.
This resulted in a total of 153 unique predicates
(hence, about 1

4 of the total number of distinct
predicates). We manually annotated the predicates

in the turtle files as present/absent in the corre-
sponding text file.

We consider four domains:

1. Basic facts: general, very frequent informa-
tion, such as people/person/profession,
people/person/nationality.

2. Books: predicates whose root is book,
like book/author/works written,
book/book subject/works.

3. Sports: predicates whose root is a sport, like
baseball/baseball player/position s,
ice hockey/hockey player/former team.

4. Film and Music: predicates
whose root is film or music,
like /film/director/film,
/music/artist/track.

5. Television: predicates whose root is tv, like
/tv/tv director/episodes directed.

As apparent from Table 1, the performance of
our system varies considerably according to the
domain of the predicates. Specifically, we be-
lieve that the exceedingly low precision for pred-
icates of type book, film & music, tv is
due to the sparseness of the data. As we noted
above, 40% of the text files only include one or
two sentences. Hence, our system selects many
more predicates than are actually present in the
corresponding text file.

Table 1: Performance on in-house test set
Domain P R F-score
Basic Facts 79.83 51.25 62.40
Sports 79.84 49.22 60.90
Books 12.80 66.30 21.47
Film & Music 5.77 55.19 10.45
TV 5.46 43.36 9.70

4 Future Enhancements

UIC-CSC could be improved by more closely an-
alyzing the features of the text files, especially the
shortest ones: when they include only few sen-
tences, which kinds of predicates (and arguments)
do they include? For example, if only two movies
are mentioned as far as Monroe is concerned, what
else can we infer from the Monroe turtle file trMM

about those two movies?
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