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Introduction

Characteristic to all areas of human activity (from poetic to ordinary to scientific) and, thus, to all types
of discourse, metaphor becomes an important problem for natural language processing. Its ubiquity in
language has been established in a number of corpus studies and the role it plays in human reasoning
has been confirmed in psychological experiments. This makes metaphor an important research area for
computational and cognitive linguistics, and its automatic identification and interpretation indispensable
for any semantics-oriented NLP application.

The work on metaphor in NLP and AI started in the 1980s, providing us with a wealth of ideas on the
structure and mechanisms of the phenomenon. The last decade witnessed a technological leap in natural
language computation, whereby manually crafted rules gradually give way to more robust corpus-based
statistical methods. This is also the case for metaphor research. In the recent years, the problem
of metaphor modeling has been steadily gaining interest within the NLP community, with a growing
number of approaches exploiting statistical techniques. Compared to more traditional approaches based
on hand-coded knowledge, these more recent methods tend to have a wider coverage, as well as be more
efficient, accurate and robust. However, even the statistical metaphor processing approaches so far often
focused on a limited domain or a subset of phenomena. At the same time, recent work on computational
lexical semantics and lexical acquisition techniques, as well as a wide range of NLP methods applying
machine learning to open-domain semantic tasks, open many new avenues for creation of large-scale
robust tools for recognition and interpretation of metaphor.

This workshop is the first one focused on modelling of metaphor using NLP techniques. Recent
related events include workshops on Computational Approaches to Figurative Language (NAACL
2007) and on Computational Approaches to Linguistic Creativity (NAACL 2009, NAACL 2010). We
received 14 submissions and accepted 10. Each paper was carefully reviewed by at least 3 members
of the Program Committee. The selected papers offer explorations into the following directions: (1)
creation of metaphor-annotated datasets; (2) identification of new features that are useful for metaphor
identification; (3) cross-lingual metaphor identification.

The papers represent a variety of approaches to utilization and creation of datasets. While existing
annotated corpora were used in some papers (Dunn, Tsvetkov et al), most papers describe creation
of new annotated materials. Along with annotation guidelines adapted from the MIP and MIPVU
procedures (Badryzlova et al), more intuitive annotation protocols are explored in Beigman Klebanov
and Flor, Hovy et al, Heintz et al, Mohler et al, and Strzalkowski et al.

The papers present a number of novel and extended features for metaphor detection. Topic models,
abstractness/concreteness, and semantic classifications based on an ontology are each used in multiple
papers. Additional features include classes of named entities (Tsvetkov et al), WordNet examples and
glosses (Wilks et al); suggestive evidence is presented regarding potential usefulness of a relationality
feature (Jamrozik et al). A distinguishing characteristic of multiple submissions is the interest in cross-
lingual approaches to metaphor identification. Accordingly, contributors explore features that can be
supported by resources that exist in languages like Russian, Spanish, and Farsi (Strzalkowski et al.,
Tsvetkov et al, Heintz et al).

The program of the workshop also features two invited talks that complement the discussion by
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addressing topics that are not addressed by this year’s submissions, namely, the relationship between
metaphor and action (Srini Narayanan), and interpretation of metaphors (John Barnden).

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their
contributions, the members of the Program Committee for their thoughtful reviews, the invited speakers
for sharing their perspectives on the topic, and all the attendees of the workshop. All of these factors
contribute to a truly enriching event!

Workshop co-chairs:
Ekaterina Shutova, University of California at Berkeley, USA
Beata Beigman Klebanov, Educational Testing Service, USA
Joel Tetreault, Nuance, USA
Zornitsa Kozareva, USC Information Sciences Institute, USA
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Abstract

This paper evaluates four metaphor identi-
fication systems on the 200,000 word VU
Amsterdam Metaphor Corpus, comparing re-
sults by genre and by sub-class of metaphor.
The paper then compares the rate of agree-
ment between the systems for each genre and
sub-class. Each of the identification systems
is based, explicitly or implicitly, on a the-
ory of metaphor which hypothesizes that cer-
tain properties are essential to metaphor-in-
language. The goal of this paper is to see what
the success or failure of these systems can tell
us about the essential properties of metaphor-
in-language. The success of the identification
systems varies significantly across genres and
sub-classes of metaphor. At the same time, the
different systems achieve similar success rates
on each even though they show low agree-
ment among themselves. This is taken to
be evidence that there are several sub-types
of metaphor-in-language and that the ideal
metaphor identification system will first de-
fine these sub-types and then model the lin-
guistic properties which can distinguish these
sub-types from one another and from non-
metaphors.

1 Introduction

The purpose of this paper is to evaluate four sys-
tems for identifying metaphor-in-language on the
large and representative VU Amsterdam Metaphor
Corpus (Steen, et al., 2010) and then to analyze the
correct and incorrect identifications in order to see
what they can tell us about the linguistic properties

of metaphor-in-language. The four metaphor identi-
fication systems include a word-level semantic simi-
larity measurement method (Sporleder and Li, 2009;
Li and Sporleder, 2010), a word-level abstract-
ness measurement method (Turney and Littmann,
2003; Turney, et al., 2011), a grammatical-relation-
level source-target mapping method (Shutova, 2010;
Shutova and Teufel, 2010; Shutova, Sun, and Ko-
rhonen, 2010; Shutova, Teufel, and Korhonen,
2013), and an utterance-level domain interaction
method (Dunn, 2013b).

2 The VU Amsterdam Metaphor Corpus

The VU Amsterdam Metaphor Corpus (Steen, et
al., 2010) consists of approximately 200,000 words
taken from the British National Corpus’s Baby Cor-
pus and divided into four genres: academic, news,
fiction, and conversation. It was manually annotated
for metaphoric uses of words by five analysts us-
ing a version of the MIP method (Pragglejaz Group,
2007). For the purposes of this study, the corpus
was divided into sentences, under the assumption
that each sentence represents an utterance. There
are 16,202 sentences in the corpus. Sentences which
contain at least one metaphoric use of a word are la-
beled as metaphoric sentences. This is done because
a metaphorically used word is not metaphoric except
in relation to its linguistic context; thus, a larger lin-
guistic unit like the sentence is necessary for reveal-
ing metaphorically used words.

The VU Amsterdam Corpus is annotated with
several sub-classes of metaphor-in-language. The
sub-classes included in this evaluation are MRW-
Met (a metaphoric use of a metaphor related word);
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Table 1: Number of sentences with sufficient representation in each system.
System Non-Metaphor MRW-Met MRW-Lit PP Double WIDLII
Total 7,979 5,977 126 754 180 1,186
Similarity 4,300 4,274 104 612 153 855
Abstractness 6,851 5,497 118 723 174 1,090
Source-Target 6,256 5,391 121 719 178 1,070
Domain Interaction 6,770 5,588 122 729 178 1,115

MRW-Lit (a literal use of a metaphor related
word); PP (a possible personification resulting in a
metaphor related word); Double (a metaphor related
word which is involved in a double metaphor; for ex-
ample, personification and a conceptual metaphor);
WIDLII (possible metaphor related words which
were considered ambiguous between metaphoric
and non-metaphoric use).

Table 1 shows a break-down of the number of sen-
tences in each of these sub-classes in the corpus as a
whole and as represented by each of the metaphor
identification systems. Because each system uses
different linguistic properties to identify metaphor-
in-language and uses different methods to represent
those properties, the systems differ in how many
of the sentences are sufficiently represented. For
example, the semantic similarity measurement sys-
tem looks at pairwise similarity values while the ab-
stractness measurement system looks at values for
individual words. Thus, the abstractness system
could potentially have twice as many data points as
the similarity system. The numbers in Table 1 in-
clude only the sentences with a minimum number of
data points. The evaluation results below do not take
into account sentences for which a system has insuf-
ficient representation. However, it is important to
note that the systems differ in how many sentences
they adequately represent, which means that some
(for example, the similarity system) are less able to
identify metaphor-in-language because they have a
less robust representation of the linguistic utterance.

For the purposes of this study, metaphor identifi-
cation was conceptualized as a sentence-level task.
For example, the systems evaluated here could be
used within a larger computational semantic sys-
tem to separate metaphoric and non-metaphoric sen-
tences for purposes of reasoning. One result of this
choice is that some of the original systems need to

be slightly reconceptualized; thus, it is better to say
that these systems are inspired by the cited systems,
rather than strict reimplementations of those sys-
tems. The similarity and abstractness systems orig-
inally were meant to decide which uses of a given
verb are metaphoric and which are not metaphoric.
In the present study, however, metaphor is not lim-
ited to verbs and the systems do not know which
words in the sentence may be metaphoric (e.g., it
could be any noun or any verb, etc.). Thus, these
systems have been altered to determine whether
there are any metaphorically used words anywhere
in the sentence. Further, all of the reconceptual-
ized systems compared here involve training or seed
metaphors, even those which were originally unsu-
pervised systems.

3 Identifying Metaphor-in-Language
Using Semantic Similarity

The semantic similarity system (Sporleder and Li,
2009; Li and Sporleder, 2010) uses pairwise seman-
tic similarity to detect metaphoric uses of words. As
conceptualized in this study, the system is designed
to detect whether any of the words in the sentence
are used metaphorically without knowing in advance
which words are candidates for metaphoric use.

While the original system used Normalized
Google Distance (Cilibrasi and Vitanyi, 2007)
to measure semantic similarity, the evaluation in
this study used Iosif’s SemSim system (Iosif and
Potamianos, 2012). There were two main reasons
for not using the NGD measure: (1) SemSim offers
more control because the corpus used to determine
pairwise similarity is known and can be made simi-
lar to the test corpus; (2) SemSim is more transpar-
ent in terms of its methodology and its results are
more stable over time. For this evaluation we used
the Open American National Corpus (henceforth,
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OANC (Ide and Suderman, 2004)), which consists
of 14 million words taken from spoken and writ-
ten contemporary American English, to determine
the pairwise similarity values. Both the test corpus
and OANC were lemmatized and had common func-
tion words removed. Pairwise similarities were de-
termined for all words in the test corpus which oc-
curred 10 or more times, for a total of 1,691 words.
SemSim’s contextual window was set at 2. As with
all systems discussed below, Morpha (Guido, Car-
roll, and Pearce, 2001) was used for lemmatization
and OpenNLP (Apache, 2011) was used for named
entity recognition.

The variables used in the original system had to
be changed slightly because no particular word in
the sentence is given a special focus. The follow-
ing variables were used: (1) the number of similar-
ity measurements for a given sentence; (2) the aver-
age similarity; (3) the standard deviation of similar-
ity, in order to see how much divergence there was
from the average; (4) the highest pairwise similarity;
(5) the lowest pairwise similarity; (6) the difference
between the highest and lowest pairwise similarity.
One of the weaknesses of this particular implemen-
tation of the system is that it only considers words
that are adjacent to one another (with function words
removed). While the original system also used the
average pairwise similarity between the candidate
word and all other words, this was not possible here
given that there were no words starting as candi-
dates.

4 Identifying Metaphor-in-Language
Using Word Abstractness

The word abstractness system uses a measurement
of word abstractness to identify highly abstract con-
texts which are posited to be more likely to contain
metaphors. In the reconceptualization of the system
evaluated here there is also a focus on disparities in
abstractness ratings within a given sentence, so that
the mixture of abstract and concrete words can be
used to detect possible metaphors.

The system first rates lexical items according to
how abstract they are, on a scale from 0 to 1, with
1 being the most abstract. The approach to rating
abstraction is taken from (Turney, et al., 2011); a list
of rated lexical items is available from the authors.

The system tags the words in the sentence with their
parts of speech and finds the abstractness rating for
each; if an abstractness rating is not available for a
particular word form, the system attempts to find a
match for its lemmatized form. All words not found
on the list of abstractness ratings after these searches
were removed.

For each sentence a feature vector was created
that consisted of twelve different combinations of
abstractness ratings: (1) the number of abstractness
ratings available for the sentence; (2) the average ab-
stractness for all words; (3) the standard deviation
of the abstractness for all words; (3)-(4) the average
and standard deviation for the abstractness of nouns;
(5)-(6) the average and standard deviation for the ab-
stractness of verbs; (7)-(8) the average and standard
deviation for the abstractness of adjectives and ad-
verbs; (9)-(10) the highest and lowest abstractness in
the sentence; (11) the difference between the highest
and lowest abstractness; (12) the difference between
the average abstractness for nouns and for verbs.
Empty slots in the feature vector (e.g., if there were
no adjectives) were filled with a value of 0.5 for ab-
stractness, following the original system.

5 Identifying Metaphor-in-Language
Using Source-Target Mappings

The source-target mapping system clusters verbs
and nouns using their distributional properties and
argues that abstract nouns will cluster according to
the metaphoric source domains to which they are
connected. The system moves from the linguistic
utterance to the underlying conceptual mapping by
assuming that the verb directly represents the source
domain in the metaphoric mapping and that nouns
(functioning as the subject and/or object of the verb)
directly represent the target. Thus, the system looks
at grammatical relations containing a verb and a
noun and generalizes from seed metaphors to other
metaphors involving words from the same clusters.

The first part of evaluating the source-target map-
ping approach to metaphor identification was to
cluster lexical items. The method for clustering
verbs is described in (Sun and Korhonen, 2009);
(Sun, Korhonen, and Krymolowski, 2008) provide
a resource of the most frequent 1,510 English verbs
in the Gigaword corpus divided into 170 clusters.
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These clusters were used in the evaluation. The pro-
cedure used for clustering nouns in (Shutova, Teufel,
and Korhonen, 2013) is to include the frequency of
grammatical relations (subject, object, indirect ob-
ject), as annotated by the RASP parser, in a feature
vector. In evaluating the source-target system, we
took a different approach to obtaining noun clus-
ters. Starting with 8,752 nouns examined by Iosif’s
SemSim system (Iosif and Potamianos, 2012), we
used a pairwise similarity matrix (measured using
the Google-based Semantic Relatedness metric, as
computed by Iosif) for the feature vector used for
clustering nouns. The nouns were divided into 200
clusters using Weka’s (Witten and Frank, 2005) im-
plementation of the k-means algorithm.

The search for metaphors was performed on the
RASP-parsed version of the evaluation corpus. A to-
tal of 1,000 randomly selected metaphoric sentences
were used as seed metaphors; any relation between
two different clusters was accepted as a candidate.
Many of the seed metaphoric utterances contained
multiple grammatically related clusters (e.g., verb-
object) which were candidates for the metaphoric
material in the utterance. In this evaluation we have
erred on the side of inclusion by searching for all
possible candidates. A total of 903 grammatical re-
lations between clusters were identified in the seed
sentences; no attempt was made to trim this num-
ber down. While the original system removed verbs
which have loose selectional restrictions, such verbs
were not removed from the clusters here; the origi-
nal system focuses on preventing false positives, but
in the evaluation here the focus is on preventing false
negatives, which such a reduction would necessarily
create.

6 Identifying Metaphor-in-Language
Using Domain Interactions

The domain interaction system (Dunn, 2013b)
is a knowledge-based system unlike the previ-
ous distributional-semantic systems. It identifies
metaphoric utterances using properties of the con-
cepts pointed to by lexical items in the utterance.
The system has two stages: first, determining what
concepts are present in an utterance and what their
properties are; second, using these properties to
model metaphor.

The system maps lexical items to their WordNet
synsets (WordNet, 2011) using the part of speech
tags to maintain a four-way distinction between
nouns, verbs, adjectives, and adverbs. The system
then maps the WordNet synsets onto concepts in the
SUMO ontology (Niles and Pease, 2001) using the
mappings provided (Niles and Pease, 2003). This
is done using the assumption that each lexical item
is used in its default sense, so that no disambigua-
tion takes place. Once the concepts present in the
utterance have been identified in this manner, using
the concepts present in the SUMO ontology, the sys-
tem uses domain (ABSTRACT, PHYSICAL, SOCIAL,
MENTAL) and event-status (PROCESS, STATE, OB-
JECT) properties of each concept present in the ut-
terance. These are not present as such in the SUMO
ontology, but were developed following Ontologi-
cal Semantics (Nirenburg and Raskin, 2004) as a
knowledge-base specific to the system.

The domain interaction system was implemented
with a feature vector created using the properties
of the concepts referred to by lexical items in the
utterance. The feature vector uses the following
variables: (1) number of concepts in the utterance;
(2-5) number of instances of each type of domain
(ABSTRACT, PHYSICAL, SOCIAL, MENTAL); (6-
8) number of instances of each type of event sta-
tus (PROCESS, STATE, OBJECT); (9) number of in-
stances of the domain with the highest number of
instances; (10) number of instances of event-status
with the highest number of instances; (11) sum of
the individual domain variables minus (9); (12) sum
of individual event-status variables minus (10); (13)
number of domain types present at least once in the
utterance; (14) number of event-status types present
at least once in the utterance; (15) number of in-
stances of the main domain divided by the number
of concepts; (16) number of other domain instances
divided by the number of concepts; (17) number of
main event-status instances divided by the number
of concepts; (18) number of other event-status in-
stances divided by the number of concepts.

7 Evaluation Results

The evaluation results discussed in this section con-
sider only the sentences for which each system has
the minimum representation; for example, the se-
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Table 2: Results for each system across all genres and sub-classes.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 5,936 4,214 86 62 0.444
Abstractness 4,627 3,049 3,752 2,954 0.582
Source-Target 1,063 785 5,470 5,496 0.440
Domain Interaction 5,446 3,664 3,106 2,286 0.583

Table 3: Results for each system across all genres and sub-classes without Named Entity Recognition.

System True Pos. False Pos. True Neg. False Neg. F-Meas. Represented
Similarity 5,658 3,973 63 56 0.444 9,750
Abstractness 5,882 4,205 441 354 0.482 10,883
Source-Target 1,725 1,342 2,171 2,677 0.487 8,547
Domain Interaction 6,561 4,205 1,462 676 0.573 12,904

mantic similarity system had a minimum representa-
tion for many fewer sentences than does the abstract-
ness system, but those unrepresented sentences are
not held against the system. Three of the systems use
feature vectors: the semantic similarity, word ab-
stractness, and domain interaction systems. To make
the evaluation comparable all three systems are eval-
uated using Weka’s (Witten and Frank, 2005) imple-
mentation of the logistic regression algorithm, fol-
lowing (Turney, et al., 2011), using cross-validation
(100 folds) and a ridge estimator value of 0.2. The
evaluation of the source-target system searched for
the 903 seed relations in the RASP-parsed test cor-
pus. The sentences used as seeds were removed
from the test corpus before searching. For each
evaluation, the reported F-Measure is the weighted
average of the F-Measures for metaphors and non-
metaphors.

Table 2 shows the evaluation results for the four
systems on the entire corpus. The similarity system
has the highest number of true positives (5,936), but
also the highest number of false positives (4,214).
In fact, the similarity system identifies very few ut-
terances as non-metaphors and this makes the re-
sults rather unhelpful. The abstractness and do-
main interaction systems have similar F-measures
(0.582 and 0.583, respectively); both make a large
number of predictions for both metaphor and non-
metaphor, so that they attempt to distinguish be-
tween the two, but these predictions are not particu-
larly accurate. The source-target system stands out

here, as it does below, with a significantly smaller
number of false positives than the other systems
(785). At the same time, it also has a significantly
higher number of false negatives (5,496). The simi-
larity and source-target systems are on opposite ends
of the spectrum in terms of over-identifying and
under-identifying metaphor-in-language, and both
have similar F-measures (0.444 and 0.440, respec-
tively) which are lower than the abstractness and do-
main interaction systems.

In Table 3 the same results across all genres and
sub-types are presented for implementations with-
out Named Entity Recognition. The only system
which performs significantly differently is the ab-
stractness system, with an F-Measure of 0.482 with-
out vs. 0.582 with NER. This decline goes hand-in-
hand with the fact that the system with NER has suf-
ficient representation for a total of 14,454 sentences,
while without NER it has sufficient representation
for only 10,883 sentences.

Table 4 starts to break these results down further
by genre, in order to find out if the systems perform
differently on different sorts of texts. Every system
except for the similarity system (with F-measures of
0.444 and then 0.463) performs more poorly on fic-
tion than on the corpus as a whole. More interest-
ingly, within the fiction genre the similarity and ab-
stractness systems do not predict that any utterances
are non-metaphors, which makes their F-measures
largely meaningless. The source-target system con-
tinues to make a distinction between metaphor and
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Table 4: Results for each system in the Fiction genre.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 1,778 1,135 0 0 0.463
Abstractness 2,074 1,375 0 0 0.452
Source-Target 293 244 1,151 1,567 0.379
Domain Interaction 2,067 1,349 75 67 0.485

Table 5: Results for each system in the News genre.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 1,806 292 0 0 0.796
Abstractness 1,940 321 0 0 0.792
Source-Target 348 61 262 1,352 0.321
Domain Interaction 1,956 324 0 0 0.792

non-metaphor within this genre, although the true
and false positives (293 and 243, respectively) are
much closer to one another than when looking at the
corpus as a whole.

Table 5 looks at the systems’ performance within
the News genre. The similarity system, which above
made few predictions for non-metaphor continues
to predict only metaphors; the abstractness and do-
main interaction systems join it, predicting only
metaphors. The source-target system, on the other
hand, maintains a small number of false positives
(61), although continuing to show a large number of
false negatives (1,352). In terms of practical applica-
tions, the F-measures here do not adequately reflect
the fact that three of the four systems essentially fail
on this genre. One of the difficulties is the fact that
the News genre contains 1,708 metaphoric sentences
and 325 non-metaphoric sentences according to the
manual annotations in the VU Amsterdam Metaphor
Corpus; that means that 84% of the sentences are an-
notated as metaphoric.

Table 6 looks at the results within the Academic
genre. Here all systems make a distinction between
metaphor and non-metaphor; this is the first set on
which the similarity system has predicted a mean-
ingful number of non-metaphors. The source-target
system misses the most metaphors (1,321) but also
makes significantly fewer false positives (146 vs. the
next lowest 590 by the similarity system). The F-
measures do not adequately reflect the performance
of the systems for this genre.

Table 7 shows the results within the Conversation
genre. This is the reverse of the News genre: three of
the four systems make no predictions of metaphors.
This genre contains 1,958 utterances with at least
one metaphorically used word and 5,262 without.
Further, this genre contains many more short and/or
fragmentary sentences than the others. Even the
source-target system, which is the only system to
identify any metaphors, has more than twice as
many false positives as true positives (334 vs. 136,
respectively), which reverses its performance on the
three previous genres.

The initial conclusions we can draw from the
genre break-down is that (1) the F-measure does not
always reflect meaningful performance and thus that
the numbers of true and false positives and negatives
should be reported as well; and (2) that the perfor-
mance on the corpus as a whole disguises a large
amount of variation according to genre.

Table 8 shows the results for only the MRW-Met
sub-class in the corpus. This is the basic metaphor
sub-class in the corpus and the most common. The
systems perform better on this sub-class than on any
other. Interestingly, the source-target system makes
more false than true positives here (785 vs. 749) and
is the only system to make more false than true posi-
tives for this sub-class. It also makes more false neg-
atives than the other systems, although the abstract-
ness, source-target, and domain interaction systems
make a comparable number (3,971 and 3,990 and
3,386, respectively). The domain interaction system
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Table 6: Results for each system in the Academic genre.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 1,287 590 289 214 0.635
Abstractness 1,604 667 273 204 0.649
Source-Target 286 146 786 1,321 0.367
Domain Interaction 1,720 720 232 154 0.646

Table 7: Results for each system in the Conversation genre.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 0 0 1,994 913 0.558
Abstractness 0 0 4,165 1,759 0.580
Source-Target 136 334 3,271 1,256 0.621
Domain Interaction 0 0 4,070 1,768 0.573

makes the most true positives, although all the F-
measures are comparable (the lowest is only 0.062
below the highest).

Table 9 shows the results for the ambiguous
metaphors, under the label WIDLII, and the results
are comparable to the results for all other sub-classes
except for the MRW-Met sub-class (thus, the other
sub-classes will not be discussed individually). The
similarity, abstractness, and domain interaction sys-
tems do not detect any of these sentences as con-
taining metaphorically used words. In some ways
this failure is acceptable because the original ana-
lysts were not convinced that these utterances con-
tained metaphors in the first place. The source-target
system has a very uncharacteristic performance on
this sub-class, with 5-times as many false positives
as true positives (785 vs. 157, respectively).

This is interesting because it is exactly the op-
posite of the other systems, which do not predict
any sentences to be metaphors at all. This differ-
ence is likely a result of the fact that the other three
systems rely on feature vectors that were trained
on the WIDLII / Non-Metaphor distinction, while
the source-target system uses seed grammatical re-
lations from other sub-classes as well (it shouldn’t
matter because the relations are hypothesized to rep-
resent conceptual metaphors for which the sub-class
distinction is not relevant; more seed metaphors
were not used because this would have removed
them from the evaluation). In other words, the
sub-class comparisons try to distinguish between

WIDLII metaphors and non-metaphors in the cor-
pus. The source-target system was trained on one
and only one set of seed metaphors; in other cases
this fact increased the system’s performance, but in
this case it had the opposite effect. It also shows that
non-metaphors are more likely to contain the seed
clusters than are ambiguous metaphors.

8 Error Analysis

The next question to ask is whether these four sys-
tems succeed and fail on the same metaphors. Each
system makes different assumptions and is based on
a different theory of what linguistic properties are
essential to metaphor-in-language, and thus can be
used to distinguish metaphor from non-metaphor.

Table 10: Agreement among the four metaphor identifi-
cation systems using Fleiss’ Kappa.

Sub-set Full Reduced
Fiction 0.293 0.301
News 0.279 0.277
Academic 0.282 0.286
Conversation 0.259 0.286
MRW-Met 0.280 0.291
MRW-Lit 0.285 0.298
PP 0.293 0.290
Double 0.346 0.369
WIDLII 0.278 0.292

Table 10 shows the agreement between the four
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Table 8: Results for each system in the MRW-Met Sub-Class.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 2,141 1,841 2,459 2,133 0.536
Abstractness 1,505 1,287 5,514 3,971 0.537
Source-Target 749 785 5,470 3,990 0.499
Domain Interaction 2,202 1,895 4,875 3,386 0.561

Table 9: Results for each system in the WIDLII Sub-Class.

System True Positive False Positive True Negative False Negative F-Measure
Similarity 0 0 4,300 855 0.759
Abstractness 0 2 6,799 1,090 0.798
Source-Target 157 785 5,470 768 0.785
Domain Interaction 0 0 6,770 1,115 0.793

systems as measured by Fleiss’ Kappa. In the first
column, under “Full,” the predictions used to deter-
mine agreement differ slightly from the earlier pre-
dictions because all sentences were included, even
those for which a particular system lacked sufficient
representation. This was done in order to make
a comparison of the four systems possible (sen-
tences without representation could not be identified
as metaphors and thus defaulted to non-metaphors).
The sentences used as seeds for the source-target
system were removed for all systems. A possi-
ble cause for low agreement between the systems
is that if one system lacks sufficient representation
for a sentence, it will cause disagreement by its lack
of representation. The second column, under “Re-
duced,” shows the agreement between the four sys-
tems for only those sentences for which all systems
had an adequate representation and which were not
used for seed metaphors (a total of 8,887 sentences
rather than the full 16,202). The results are simi-
lar, showing that the low agreement is not caused by
lack of sufficient representation.

All of the divisions, whether by genre or by sub-
class, have a similarly low level of agreement, with
a range from 0.259 to 0.293. The sub-class of Dou-
ble metaphors has a higher agreement of 0.346. This
low agreement is the case even though the systems
have similar overall performance on these particular
genres and sub-classes. In other words, even though
the systems make similar numbers of correct predic-
tions, the particular utterances for which metaphor is

correctly or incorrectly predicted are not the same.
This is an important point because if all four

systems succeeded and failed on the same utter-
ances then we could say that those particular ut-
terances were the cause of the failure and try to
model the properties of those utterances. What
seems to be happening is quite the opposite: each
system implements a particular model of metaphor-
in-language which makes specific explicit and im-
plicit assumptions about what metaphor-in-language
is and what properties are essential for distinguish-
ing metaphoric language from non-metaphoric lan-
guage. These different models seem to be succeed-
ing on those metaphors which fall within their scope
and failing on all others, which leads to disagree-
ment in the predictions of the systems.

9 Synthesizing the Systems

Several meta-systems were constructed using the re-
sults of the four systems on the sub-set of the cor-
pus for which each system had adequate representa-
tion (8,887 sentences). The first meta-system iden-
tified as metaphor only those sentences which the
two top-performing systems, the source-target map-
ping and the domain interaction systems, agreed
were metaphoric; the second only those sentences
which all four systems agreed were metaphoric; the
third only those sentences which a majority of sys-
tems agreed were metaphoric; the fourth those sen-
tences for which either the domain interaction or
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Table 11: Results for meta-systems across all sentences with sufficient representation for all systems.

System True Positive False Positive True Negative False Negative F-Measure
Only top two agree 520 360 3,558 4,449 0.362
Only all agree 374 244 3,674 4,595 0.341
Majority vote 1,513 1,655 2,263 2,921 0.445
Top two inclusive 3,200 2,552 1,366 1,769 0.505
Top two, settled inc 2,689 2,164 1,754 2,280 0.501
Top two, settled exc 2,086 1,688 2,230 2,883 0.485

the source-target system identified as metaphor; the
fifth all sentences which the domain interaction and
source-target systems agreed were metaphoric, us-
ing the similarity and abstractness systems to resolve
disagreement. There are two versions of this last
meta-system: the inclusive version identifies dis-
puted sentences as metaphoric if either the similarity
or abstractness system does, and the exclusive ver-
sion only if the two agree.

Table 11 shows the results of the evaluations of
these meta-systems. The system with the fewest
false positives is the one which requires four-
way agreement before an utterance is identified as
metaphor; however, this also has the fewest true
positives. The performance of the exclusive meta-
system for the top two systems has a better propor-
tion of true to false positives, but also has an unfor-
tunately high number of false negatives. The major-
ity vote meta-system has more false than true pos-
itives and, thus, is not successful. The last three
meta-systems differ in how they resolve disagree-
ments between the top two systems; there is a con-
sistent trade-off between more true positives and
fewer false positives and all three have comparable
F-measures.

10 What This Tells Us About
Metaphor-in-Language

What can we learn about metaphor-in-language
from the successes and failures of these four
metaphor identification systems? First, there is a
significant difference between genres. The linguistic
properties which can distinguish metaphors in one
genre may not apply to other genres. Or, looked
at another way, different genres are more likely to
contain different types of metaphors (the types of
metaphor referred to here involve different sources

of metaphoric meaning and are not comparable to
the corpus’s sub-classes).

Second, the predictions of the four systems, re-
gardless of their accuracy, have a relatively low level
of agreement. This low level of agreement is consis-
tent across genres and sub-classes. This means that
the systems are succeeding and failing on different
metaphors. Each of the systems is based on a differ-
ent theory of metaphor-in-language. The combina-
tion of these two facts suggests that different types
of metaphor have different linguistic properties.

Most theories of metaphor conceive of it as a
single and coherent phenomenon, so that the pre-
dictions of competing theories are mutually exclu-
sive. The lack of agreement coupled with similar
success rates, however, suggests that these theories
of metaphor-in-language are not mutually exclusive
but rather apply to different types of metaphor-in-
language. If this is the case, then a more accu-
rate model of metaphor-in-language will start by
positing a number of different types of metaphor-
in-language, which differ in the source of their
metaphoric meaning, and then predicting what lin-
guistic properties can be used to distinguish among
these types and between them and non-metaphors.

Metaphor identification systems can be im-
proved by focusing on two important properties of
metaphor-in-language: First, metaphors are gradi-
ent, with some being much more metaphoric than
others (Dunn, 2011). One problem with the sys-
tems described in this paper is that they are forced
to draw an arbitrary line between two classes to rep-
resent a gradient phenomenon. Second, metaphoric
expressions receive their metaphoric meaning from
different sources (Dunn, 2013a). These different
types of metaphor-in-language have different prop-
erties and should be modeled individually.
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Abstract

This article discusses metaphor annotation in
a corpus of argumentative essays written by
test-takers during a standardized examination
for graduate school admission. The quality of
argumentation being the focus of the project,
we developed a metaphor annotation proto-
col that targets metaphors that are relevant
for the writer’s arguments. The reliability of
the protocol is κ=0.58, on a set of 116 es-
says (the total of about 30K content-word to-
kens). We found a moderate-to-strong correla-
tion (r=0.51-0.57) between the percentage of
metaphorically used words in an essay and the
writing quality score. We also describe en-
couraging findings regarding the potential of
metaphor identification to contribute to auto-
mated scoring of essays.

1 Introduction

The goal of our project is to automatically score
the quality of argumentation in essays written for
a standardized graduate school admission exam.
Metaphors being important argumentative devices,
we report on annotating data for potential training
and testing of metaphor detection software that
would eventually be used for automated scoring of
essays.

Metaphors of various kinds can be relevant to ar-
gumentation. Some metaphors create vivid images
and function as examples or as organizing ideas be-
hind a series of examples. These are akin to pictures
that are worth a thousand words, and are highly po-
tent rhetorical devices. Metaphors of a less artistic

crafting – more conventionalized ones, metaphors
that we “live by” according to Lakoff and John-
son’s (1980) famous tenet – subtly organize our
thinking and language production in culturally co-
herent ways.

For an example of a vivid metaphor that helps or-
ganize the essay, consider an essay on the relation-
ship between arts and government funding thereof
(see example 1). The author’s image of a piece of
art as a slippery object that escapes its captor’s grip
as a parallel to the relationship between an artist and
his or her patron/financier is a powerful image that
provides a framework for the author’s examples (in
the preceding paragraph, Chaucer is discussed as
a clever and subversive writer for his patron) and
elaborations (means of “slippage”, like veiled ima-
gery, multiple meanings, etc).

(1) Great artistic productions, thus, tend to
rise above the money that bought them, to
bite, as it were, the hand that fed them.
This is not always so, of course. But
the point is that great art is too slippery
to be held in the grip of a governing
power. Through veiled imagery, multiple
meanings, and carefully guarded language,
a poem can both powerfully criticize a ruler
and not blow its cover.

For an example of a conventional metaphor, con-
sider the metaphor of construction/building. The
connotation of foundations is something essential,
old, solid, and lying deep, something that, once laid,
remains available for new construction for a long pe-
riod of time. It is often used to explain emergence
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of things – the existence of foundations (or support,
or basis) is contrasted with the (presumed) idea of
appearance out of nothing. Certain topics of discus-
sion are particularly amenable for arguments from
construction-upon-foundation. For example, con-
sider an essay question “Originality does not mean
thinking something that was never thought before;
it means putting old ideas together in new ways,”
where an explanation of the emergence of something
is required. Examples 2-6 show excerpts from es-
says answering this prompt that employ the founda-
tion metaphor.

(2) The foundation of the United States was
also based on a series of older ideas into
which the fathers of our nation breathed
new life.

(3) History is a progressive passing on of ideas,
a process of building on the foundations laid
by the previous generations. New ideas can-
not stand if they are without support from
the past.

(4) New discoveries and ideas are also original
for some time, but eventually they become
the older, accepted pieces that are the build-
ing blocks for originality.

(5) Original thinking can include old ideas
which almost always are a basis for
continued thought leading to new ideas.

(6) Humans are born of their ancestors, thrive
from their intelligence, and are free to build
on the intellectual foundations laid.

The two types of metaphors exemplified above
have different argumentative roles. The first orga-
nizes a segment of an essay around it, firstly by
imposing itself on the reader’s mind (a property
rhetoricians call presence (Perelman and Olbrechts-
Tyteca, 1969; Gross and Dearin, 2003; Atkinson
et al., 2008)), secondly by helping select support-
ing ideas or examples that are congruent with the
parts of the target domain that are highlighted by the
metaphor (this property is termed framing (Lakoff,
1991; Entman, 2003)), such as the idea of evasive-
ness purported by the ART AS A SLIPPERY OB-
JECT metaphor that is taken up both in the preceding
Chaucer example and in an elaboration.

By contrast, metaphors “we live by” without even
noticing, such as TIME IS MONEY or IDEAS ARE

BUILDINGS, are not usually accorded much reader
attention; they are processed by using the conven-
tional connotation of the word as if it were an
additional sense of that word, without invoking a
comparison between two domains (for processing
by categorization see (Bowdle and Gentner, 2005;
Glucksbeg and Haught, 2006)). Thus, the word
foundation is unlikely to elicit an image of a con-
struction site, but rather will directly invoke the con-
cept of something essential and primary. It is un-
clear to what extent such highly conventionalized
metaphors that are not deliberately construed as
metaphors have the framing property beyond fram-
ing induced by any lexical choice – that of stress-
ing the chosen over the un-chosen alternative (Bil-
lig, 1996). Therefore, the fact that an essay writer
used a conventional metaphor is not in itself a mark
of rhetorical sophistication; it is possible, however,
that, if certain metaphorical source domains are par-
ticularly apt for the given target domain (as the do-
main of construction to discuss emergence), using
the metaphor is akin to choosing a solid though not
particularly original argument.

Our interest being in metaphors that play a role
in argumentation, we attempted to devise an annota-
tion protocol that would be specifically geared to-
wards identification of such metaphors. In what
follows, we review the literature on approaches to
annotating metaphors in a given discourse (sec-
tion 2), we describe the protocol and the annotation
procedure (section 3), report inter-annotator agree-
ment (section 4), quantify the relationship between
metaphorical density (percentage of metaphorically
used words in an essay) and essay quality as mea-
sured by essay score, as well as estimate the poten-
tial usefulness of metaphor detection for automated
scoring of essays (section 5.2).

2 Related Work

Much of the contemporary work on metaphor in psy-
chological and computational veins is inspired by
Lakoff and Johnson’s (1980) research on concep-
tual metaphor. Early work in this tradition concen-
trated on mapping the various conceptual metaphors
in use in a particular culture (Lakoff and Johnson,
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1980; Lakoff and Kövecses, 1987; Kövecses, 2002).
Examples for various conceptual mappings are col-
lected, resulting in the Master Metaphor List (Lakoff
et al., 1991), showing common metaphorical map-
pings and their instances of use. For example, the
LIFE IS A JOURNEY conceptual metaphor that maps
the source domain of JOURNEY to the target domain
of LIFE is used in expressions such as:

• He just sails through life.

• He is headed for great things.

• If this doesn’t work, I’ll just try a different
route.

• She’ll cross that bridge when she comes to it.

• We’ve come a long way.

While exemplifying the extent of metaphoricity of
everyday English, such a list is not directly appli-
cable to annotating metaphors in discourse, due to
the limited coverage of the expressions pertaining to
each conceptual metaphor, as well as of the concep-
tual metaphors themselves.

Studies of discourse metaphor conducted in
the Critical Discourse Analysis tradition (Musolff,
2000; Charteris-Black, 2005) analyze a particular
discourse for its employment of metaphors. For
example, an extensive database of metaphors in
British and German newspaper discourse on Euro-
pean integration in the 1990s was compiled by Mu-
solff (2000); the author did not make it clear how
materials for annotation were selected.

A systematic but not comprehensive approach to
creating a metaphor-rich dataset is to pre-select ma-
terials using linguistic clues (Goatly, 1997) for the
presence of metaphor, such as utterly or so to speak.
Shutova and Teufel (2010) report precision statis-
tics for using different clues to detect metaphoric
sentences; expressions such as literally, utterly, and
completely indicate a metaphorical context in more
than 25% of cases of their use in the British National
Corpus. Such cues can aid in pre-selecting data for
annotation so as to increase the proportion of mate-
rials with metaphors beyond a random sample.

Another approach is to decide on the source do-
mains of interest in advance, use a dictionary or
thesaurus to detect words belonging to the domain,

and annotate them for metaphoricity (Stefanowitsch,
2006; Martin, 2006; Gedigan et al., 2006). Gedi-
gan et al. (2006) found that more than 90% of
verbs belonging to MOTION and CURE domains in
a Wall Street Journal corpus were used metaphori-
cally. Fixing the source domain is potentially appro-
priate if common metaphorically used domains in a
given discourse have already been identified, as in
(Koller et al., 2008; Beigman Klebanov et al., 2008).

A complementary approach is to fix the target
domain, and do metaphor “harvesting” in a win-
dow around words belonging to the target domain.
For example, Reining and Löneker-Rodman (2007)
chose the lemma Europe to represent the target do-
main in the discourse on European integration. They
extracted small windows around each occurrence of
Europe in the corpus, and manually annotated them
for metaphoricity. This is potentially applicable to
analyzing essays, because the main target domain of
the discourse is usually given in the prompt, such
as art, originality. The strength of this method is
its ability to focus on metaphors with argumentative
potential, because the target domain, which is the
topic of the essay, is directly involved. The weak-
ness is the possibility of missing metaphors because
they are not immediately adjacent to a string from
the target domain.

The Metaphor Identification Procedure (MIP) is
a protocol for exhaustive metaphoricity annota-
tion proposed by the Pragglejaz group (Pragglejaz,
2007). The annotator classifies every word in a
document (including prepositions) as metaphorical
if it has “a more basic contemporary meaning” in
other contexts than the one it has in the current con-
text. Basic meanings are explained to be “more con-
crete, related to bodily action, more precise, and his-
torically older.” The authors – all highly qualified
linguists who have a long history of research collab-
oration on the subject of metaphor – attained a kappa
of 0.72 for 6 annotators for one text of 668 words
and 0.62 for another text of 676 words. Shutova and
Teufel (2010) used the protocol to annotate content
verbs only, yielding kappa of 0.64 for 3 volunteer
annotators with some linguistic background, on a set
of sentences containing 142 verbs sampled from the
British National Corpus. It is an open question how
well educated lay people can agree on an exhaustive
metaphor annotation of a text.
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We note that the procedure is geared towards con-
ceptual metaphors at large, not necessarily argumen-
tative ones, in that the protocol does not consider the
writer’s purpose in using the metaphor. For example,
the noun forms in “All one needs to use high-speed
forms of communication is a computer or television
and an internet cable” is a metaphor according to
the MIP procedure, because the basic meaning “a
shape of something” is more concrete/physical than
the contextual meaning “a type of something,” so a
physical categorization by shape stands for a more
abstract categorization into types. This metaphor
could have an argumentative purport; for instance,
if the types in question were actually very blurred
and difficult to tell apart, by calling them forms (and,
by implications, shapes), they are framed as being
more clearly and easily separable than they actually
are. However, since the ease of categorization of
high-speed electronic communication into types is
not part of the author’s argument, the argumentative
relevance of this metaphor is doubtful.

3 Annotation Protocol

In the present study, annotators were given the fol-
lowing guidelines:

Generally speaking, a metaphor is a lin-
guistic expression whereby something is
compared to something else that it is
clearly literally not, in order to make a
point. Thus, in Tony Blair’s famous “I
haven’t got a reverse gear,” Tony Blair is
compared to a car in order to stress his
unwillingness/inability to retract his state-
ments or actions. We would say in this
case that a metaphor from a vehicle do-
main is used.
. . . [more examples] . . .
The first task in our study of metaphor
in essays is to read essays and underline
words you think are used metaphorically.
Think about the point that is being made
by the metaphor, and write it down. Note
that a metaphor might be expressed by the
author or attributed to someone else. Note
also that the same metaphor can be taken
up in multiple places in a text.

During training, two annotators were instructed
to apply the guidelines to 6 top-scoring essays an-
swering a prompt about the role of art in society.
After they finished, sessions were held where the
annotators and one of the authors of this paper dis-
cussed the annotations, including explication of the
role played by the metaphor in the essay. A sum-
mary document that presents a detailed consensus
annotation of 3 of the essays was circulated to the
annotators. An example of an annotation is shown
below (metaphors are boldfaced in the text and ex-
plained underneath):

F. Scott Fitzgerald wrote, “There is a dark
night in every man’s soul where it is
always 2 o’clock in the morning.” His
words are a profound statement of human
nature. Within society, we operate under a
variety of social disguises. Some of these
masks become so second nature that we
find ourselves unable to take them off.
(1) Dark night, 2 o’clock in the morning:
True emotions are not accessible (at 2
o’clock a person is usually asleep and un-
aware of what is going on) and frighten-
ing to handle on one’s own (scary to walk
at night alone); people need mediation to
help accessibility, and also company to al-
leviate the fear. Art provides both. This
metaphor puts forward the two main argu-
ments: accessibility and sharing.
(2) Masks, take off, disguises: could
be referring to the domain of the-
ater/performance. Makes the point that
what people do in real life to themselves
is superficially similar to what art (the-
ater) does to performers – hiding their true
identity. In the theater, the hiding is tem-
porary and completely reversible at will,
there is really no such thing as inability to
take off the mask. The socially-inflicted
hiding is not necessarily under the per-
son’s control, differently from a theatrical
mask. Supports and extends the accessi-
bility argument: not just lack of courage
or will, but lack of control to access the
true selves.
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The actual annotation then commenced, on a sam-
ple of essays answering a different question (the
data will be described in section 3.1). Annotators
were instructed to mark metaphors in the text using a
graphical interface that was specially developed for
the project. The guidelines for the actual annotation
are shown below:

During training, you practiced careful
reading while paying attention to non-
literal language and saw how metaphors
work in their context. At the annota-
tion stage, you are not asked to expli-
citly interpret the metaphor and identify
its argumentative contribution (or rather,
its attempted argumentative contribution),
only to mark metaphors, trusting your in-
tuition that you could try to interpret the
metaphor in context if needed.

Note that we have not provided formal defini-
tions of what a literal sense is in order to not inter-
fere with intuitive judgments of metaphoricity (dif-
ferently from Pragglejaz (2007), for example, who
provide definition of a basic sense). Neither have
we set up an explicit classification task, whereby an-
notators are required to classify every single word in
the text as a metaphor or a non-metaphor (again, dif-
ferently from Pragglejaz (2007)); in our task, anno-
tators were instructed to mark metaphors while they
read. This is in the spirit of Steen’s (2008) notion of
deliberate metaphors – words and phrases that the
writer actually meant to produce as a metaphor, as
opposed to cases where the writer did not have a
choice, such as using in for an expression like in
time, due to the pervasiveness of the time-as-space
metaphor. Note, however, that Steen’s notion is
writer-based; since we have no access to the writers
of the essays, we side with an educated lay reader
and his or her perception of a metaphorical use.

The annotators were instructed to give the author
the benefit of the doubt and *not* to assume that a
common metaphor is necessarily unintenional:

When deciding whether to attribute to the
author the intention of making a point
using a metaphor, please be as liberal as
you can and give the author the benefit
of the doubt. Specifically, if something is

a rather common metaphor that still hap-
pens to fit nicely into the argument the au-
thor is making, we assume that the author
intended it that way.

To clarify what kinds of metaphors are excluded
by our guidelines, we explained as follows:

In contrast, consider cases where an ex-
pression might be perhaps formally clas-
sified as a metaphor, but the literal sense
cannot be seen as relevant to the author’s
argument. For example, consider the fol-
lowing sentence from Essay 2 from our
training material: “Seeing the beauty of
nature or hearing a moving piece of music
may drive one to perhaps try to replicate
that beauty in a style of one’s own.” Look
at the italicized word – the preposition in.
According to some theories of metaphor,
that would constitute a metaphorical use:
Literally, in means inside some container;
since style is not literally a container, the
use of in here is non-literal. Suppose now
that the non-literal interpretation invites
the reader to see style as a container. A
container might have more or less room,
can be full or empty, can be rigid or flex-
ible, can contain items of the same or dif-
ferent sorts – these are some potential im-
ages that go with viewing something as a
container, yet none of them seems to be
relevant to whatever the author is saying
about style, that is, that it is unique (one’s
own) and yet the result is not quite original
(replication).

The two annotators who participated in the task
hold BA degrees in Linguistics, but have no back-
ground in metaphor theory. They were surprised and
bemused by an example like in style, commenting
that it would never have occurred to them to mark it
as a metaphor. In general, the thrust of this proto-
col is to identify metaphorical expressions that are
noticeable and support the author’s argumentative
moves; yet, we targeted a reasonable timeline for
completing the task, with about 30 minutes per text,
therefore we did not require a detailed analysis of
the marked metaphors as done during training.
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3.1 Data

Annotation was performed on 116 essays written on
the following topic: “High-speed electronic commu-
nications media, such as electronic mail and tele-
vision, tend to prevent meaningful and thought-
ful communication.” Test-takers are instructed to
present their perspective on the issue, using rele-
vant reasons and/or examples to support their views.
Test-takers are given 45 minutes to compose an es-
say. The essays were sampled from the dataset an-
alyzed in Attali et al. (2013), with oversampling
of longer essays. In the Attali et al. (2013) study,
each essay was scored for the overall quality of En-
glish argumentative composition; thus, to receive the
maximum score, an essay should present a cogent,
well-articulated analysis of the complexities of the
issue and convey meaning skillfully. Each essay was
scored by 16 professional raters on a scale of 1 to 6,
allowing plus and minus scores as well, quantified
as 0.33 – thus, a score of 4- is rendered as 3.67. This
fine-grained scale resulted in a high mean pairwise
inter-rater correlation (r=0.79). We use the average
of 16 raters as the final score for each essay. This
dataset provides a fine-grained ranking of the essays,
with almost no two essays getting exactly the same
score.

For the 116 essays, the mean length was 478
words (min: 159, max: 793, std: 142); mean score:
3.82 (min: 1.81, max: 5.77, std: 0.73). Table 1
shows the distribution of essay scores.

Score Number Proportion
of Essays of Essays

2 4 0.034
3 33 0.284
4 59 0.509
5 19 0.164
6 1 0.009

Table 1: Score distribution in the essay data. The first
column shows the rounded score. For the sake of pre-
sentation in this table, all scores were rounded to integer
scores, so a score of 3.33 was counted as 3, and a score
of 3.5 was counted as 4.

4 Inter-Annotator Agreement and Parts of
Speech

The inter-annotator agreement on the total of 55,473
word tokens was κ=0.575. In this section, we inves-
tigate the relationship between part of speech and
metaphor use, as well as part of speech and inter-
annotator agreement.

For this discussion, words that appear in the
prompt (essay topic) are excluded from all sets. Fur-
thermore, we concentrate on content words only (as
identified by the OpenNLP tagger1). Table 2 shows
the split of the content-word annotations by part
of speech, as well as the reliability figures. We
report information for each of the two annotators
separately, as well as for the union of their anno-
tations. We report the union as we hypothesize that
a substantial proportion of apparent disagreements
between annotators are attention slips rather than
substantive disagreements; this phenomenon was at-
tested in a previous study (Beigman Klebanov et al.,
2008).

POS Count A1 A2 A1
⋃

A2 κ

All 55,473 2,802 2,591 3,788 0.575
Cont. 29,207 2,380 2,251 3,211 0.580
Noun 12,119 1,033 869 1,305 0.596
Adj 4,181 253 239 356 0.525
Verb 9,561 1,007 1,039 1,422 0.563
Adv 3,346 87 104 128 0.650

Table 2: Reliability by part of speech. The column Count
shows the total number of words in the given part of
speech across the 116 essays. Columns A1 and A2 show
the number of items marked as metaphors by annotators
1 and 2, respectively, while Column A1

⋃
A2 shows num-

bers of items in the union of the two annotations. The
second row presents the overall figure for content words.

Nouns constitute 41.5% of all content words; they
are 43.4% of all content-word metaphors for anno-
tator 1, 38.6% for annotator 2, and 40.6% for the
union of the two annotations. Nouns are therefore
represented in the metaphor annotated data in their
general distribution proportions. Of all nouns, 7%-
8.5% are identified as metaphors by a single annota-
tor, while 10.8% of the nouns are metaphors in the
union annotation.

1http://opennlp.apache.org/index.html
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Verbs are 32.7% of all content words; they are
42.3% of all content-word metaphors for annotator
1, 46.2% for annotator 2, and 44.3% in the union.
Verbs are therefore over-represented in the metaphor
annotated data relative to their general distribution
proportions. Of all verbs, 10.5%-10.9% are identi-
fied as metaphors by a single annotator, while 14.9%
are metaphors in the union annotation.

Adjectives are 14.3% of all content words; they
are 10.6% of all content-word metaphors for anno-
tator 1, 10.6% for annotator 2, and 11.1% in the
union. Adjectives are therefore somewhat under-
represented in the metaphor annotated data with re-
spect to their general distribution. About 6% of ad-
jectives are identified as metaphors in individual an-
notations, and 8.5% in the union annotation.

Adverbs are 11.5% of all content words; they are
3.7% of all content-word metaphors for annotator 1
and 4.6% for annotator 2, and 4% in the union. Ad-
verbs are heavily under-represented in the metaphor
annotated data with respect to their general distri-
bution. Of all non-prompt adverbs, about 3-4% are
identified as metaphors.

The data clearly points towards the propensity of
verbs towards metaphoricity, relative to words from
other parts of speech. This is in line with reports in
the literature that identify verbs as central carriers of
metaphorical vehicles: Cameron (2003) found that
about 50% of metaphors in educational discourse are
realized by verbs, beyond their distributional propor-
tion; this finding prompted Shutova et al. (2013) to
concentrate exclusively on verbs.

According to Goatly (1997), parts of speech dif-
fer in the kinds of metaphors they realize in terms of
the recognizability of the metaphorical use as such.
Nouns are more recognizable as metaphors than
other word classes for the following two reasons:
(1) Since nouns are referring expressions, they re-
veal very strongly the clashes between conventional
and unconventional reference; (2) Since nouns of-
ten refer to vivid, imaginable entities, they are more
easliy recognized than metaphors of other parts of
speech. Moreover, morphological derivation away
from nouns – for example, by affixation – leads to
more lexicalized and less noticeable metaphors than
the original nouns.

Goatly’s predictions seem to be reflected in inter-
annotator agreement figures for nouns versus adjec-

tives and verbs, with nouns yielding higher reliabi-
lity of identification than verbs and adjectives, with
the latter two categories having more cases where
only one but not both of the annotators noticed a
metaphorical use. Since adverbs are the most distant
from nouns in terms of processes of morphological
derivation, one would expect them to be less eas-
ily noticeable, yet in our annotation adverbs are the
most reliably classified category.

Inspecting the metaphorically used adverbs, we
find that a small number of adverbs cover the bulk
of the volume: together (11), closer (11), away (10),
back (8) account for 46% of the adverbs marked by
annotator 1 in our dataset. Almost all cases of to-
gether come from a use in the phrasal verb bring
together (8 cases), in expressions like “bringing the
world together into one cyberspace without borders”
or “electronic mail could bring people closer to-
gether” or “bringing society together.” In fact, 6 of
the 11 cases of closer are part of the construction
bring closer together, and the other cases have simi-
lar uses like “our conversations are more meaningful
because we are closer through the internet.”

Interestingly, the metaphorical uses of away also
come from phrasal constructions that are used for
arguing precisely the opposite point – that cyber-
communications drive people away from each other:
“email, instant messaging, and television support a
shift away from throughful communication,” “mass
media and communications drive people away from
one another,” “by typing a message ... you can easily
get away from the conversation.”

It seems that the adverbs marked for meta-
phoricity in our data tend to be (a) part of phrasal
constructions, and (b) part of a commonly made ar-
gument for or against electronic communication –
that it (metaphorically) brings people together, or
(metaphorically) drives them apart by making the
actual togetherness (co-location) unnecessary for
communication. The adverbs are therefore not of the
derivationally complex kind Goatly has in mind, and
their noticeability might be enhanced by being part
of a common argumentative move in the examined
materials, especially since the annotators were in-
structed to look out for metaphors that support the
writer’s argument.
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5 Metaphor and Content Scoring

In order to assess the potential of metaphor detec-
tion to contribute to essay scoring, we performed
two tests: correlation with essay scores and a regres-
sion analysis in order to check whether metaphor use
contributes information that is beyond what is cap-
tured by a state-of-art essay scoring system.

As a metaphor-derived feature, we calculated
metaphorical density, that is, the percentage of
metaphorically used words in an essay: All words
marked as metaphors in an essay were counted (con-
tent or other), and the total was divided by essay
length.

5.1 E-rater
As a reference system, we use e-rater (Attali and
Burstein, 2006), a state-of-art essay scoring system
developed at Educational Testing Service.2 E-rater
computes more than 100 micro-features, which are
aggregated into macro-features aligned with specific
aspects of the writing construct. The system in-
corporates macro-features measuring grammar, us-
age, mechanics, style, organization and develop-
ment, lexical complexity, and vocabulary usage. Ta-
ble 3 gives examples of micro-features covered by
the different macro-features.

Macro-Feature Example Micro-Features
Grammar, agreement errors
Usage, and verb formation errors
Mechanics missing punctuation
Style passive, very long or very short

sentences, excessive repetition
Organization use of discourse elements:
and thesis, support, conclusion
Development
Lexical average word frequency
Complexity average word length
Vocabulary similarity to vocabulary in

high- vs low-scoring essays

Table 3: Features used in e-rater (Attali and Burstein,
2006).

E-rater models are built using linear regression on
large samples of test-taker essays. We use an e-rater
model built at Educational Testing Service using

2http://www.ets.org/erater/about/

a large number of essays across different prompts,
with no connection to the current project and its
authors. This model obtains Pearson correlations
of r=0.935 with the human scores. The excellent
performance of the system leaves little room for
improvement; yet, none of the features in e-rater
specifically targets the use of figurative language, so
it is interesting to see the extent to which metaphor
use could help explain additional variance.

5.2 Results

We found that metaphorical density attains correla-
tion of r=0.507 with essay score using annotations
of annotator 1, r=0.556 for annotator 2, and r=0.570
using the union of the two annotators. It is clearly
the case that better essays tend to have higher pro-
portions of metaphors.

We ran a regression analysis with essay score as
the dependent variable and e-rater raw score and
metaphor density in the union annotation as two
independent variables. The correlation with essay
score improved from 0.935 using e-rater alone to
0.937 using the regression equation (the adjusted R2

of the model improved from 0.874 to 0.876). While
the contribution of metaphor feature is not statisti-
cally significant for the size of our dataset (n=116,
p=0.07), we are cautiously optimistic that metaphor
detection can make a contribution to essay scoring
when the process is automated and a larger-scale
evaluation can be performed.

6 Conclusion

This article discusses annotation of metaphors in
a corpus of argumentative essays written by test-
takers during a standardized examination for grad-
uate school admission. The quality of argumenta-
tion being the focus of the project, we developed a
metaphor annotation protocol that targets metaphors
that are relevant for the writer’s arguments. The
reliability of the protocol is κ=0.58, on a set of 116
essays (a total of about 30K content word tokens).

We found a moderate-to-strong correlation
(r=0.51-0.57) between the density of metaphors
in an essay (percentage of metaphorically used
words) and the writing quality score as provided by
professional essay raters.

As the annotation protocol is operationally effi-
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cient (30 minutes per essay of about 500 words),
moderately reliable (κ=0.58), and uses annotators
that do not possess specialized knowledge and
training in metaphor theory, we believe it is fea-
sible to annotate a large set of essays for the pur-
pose of building a supervised machine learning sys-
tem for detection of metaphors in test-taker essays.
The observed correlations of metaphor use with es-
say score, as well as the fact that metaphor use is
not captured by state-of-art essay scoring systems,
point towards the potential usefulness of a metaphor
detection system for essay scoring.
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Abstract 

What influences the likelihood that a word 
will be used metaphorically? We tested 
whether the likelihood of metaphorical use is 
related to the relationality of a word’s mean-
ing. Relational words name relations between 
entities. We predicted that relational words, 
such as verbs (e.g., speak) and relational 
nouns (e.g., marriage) would be more likely 
to be used metaphorically than words that 
name entities (e.g., item). In two experiments, 
we collected expert ratings of metaphoricity 
for uses of verbs, relational nouns, and entity 
nouns collected from a corpus search. As pre-
dicted, uses of relational words were rated as 
more metaphorical than uses of entity words. 
We discuss how these findings could inform 
NLP models of metaphor.  

1 Introduction 

Our goal is to assess the metaphoric potential of 
words and word classes—by which we mean the 
likelihood that the word (or word class) will be 
used metaphorically. By metaphorical use, we 
mean the use of a word to convey ideas that are not 
part of its basic or standard meaning. We note that 
metaphoric potential does not equate to metaphoric 
salience. Many common metaphorical uses are not 
particularly salient. These include non-spatial, ab-
stract uses of prepositions (e.g., in love, between 
assignments) and metaphorical uses of verbs (e.g., 
run for office, fall behind).  

One could question whether it is useful to iden-
tify the kind of metaphorical uses just mentioned. 
Shutova, Tuefel, & Korhonen (2012) point out that 

it may not be relevant to NLP applications to iden-
tify highly conventionalized or “dead” metaphori-
cal uses, ones for which a metaphorical sense has 
become dominant and earlier literal senses have 
become obsolete. An example is the verb impress, 
which was originally used in printing contexts and 
meant ‘to make a mark with pressure’ but now is 
typically used to mean ‘to produce admiration in 
someone’. While we agree that identifying such 
‘dead’ metaphors may not be useful, we note that 
there are many conventional metaphors that also 
retain a healthy literal sense; and in these cases, 
identifying their metaphorical uses can be chal-
lenging. An example is the word glow, which can 
be used literally (The lamp glows dimly) as well as 
metaphorically (Her face glows with joy). In our 
research, we will consider both conventional and 
novel extensions of a word’s meaning but will fo-
cus more on conventional metaphorical uses. 

Many factors influence a word’s metaphoric po-
tential—including its conventionality as a prior 
metaphoric source, its familiarity, and whether it 
belongs to a conceptual system whose other mem-
bers are often used metaphorically1. We focus here 
on a relatively unexplored factor: namely, the rela-
tionality of the word’s meaning. 

Relational words are words that take more than 
one argument. These include verbs (KNOW(Sue, 
Ida)), prepositions (ON(fence, hill)), and relational 

                                                 
1 For example, one might be able to say “Let me slide this to 
him” meaning “Let me communicate this to him in a smooth 
manner),” because the “conduit” metaphoric system (Reddy, 
1979; Lakoff & Johnson, 1980) includes other instances of 
caused-physical-motion verbs used to convey communication 
of ideas (e.g., “Is this message getting across to you?”). 
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nouns2 (FRIEND OF(John, George). Relational 
nouns (e.g., guest, host, party). which name rela-
tions or systems of relations, can be contrasted 
with entity nouns (e.g., zebra, thing), which name 
entities defined by their intrinsic properties (see 
Gentner & Kurtz, 2005; Goldwater Markman & 
Stilwell, 2011, and Markman & Stilwell, 2001). 

Goldwater and Willits (2010) explored ways to 
distinguish relational from entity nouns based on 
their distributional patterns. All of the nouns from 
the Goldwater et al. (2011), Gentner & Kurtz 
(2005) and Gentner & Asmuth (2008) studies were 
normed for their relationality by naïve participants, 
who rated to what degree each word expressed re-
lational or entity meanings. Goldwater and Willits 
analyzed the distributions of the top 50 highest 
rated relational nouns and top 25 entity nouns on a 
10,000 word corpus from Wikipedia.com. The two 
kinds of nouns were found to have distinct dis-
tributional patterns. For relational nouns, the most 
frequent immediate following word is a preposition 
connecting the noun to another term (as in ‘propor-
tion of X’ or ‘barrier to X’)3. In contrast, the most 
frequent immediate follower for entity nouns is 
and4. These distributional patterns can be used to 
predict noun type. Given two words, their distribu-
tional similarity can predict whether they are of the 
same noun type or different noun type with close 
to 90% accuracy. Although further study is needed 
of how well these results extend to a larger sample 
of nouns, we believe this is a promising direction.  

Our hypothesis that metaphorical potential is re-
lated to relationality is supported by evidence that 
relational words are more mutable than entity 
words—that is, the meanings of relational words 
adjust more to fit their contexts than do the mean-
ings of entity nouns (Gentner, 1981). Psycholin-
guistic studies of sentence interpretation have 
found this pattern both across word classes (nouns 
vs. verbs) and within the noun class (entity nouns 
vs. relational nouns). For example, when partici-

                                                 
2 A common test for relational nouns involves the use of geni-
tive of (Barker and Dowty, 1993).  For example, friend is a 
relational noun, and "friend of John" and "John's friend" are 
both grammatical and interchangeable.  The of form is not 
grammatical for non-relational nouns (e.g., John’s truck, 
*truck of John) (Barker, 1995). 
3 Goldwater and Willits found that relational nouns were most 
frequently followed by of, but distributional approaches could 
be extended to other common role-bearing terms. 
 

pants were asked to paraphrase semantically 
strained sentences in which the noun did not meet 
the argument specification of the verb (e.g., The 
car laughed), their paraphrases were far more 
likely to preserve the meanings of the nouns than 
of the verbs (Gentner & France, 1988) (e.g., ‘The 
automobile sputtered and refused to start’). Further 
evidence comes from studies testing recognition 
memory of nouns and verbs (Kersten & Earles, 
2004). Verbs were recognized better if found in the 
same context as at encoding, but nouns were rec-
ognized equally well whether in the same context 
or in a new context. Kersten and Earles suggested 
that this difference stemmed from the greater mu-
tability of verbs (Gentner, 1981). Because the 
meanings of verbs adjust more to their contexts 
than do the meanings of nouns, a verb may be in-
terpreted as having very different meanings at en-
coding and at test. This made it difficult for 
participants to recognize that the same word was 
used in both cases.  

There is also evidence that relational nouns have 
greater mutability than entity nouns. Using a simi-
lar paradigm to the one used by Kersten and Earles 
(2004), Asmuth and Gentner (2005) gave partici-
pants conceptual combinations consisting of one 
relational noun and one entity noun (e.g., a truck 
limitation, a barrier peanut) and later tested their 
recognition memory for the individual nouns, 
which were either presented in the old context (the 
same context as at encoding) or in a new context. 
Overall, recognition of entity nouns was better than 
recognition of relational nouns. Additionally, rec-
ognition for relational nouns was more impaired by 
a shift to a new context than was recognition of 
entity nouns. This is consistent with the mutability 
claim that relational nouns are encoded in a con-
text-dependent manner. 

 To summarize, the evidence that relational 
words are more mutable than entity words suggest 
that they should have greater metaphoric potential. 
If a word’s meaning readily adjusts to its context, 
this can result in metaphoric extensions that go 
beyond the word’s basic or standard meaning. 
Since relational words are more mutable than en-
tity words, they should be more likely to be ex-
tended in this way.  

We test this prediction both across and within 
word classes. Comparing across word classes, we 
predict that verbs will have greater metaphoric po-
tential than nouns. Comparing within word class, 
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we predict that relational nouns will have greater 
metaphoric potential than entity nouns. 

There is already evidence for the predicted dif-
ference between word classes: metaphorical uses 
of verbs have been found to be more common than 
metaphorical uses of nouns in poetry (Brooke-
Rose, 1958), in classroom discourse (e.g., Cam-
eron, 2003), and across various spoken and written 
genres (e.g., Shutova & Teufel, 2010; Steen, Dorst, 
Herrmann, Kaal, Krennmayr, & Pasma, 2010).  

In the studies that follow, we tested our predic-
tions using data collected from a corpus search. 
We randomly sampled uses of verbs, relational 
nouns, and entity nouns and collected novelty and 
metaphoricity ratings for each of these uses. We 
were particularly interested in the pattern among 
conventional metaphorical uses, which are the 
most challenging to identify with NLP methods. 

2 Experiment 1 

2.1 Materials 

The materials consisted of 20 uses each of nine 
entity nouns, eighteen relational nouns5, and nine 
verbs.  The entity and relational nouns were se-
lected based on data from a previous rating task 
(the same as provided Goldwater and Willits with 
their sample). The entity nouns we selected were 
rated as conveying an entity meaning to a higher 
degree than the relational nouns, and vice versa, all 
ps < .001. The nine verbs were selected to match 
the frequencies of the nouns, using data from the 
Corpus of Contemporary American English 
(COCA) (Davies, 2008-). There were no differ-
ences in the frequencies of the word types, F(3, 32) 
= .857, p = .474. 

We collected a random sample of 20 uses of 
each of the 36 words from COCA, with an equal 
number from the spoken, fiction, magazine, news, 
and academic registers. We used the following cri-
teria to determine whether a word use would be 
included in the sample. First, the word had to be 
used as a noun or verb, depending on its prese-
lected word type6 (e.g., for the verb talk, we only 

                                                 
5 There were two different kinds of relational nouns (schema 
nouns, which refer to relational systems, e.g., party, and role 
nouns, which refer to roles within such systems, e.g., guest), 
but we do not distinguish them in the analyses that follow. 
6 We reserve the use of the term word class for accepted syn-
tactic distinctions (e.g., nouns vs. verbs) and use the term 

collected uses in which talk was used as a verb). 
Second, the word had to be used in a full sentence 
or phrase, so as to give sufficient context to deter-
mine how metaphorical the use was. Third, the 
sentence had to be a statement, not a question. Fi-
nally, the word could only appear once in the sen-
tence. 

2.2 Rating Task 

The three raters were Ph.D. students of English 
or Comparative Literature. They were chosen be-
cause they had extensive experience identifying 
figurative language and would be able to identify 
metaphors that may not have been particularly sa-
lient to average readers.  

The raters were given sets of sentences with the 
key terms bolded and underlined: e.g.,  

The human mind, the only device capable of traveling 
through time, tends to want to stay in its own time.  
A smartphone or other technological device used dur-
ing worship also can be a distraction. 
 They were instructed to rate the metaphoricity 

and the novelty of the indicated words, on two 
separate scales from 1 (not at all novel 
/metaphorical) to 6 (very novel/metaphorical). The 
separate ratings were used to ensure that raters 
were not conflating novelty and metaphoricity. For 
each item, we calculated the average of the indi-
vidual novelty and metaphoricity scores assigned 
by the raters. 

2.3 Results 

As predicted, we found that the metaphor ratings 
differed across word types. We conducted an 
ANOVA with the average metaphor ratings for 
each use as the dependent variable. The type of 
word rated (Entity Noun, Relational Noun, or 
Verb) was the independent variable and the spe-
cific word was a random effect. This resulted in a 
marginally significant effect of word type, F(2, 
684) = 3.22, p = .053. Post-hoc Tukey HSD tests 
revealed that uses of verbs (M = 1.77, SD = 0.76) 
and relational nouns (M = 1.75, SD = 0.91) were 
rated as more metaphorical than uses of entity 
nouns (M = 1.27, SD = 0.61), ps < .001.  

The difference between word types was also 

                                                                             
word type to differentiate the kinds of words compared in 
these experiments. 
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marginal when analyzing only conventional uses 
(i.e., those rated “1” for novelty), F(2, 437) = 2.80, 
p = .075. Uses of verbs (M = 1.36, SD = 0.33) and 
relational nouns (M = 1.27, SD = 0.41) were rated 
as more metaphorical than uses of entity nouns (M 
= 1.16, SD = 0.29), ps < .01. No differences in 
metaphoricity were observed between word types 
for novel uses (i.e., those rated higher than “1” for 
novelty), F(2, 213) = 1.49, p = 0.24.  

While these results are only marginally signifi-
cant, they provide encouragement that relationality 
might influence the metaphoric potential of a word.  

2.4 Concreteness, imageability and meta-
phoric potential 

One concern regarding Experiment 1 is that we did 
not control for concreteness or imeageability of the 
words. Previous research is conflicted about what 
effects concreteness and imageability should have 
on a word’s metaphorical potential. On the one 
hand, it has been argued that greater concreteness 
(e.g., Katz, 1989) and imageability (e.g., Goatly, 
2011) should result in greater metaphoricity. How-
ever, previous work by Gentner and Asmuth 
(2008) has shown that relational words, which we 
found to have greater metaphorical potential, tend 
to be less concrete and imageable than entity 
words. In accordance with these findings, we 
found that concreteness and imageability of the 
words (using data from MRC Psycholinguistic Da-
tabase - Coltheart, 1981) varied across word types 
(concreteness: F(2, 26) = 27.36, p < .001; image-
ability: F(2, 26) = 15.71, p < .001). Entity nouns 
were more concrete and imageable than relational 
nouns and verbs, all ps < .001.  

The entity nouns were more concrete and im-
ageable than the relational words, but their uses 
were less metaphorical. Thus in our sample, the 
relationship between concreteness, imageability, 
and metaphoricity was the opposite of that pre-
dicted by Katz (1989) and Goatly (2011)7: more 
concrete words were rated as less metaphorical, 
r(27) = -.43, p = .021. (The relationship between 
imageability and metaphoricity was not significant 
(r(27) = -.30, p = .117)). Because of these findings, 
in the next experiment we controlled for concrete-
ness and imageability across word classes. 

                                                 
7 It is possible that Katz’s and Goatly’s predictions drew on 
different contexts of use from those in our corpus.  

3 Experiment 2 

3.1 Materials 

The materials consisted of 20 uses each of eight 
entity nouns, sixteen relational nouns, and eight 
verbs. The words were selected in the same man-
ner as those in Experiment 1, except that in addi-
tion to controlling for frequency across word types, 
we also controlled for concreteness and imageabil-
ity. In the resulting sets, there were no differences 
in the concreteness of the word types (Coltheart, 
1981), F(2, 29) = .745, p = .484, in the imageabil-
ity of the word types (Coltheart, 1981), F(2, 29) = 
.043, p = .958, nor in the frequencies of the word 
types (using frequency data from COCA), F(2, 29) 
= .144, p = .867.  

3.2 Rating task  

The raters were three Ph.D. students of English or 
Comparative Literature who had not participated in 
the first experiment. The raters received the same 
instructions and followed the same procedure as in 
the first experiment. 

3.3 Results  

Overall, as predicted, we found that uses of rela-
tional words were rated as more metaphorical than 
uses of entity words. An ANOVA like that used in 
Experiment 1 showed that the average metaphor 
ratings differed across word types, F(2, 608) = 
3.77, p < .05. Uses of verbs (M = 2.35, SD = 1.69) 
were rated as more metaphorical than uses of entity 
nouns (M = 1.47, SD = 1.08) and relational nouns 
(M = 1.67, SD = 1.21), ps < .001.  However (in 
contrast to the first study) relational nouns were 
not significantly more metaphorical overall than 
entity nouns (p = .17).  

The pattern was stronger when we looked only 
within conventional uses8 (i.e., those rated “1” for 
novelty), F(2, 513) = 4.22, p < .05. Conventional 
uses of verbs were rated as more metaphorical (M 
= 2.19, SD = 1.59) than uses of entity nouns (M = 
1.16, SD = 0.56) and relational nouns (M = 1.42, 
SD = 0.96), all ps < .001. Uses of relational nouns 
were also rated as more metaphorical than uses of 
entity nouns, p < .05. 

As in the first study, there were no differences 

                                                 
8 Conventional uses made up 85% (545/640) of the sample. 
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between word types for the novel uses (i.e., those 
rated higher than “1” for novelty), F(2, 70) = 1.22, 
p = 0.31. 

4 Discussion 

The results of two experiments provide support for 
the hypothesis that relational words have greater 
metaphoric potential than entity words. In the first 
experiment, verbs and relational nouns were rated 
as marginally more metaphorical than entity nouns. 
In the second experiment, in which concreteness 
and imageability were equated across the word 
types, verbs were rated more metaphorical than 
nouns.  Within conventional uses, verbs were rated 
as more metaphorical than nouns, and relational 
nouns were rated more metaphorical than entity 
nouns.  

4.1 Relationality and language change 

These findings accord with our prediction that rela-
tional words have greater metaphorical potential 
than entity words, and that this pattern is stronger 
for conventional uses. Why is this the case? We 
conjecture that there may be two paths at work 
here. First, metaphor conventionalization may re-
sult in words acquiring relational senses. Accord-
ing to the Career of Metaphor hypothesis (Bowdle 
& Gentner, 1999, 2005; Gentner, Bowdle, Wolff, 
& Boronat, 2001; Gentner & Wolff, 1997) when a 
word is used in a novel metaphoric way, the use is 
processed by aligning the literal target and base of 
the metaphor in order to abstract their common 
structure. If the base term is repeatedly paired with 
other similar target terms, the structure abstracted 
through alignment may become another conven-
tional meaning of the base term. Providing some 
initial support for this idea, Zharikov and Gentner 
(2002) traced the meanings of current relational 
words (e.g., bridge), and found that their relational 
meanings had evolved from earlier concrete, entity 
meanings.  This idea also fits with accounts that 
argue that metaphoric use is one of the mecha-
nisms precipitating semantic shifts in meaning 
(e.g., Traugott, 2004). 

A second conjecture is that because relational 
words often identify deep relations among their 
arguments, uses of relational words across domains 
should result in more apt and relevant metaphors, 
which may therefore be more readily accepted.  

This means that metaphorical uses of relational 
words may be more likely to become conventional-
ized than metaphorical uses of entity words. 

4.2 Applications to NLP 

The metaphoric uses we found in our experiments 
were in general not high-salient, striking figures of 
speech. Moreover, these metaphoric uses co-
existed with literal uses of the same word (conven-
tional non-metaphoric language was still the most 
common form). It is these unstriking, conventional 
metaphorical uses that pose a challenge for NLP 
(Shutova, Tuefel, & Korhonen, 2012). 

How can NLP models of metaphor utilize our 
results? One possibility is to use differences in 
metaphoric potential among word types to inform 
searches for metaphoric language in corpora. Such 
an application would naturally also require a 
method for identifying relational words. Of course, 
since verbs appear to have a higher metaphoric 
potential than nouns, just using grammatical cate-
gory information that is already available can make 
a substantial gain. Moreover, the distributional 
findings discussed earlier offer a potential way to 
distinguish relational from entity nouns (Goldwater 
& Willits, 2010). Assuming their results general-
ize, it might be feasible to distinguish relational 
nouns from entity nouns using distributional in-
formation. 

In sum, we believe that taking into account the 
relationality of words has the potential to improve 
NLP models of metaphor. We look forward to the 
research that would come from uniting this psy-
chological research with current research in NLP. 
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Abstract

Metaphor is a pervasive feature of human lan-
guage that enables us to conceptualize and
communicate abstract concepts using more
concrete terminology. Unfortunately, it is
also a feature that serves to confound a com-
puter’s ability to comprehend natural human
language. We present a method to detect
linguistic metaphors by inducing a domain-
aware semantic signature for a given text and
compare this signature against a large index
of known metaphors. By training a suite of
binary classifiers using the results of several
semantic signature-based rankings of the in-
dex, we are able to detect linguistic metaphors
in unstructured text at a significantly higher
precision as compared to several baseline ap-
proaches.

1 Introduction

Metaphor is a widely-used literary mechanism
which allows for the comparison of seemingly un-
related concepts. It has been thoroughly studied in
both the linguistics literature (Ahrens et al., 2003;
Lakoff and Johnson, 1980; Tourangeau and Stern-
berg, 1982; Wilks, 1978) and more recently within
the field of computational linguistics.1 Although
there have been many influential theories regarding
the cognitive basis of metaphor, the most promi-
nent among them is Lakoff’s Contemporary The-
ory of Metaphor (Lakoff and Johnson, 1980; Lakoff,
1993), which popularized the idea of a conceptual

1For a broad survey of the relevant literature, see Shutova
(2010).

metaphor mapping. Within the cognitive framework
of a given conceptual mapping, terms pertaining to
one concept or domain (the source) can be used fig-
uratively to express some aspect of another concept
or domain (the target). For example, the conceptual
metaphor “Life is a Journey” indicates a medium
within which the target concept “life” may be more
easily discussed and understood. This particular
mapping allows us to speak of one being stuck in a
“dead-end” job, a crucial decision as being a “fork in
the road”, or someone’s life “taking a wrong turn”.

By allowing us to discuss an abstract target con-
cept using the vocabulary and world knowledge
associated with a more familiar source concept,
metaphor serves as a vehicle for human communica-
tion and understanding, and as such, has been found
to be extremely prevalent in natural language, oc-
curring as often as every third sentence (Shutova et
al., 2010). As a consequence of this ubiquity, it is
crucial that any system tasked with the understand-
ing of natural language be capable of detecting the
presence of metaphor in text and of modeling the
intended semantic content of the metaphoric expres-
sion. In this work, we first induce a domain-sensitive
semantic signature which we define as a set of highly
related and interlinked WordNet (Fellbaum, 1998)
senses drawn and augmented from a text that may
be used to place the text within the semantic space
of a metaphoric concept. We then employ a suite
of binary classifiers to detect metaphoricity within
a text by comparing its semantic signature to a set
of known metaphors. If the semantic signature of
the text closely matches the signature of a known
metaphor, we propose that it is likely to represent
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Example Metaphor
Obama heard a bomb ticking in his left ear. No
Obama heard another political bomb ticking, this time in his left ear. Yes

Table 1: The top sentence describes a literal bomb ticking, while the bottom sentence uses metaphoric language to
describe an impending political disaster.

an instance of the same conceptual metaphor. To fa-
cilitate this work, we have built an index of known
metaphors within a particular target domain. We
have selected the domain of Governance which we
define broadly to include electoral politics, the set-
ting and enactment of economic policy, and the
creation, application, and enforcement of rules and
laws.

The problem of metaphor as it relates to computer
understanding is illustrated in the example sentences
of Table 1. A strictly literal reading suggests that the
two sentences are describing something very similar.
At the very least, the semantics of the phrases “bomb
ticking” and “in his left ear” are indistinguishable
without the added knowledge that the second sen-
tence is using metaphor to convey information about
something altogether different from explosives and
body parts. From the context of the full sentences,
it is clear that while the first sentence is straight-
forwardly describing Obama and his perception of
a literal bomb, the second is describing an impend-
ing political crisis as though it were a bomb. Rather
than a literal “ear” this sentence uses the phrase “in
his left ear” to suggest that the source of the crisis in
on the political “left”. In order for an automated sys-
tem to correctly understand the intended meaning of
these sentences, it must first be aware that the text
under consideration is not to be taken literally, and
given this knowledge, it must employ all available
knowledge of the underlying conceptual mapping to
appropriately interpret the text in context.

The remainder of this work is organized as fol-
lows. In Section 2, we survey related work in se-
mantic representation and linguistic metaphor iden-
tification. Section 3 describes in detail our approach
to metaphor identification through the use of seman-
tic signatures. In Section 4, we discuss the setup of
our experiment which includes the creation of our
metaphor index as well as the extraction and anno-
tation of our training and testing data sets. Finally,

we show the results of our experiments in Section 5
and share our conclusions in Section 6.

2 Related Work

The phenomenon of metaphor has been studied
by researchers across multiple disciplines, includ-
ing psychology, linguistics, sociology, anthropol-
ogy, and computational linguistics. A number of
theories of metaphor have been proposed, includ-
ing the Contemporary Theory of Metaphor (Lakoff,
1993), the Conceptual Mapping Model (Ahrens et
al., 2003), the Structure Mapping Model (Wolff and
Gentner, 2000), and the Attribute Categorization
Hypothesis (McGlone, 1996). Based on these the-
ories, large collections of metaphors have been as-
sembled and published for use by researchers. The
Master Metaphor List (MML) (Lakoff, 1994) groups
linguistic metaphors together according to their
conceptual mapping, and the Hamburg Metaphor
Database (HMD) (Eilts and Lönneker, 2002) for
French and German fuses EuroWordNet synsets
with the MML source and target domains for a ro-
bust source of metaphoric semantics in those lan-
guages.

In recent years, the computational linguistics
community has seen substantial activity in the de-
tection of figurative language (Bogdanova, 2010;
Li and Sporleder, 2010; Peters and Wilks, 2003;
Shutova, 2011) one aspect of which is the iden-
tification of metaphoric expressions in text (Fass,
1991; Shutova et al., 2010; Mason, 2004). Much of
the early work on the identification of metaphor re-
lied upon hand-crafted world knowledge. The met*
(Fass, 1991) system sought to determine whether an
expression was literal or figurative by detecting the
violation of selectional preferences. Figurative ex-
pressions were then classified as either metonymic,
using hand-crafted patterns, or metaphoric, us-
ing a manually constructed database of analogies.
The CorMet (Mason, 2004) system determined the
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source and target concepts of a metaphoric expres-
sion using domain-specific selectional preferences
mined from Internet resources. More recent work
has examined noun-verb clustering (Shutova et al.,
2010) which starts from a small seed set of one-
word metaphors and results in clusters that rep-
resent source and target concepts connected via a
metaphoric relation. These clusters are then used to
annotate the metaphoricity of text.

Similar to our work, the Metaphor Interpreta-
tion, Denotation, and Acquisition System (MIDAS)
(Martin, 1990) employed a database of conventional
metaphors that could be searched to find a match
for a metaphor discovered in text. If no match
was found, the metaphoric text was replaced with a
more abstract equivalent (e.g. a hypernym) and the
database was searched again. If a match was found,
an interpretation mapping was activated, and the
novel metaphor would be added to the database for
use in future encounters. Unfortunately, this tech-
nique was limited to interpreting known metaphors
(and descendants of known metaphors) and was un-
able to detect truly novel usages. By expanding the
metaphors using a more robust semantic signature,
we attempt to transcend this limitation thereby pro-
ducing a more durable system for metaphoric exam-
ple linking.

An additional vein of metaphor research has
sought to model the human processing of metaphor
as a semantic space within which source and tar-
get concepts can be placed such that the similar-
ity between their representations within this space
(i.e. semantic vectors) can be sensibly quantified
(Katz, 1992; Utsumi, 2011). One computational
example of this approach (Kintsch, 2000) has em-
ployed latent semantic analysis (LSA) (Landauer
and Dumais, 1997) to represent the semantic space
of the metaphors in a reduced dimensionality (i.e.
using singular value decomposition). In their ap-
proach, metaphors were represented as a set of terms
found using a spreading activation algorithm in-
formed by the terms’ independent vector related-
ness to the source and target concepts within some
LSA space. By contrast, we have chosen to rep-
resent the metaphoric space using WordNet senses
which have been shown in previous work(Lönneker,
2003) to represent a viable representation language
for metaphor. We believe that the ontological knowl-

edge encoded in the semantic relationships of Word-
Net represents an improvement over the distribu-
tional relatedness encoded within an LSA vector.

Also of relevance to the construction and use of
semantic signatures is current research on the induc-
tion of topic signatures. A topic signature is a set of
related words with associated weights which define
and indicate the distinct topics within a text. In their
work on automated summarization, Lin and Hovy
(2000) developed a method for the construction of
topic signatures which were mined from a large cor-
pus. Similarly, Harabagiu and Lacatusu (2005) ex-
plored the use of topic signatures and enhanced topic
signatures for their work on multi-document sum-
marization. By contrast, we explore the use of se-
mantic signatures which serve to enrich the seman-
tics of the source and target frame concepts being
expressed in a text for the purpose of detecting the
presence of metaphor.

3 Methodology

In this work, we approach the task of linguis-
tic metaphor detection as a classification problem.
Starting from a known target domain (i.e. Gover-
nance), we first produce a target domain signature
which represents the target-specific dimensions of
the full conceptual space. Using this domain sig-
nature, we are able to separate the individual terms
of a sentence into source frame elements and tar-
get frame elements and to independently perform a
semantic expansion for each set of elements using
WordNet and Wikipedia as described in our earlier
work (Bracewell et al., 2013). Taken together, the
semantic expansions of a text’s source frame ele-
ments and target frame elements make up the full se-
mantic signature of the text which can then be com-
pared to an index of semantic signatures generated
for a collection of manually detected metaphors. We
use as features for our classifiers a set of metrics that
are able to quantify the similarity between the given
semantic signature and the signatures of metaphors
found within the index.

3.1 Constructing a Target Domain Signature

In order to produce a semantic representation of the
text, we first build a target domain signature, which
we define as a set of highly related and interlinked
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Figure 1: Focused crawling of Wikipedia articles pertaining to the target concept using intra-wiki links

Figure 2: Constructing the domain signature of the target concept from Wikipedia articles pertaining to the target
concept

WordNet senses that correspond to our particular
target domain with statistical reliability. For ex-
ample, in the domain of Governance the concepts
of “law”, “government”, and “administrator”, along
with their associated senses in WordNet, are present
in the domain signature. We generate this signa-
ture using semantic knowledge encoded in the fol-
lowing resources: (1) the semantic network encoded
in WordNet; (2) the semantic structure implicit in
Wikipedia; and (3) collocation statistics taken from
the statistical analysis of a large corpora. In par-
ticular, we use Wikipedia as an important source
of world knowledge which is capable of provid-
ing information about concepts, such as named en-
tities, that are not found in WordNet as shown in
several recent studies (Toral et al., 2009; Niemann
and Gurevych, 2011). For example, the organi-
zation “Bilderberg Group” is not present in Word-
Net, but can easily be found in Wikipedia where
it is listed under such categories as “Global trade
and professional organizations”, “International busi-
ness”, and “International non-governmental orga-
nizations”. From these categories we can deter-
mine that the “Bilderberg Group” is highly related
to WordNet senses such as “professional organiza-
tion”, “business”, “international”, and “nongovern-
mental organization”.

We begin our construction of the domain signa-
ture by utilizing the semantic markup in Wikipedia
to collect articles that are highly related to the tar-
get concept by searching for the target concept (and

optionally content words making up the definition
of the target concept) in the Wikipedia article titles
and redirects. These articles then serve as a “seed
set” for a Wikipedia crawl over the intra-wiki links
present in the articles. By initiating the crawl on
these links, it becomes focused on the particular do-
main expressed in the seed articles. The crawling
process continues until either no new articles are
found or a predefined crawl depth (from the set of
seed articles) has been reached. The process is illus-
trated in Figure 1. The result of the crawl is a set
of Wikipedia articles whose domain is related to the
target concept. From this set of articles, the domain
signature can be built by exploiting the semantic in-
formation provided by WordNet.

The process of going from a set of target concept
articles to a domain signature is illustrated in Fig-
ure 2 and begins by associating the terms contained
in the gathered Wikipedia articles with all of their
possible WordNet senses (i.e. no word sense disam-
biguation is performed). The word senses are then
expanded using the lexical (e.g. derivationally re-
lated forms) and semantic relations (e.g. hypernym
and hyponym) available in WordNet. These senses
are then clustered to eliminate irrelevant senses us-
ing the graph-based Chinese Whispers algorithm
(Biemann, 2006). We transform our collection of
word senses into a graph by treating each word sense
as a vertex of an undirected, fully-connected graph
where edge weights are taken to be the product of
the Hirst and St-Onge (1998) WordNet similarity be-
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tween the two word senses and the first-order cor-
pus cooccurrence of the two terms. In particular, we
use the normalized pointwise mutual information as
computed using a web-scale corpus.

The clusters resulting from the Chinese Whispers
algorithm contain semantically and topically similar
word senses such that the size of a cluster is directly
proportional to the centrality of the concepts within
the cluster as they pertain to the target domain. After
removing stopwords from the clusters, any clusters
below a predefined size are removed. Any cluster
with a low2 average normalized pointwise mutual
information (npmi) score between the word senses
in the cluster and the word senses in the set of terms
related to the target are likewise removed. This set
of target-related terms used in calculating the npmi
are constructed from the gathered Wikipedia articles
using TF-IDF (term frequency inverse document fre-
quency), where TF is calculated within the gathered
articles and IDF is calculated using the entire textual
content of Wikipedia. After pruning clusters based
on size and score, the set of word senses that remain
are taken to be the set of concepts that make up the
target domain signature.

3.2 Building Semantic Signatures for
Unstructured Text

After constructing a signature that defines the do-
main of the target concept, it is possible to use this
signature to map a given text (e.g. a sentence) into
a multidimensional conceptual space which allows
us to compare two texts directly based on their con-
ceptual similarity. This process begins by mapping
the words of the text into WordNet and extracting
the four most frequent senses for each term. In or-
der to improve coverage and to capture entities and
terms not found in WordNet, we also map terms
to Wikipedia articles based on a statistical measure
which considers both the text of the article and the
intra-wiki links. The Wikipedia articles are then
mapped back to WordNet senses using the text of
the categories associated with the article.

In the next step, source and target frame ele-
ments of a given text are separated using the Word-
Net senses contained in the target domain signature.

2We define low as being below an empirically defined
threshold, τ .

Terms in the text which have some WordNet sense
that is included in the domain signature are clas-
sified as target frame elements while those that do
not are considered source frame elements. Figure 3
shows an overview of the process for determining
the source and target concepts within a text. The
remainder of the signature induction process is per-
formed separately for the source and target frame el-
ements. In both cases, the senses are expanded using
the lexical and semantic relations encoded in Word-
Net, including hypernymy, domain categories, and
pertainymy. Additionally, source frame elements
are expanded using the content words found in the
glosses associated with each of the noun and verb
senses. Taken together, these concepts represent the
dimensions of a full conceptual space which can be
separately expressed as the source concept dimen-
sions and target concept dimensions of the space.

Figure 3: Example of a generated conceptual space for a
given text. In this work, only one iteration of the sense
expansion is performed.

In order to determine the correct senses for in-
clusion in the semantic signature of a text, cluster-
ing is performed using the same methodology as
in the construction of the domain signature. First,
a graph is built from the senses with edge weights
assigned based on WordNet similarity and cooccur-
rence. Then, the Chinese Whispers algorithm is used
to cluster the graph which serves to disambiguate the
senses and to prioritize which senses are examined
and incorporated into the source concept dimensions
of the conceptual space. Word senses are prioritized
by ranking the clusters based on their size and on the
highest scoring word sense contained in the cluster
using:

rank(c) = size(c) ·
(∑

s score(s)

|c|

)
(1)

where c is the cluster, s is a word sense in the clus-
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ter, and |c| is the total number of word senses in the
cluster. The senses are scored using: (1) the degree
distribution of the sense in the graph (more central
word senses are given a higher weight); and (2) the
length of the shortest path to the terms appearing in
the given text with concepts closer to the surface
form given a higher weight. Formally, score(s) is
calculated as:

score(s) =
degree(s) + dijkstra(s,R)

2
(2)

where degree(s) is degree distribution of s and
dijkstra(s,R) is the length of the shortest path in
the graph between s and some term in the original
text, R.

Clusters containing only one word sense or with
a score less than the average cluster score (µc) are
ignored. The remaining clusters and senses are
then examined for incorporation into the concep-
tual space with senses contained in higher ranked
clusters examined first. Senses are added as con-
cepts within the conceptual space when their score is
greater than the average word sense score (µs). To
decrease redundancy in the dimensions of the con-
ceptual space, neighbors of the added word sense in
the graph are excluded from future processing.

3.3 Classification
Given a semantic signature representing the place-
ment of a text within our conceptual space, it is pos-
sible to measure the conceptual distance to other sig-
natures within the same space. By mapping a set
of known metaphors into this space (using the pro-
cess described in Section 3.2), we can estimate the
likelihood that a given text contains some metaphor
(within the same target domain) by using the seman-
tic signature of the text to find the metaphors with
the most similar signatures and to measure their sim-
ilarity with the original signature.

We quantify this similarity using five related mea-
sures which are described in Table 2. Each of these
features involves producing a score that ranks ev-
ery metaphor in the index based upon the seman-
tic signature of the given text in a process similar to
that of traditional information retrieval. In particu-
lar, we use the signature of the text to build a query
against which the metaphors can be scored. For each

word sense included in the semantic signature, we
add a clause to the query which combines the vector
space model with the Boolean model so as to prefer
a high overlap of senses without requiring an identi-
cal match between the signatures.3

Three of the features simply take the score of
the highest ranked metaphor as returned by a query.
Most simply, the feature labeled Max Score (naı̈ve)
uses the full semantic signature for the text which
should serve to detect matches that are very simi-
lar in both the source concept dimensions and the
target concept dimensions. The features Max Score
(source) and Max Score (target) produce the query
using only the source concept dimensions of the
signature and the target concept dimensions respec-
tively.

The remaining two features score the metaphors
within the source dimensions and the target dimen-
sions separately before combining the results into a
joint score. The feature Max Score (joint) calculates
the product of the scores for each metaphor using the
source- and target-specific queries described above
and selects the maximum value among these prod-
ucts. The final feature, Joint Count, represents the
total number of metaphors with a score for both the
source and the target dimensions above some thresh-
old (µj). Unlike the more naı̈ve features for which a
very good score in one set of dimensions may incor-
rectly lead to a high overall score, these joint similar-
ity features explicitly require metaphors to match the
semantic signature of the text within both the source
and target dimensions simultaneously.

Altogether, these five features are used to train
a suite of binary classifiers to make a decision on
whether a given text is or is not a metaphor.

4 Experimental Setup

One crucial component of our linguistic metaphor
detection system is the index of metaphors (in the
domain of Governance) against which we com-
pare our candidate texts. As a part of this project,
we have produced an ever-growing, metaphor-rich
dataset taken from political speeches, political web-
sites (e.g. Communist Party USA, Tea Party sites,

3This functionality comes standard with the search function-
ality of Apache Lucene which we employ for the production of
our index.
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Measure Description
Max Score (naı̈ve) Find the score of the metaphor that best matches the full semantic signature
Max Score (source) Find the score of the metaphor that best matches the source side of the semantic signature
Max Score (target) Find the score of the metaphor that best matches the target side of the semantic signature

Max Score (joint)
Independently score the metaphors by the target side and by the source side.
Find the metaphor with the highest product of the scores.

Joint Count
Independently score the metaphors by the target side and by the source side.
Count the number of metaphors that receive a positive score for both.

Table 2: The five features used by our metaphoricity classifiers.

etc.), and political commentary in web-zines and on-
line newspapers. Three annotators have analyzed
the raw texts and manually selected snippets of text
(with context) whenever some element in the text
seemed to have been used figuratively to describe
or stand in for another element not represented in
the text.4 Each of these metaphors is projected into
a conceptual space using the process described in
Section 3.2 and assembled into a searchable index.

For evaluation purposes, we have selected a sub-
set of our overall repository which consists of
500 raw documents that have been inspected for
metaphoricity by our annotators. We allocate 80%
of these documents for the training of our classi-
fiers and evaluate using the remaining 20%. In total,
our training data consists of 400 documents contain-
ing 1,028 positive examples of metaphor and around
16,000 negative examples. Our test set consists of
100 documents containing 4,041 sentences with 241
positive examples of metaphor and 3,800 negative
examples. For each sentence in each document, our
system attempts to determine whether the sentence
does or does not contain a metaphor within the do-
main of Governance.

We have experimented with several flavors of ma-
chine learning classification. In addition to an in-
house implementation of a binary maximum en-
tropy (MaxEnt) classifier, we have evaluated our re-
sults using four separate classifiers from the popu-
lar Weka machine learning toolkit.5 These include
an unpruned decision tree classifier (J48), a support
vector machine (SMO) approach using a quadratic

4Generally speaking, each annotator operated within a re-
gion of high precision and low recall, and the overlap between
individual annotators was low. As such, we have selected the
union of all metaphors detected by the annotators.

5http://www.cs.waikato.ac.nz/ml/weka/

kernel with parameters tuned via grid search, a rule-
based approach (JRIP), and a random forest clas-
sifier (RF). In addition, we have combined all five
classifiers into an ensemble classifier which uses a
uniformly-weighted voting methodology to arrive at
a final decision.

5 Results

We have evaluated our methodology in two ways.
First, we have performed an evaluation which high-
lights the discriminatory capabilities of our features
by testing on a balanced subset of our test data.
Next, we performed an evaluation which shows the
utility of each of our classifiers as they are applied
to real world data with a natural skew towards literal
usages.6 In both cases, we train on a balanced sub-
set of our training data using all 1,028 positive ex-
amples and a set of negative examples selected ran-
domly such that each document under consideration
contains the same number of positive and negative
examples. In an initial experiment, we trained our
classifiers on the full (skewed) training data, but the
results suggested that an error-minimizing strategy
would lead to all sentences being classified as “lit-
eral”.

As shown in Table 3, the choice of classifier ap-
pears significant. Several of the classifiers (J48,
JRIP, and MaxEnt) maintain a high recall suggest-
ing the ability of the tree- and rule-based classifiers
to reliably “filter out” non-metaphors. On the other
hand, other classifiers (SMO and ENSEMBLE) op-
erate in a mode of high precision suggesting that a
high confidence can be associated with their positive
classifications. In all cases, performance is signifi-

6Note that metaphors that are not related to the domain of
Governance are classified as “literal”.
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Classifier Precision Recall F-Measure
J48 56.1% 93.0% 70.0%
JRIP 57.7% 79.3% 66.8%
MaxEnt 59.9% 72.6% 65.7%
ENSEMBLE 72.0% 42.7% 53.7%
RF 55.8% 47.7% 51.5%
SMO 75.0% 33.6% 46.4%
All metaphor 50.0% 100.0% 66.7%
Random baseline 50.0% 50.0% 50.0%

Table 3: The results of our experiments using several ma-
chine learning classifiers while evaluating on a dataset
with 241 positive examples and 241 negative examples.

cantly better than chance as reported by our random
baseline.7

Table 4 shows the result of evaluating the same
models on an unbalanced dataset with a natural
skew towards “literal” sentences which reflects a
more realistic use case in the context of linguistic
metaphor detection. The results suggest that, once
again, the decision tree classification accepts the
vast majority of all metaphors (93%), but also pro-
duces a significant number of false positives mak-
ing it difficult to usefully employ this classifier as
a complete metaphor detection system despite its
top-performing F-measure on the balanced dataset.
More useful is the SMO approach, which shows a
precision over twice that of the random baseline. Put
another way, a positive result from this classifier is
more than 110% more likely to be correct than a
random classification. From the standpoint of util-
ity, joining these classifiers in an ensemble config-
uration seems to combine the high precision of the
SMO classifier with the improved recall of the other
classifiers making the ensemble configuration a vi-
able choice in a real world scenario.

6 Conclusions

We have shown in this work the potential utility
of our example-based approach to detect metaphor
within a domain by comparing the semantic signa-
ture of a text with a set of known metaphors. Al-
though this technique is necessarily limited by the
coverage of the metaphors in the index, we believe
that it is a viable technique for metaphor detection

7According to Fisher’s exact test (one-tailed): RF (p <
0.02); all others (p < 0.0001).

Classifier Precision Recall F-Measure
SMO 12.7% 33.6% 18.4%
ENSEMBLE 11.2% 42.7% 17.8%
MaxEnt 8.7% 72.6% 15.6%
JRIP 8.1% 79.3% 14.8%
J48 7.6% 93.0% 14.0%
RF 7.4% 47.7% 12.7%
All metaphor 6.0% 100.0% 11.3%
Random baseline 6.0% 50.0% 10.7%

Table 4: The results of our experiments using several ma-
chine learning classifiers while evaluating on naturally
skewed dataset with 241 positive examples and 3,800
negative examples.

as more and more examples become available. In
future work, we hope to supplement our existing fea-
tures with such information as term imageability, the
transmission of affect, and selectional preference vi-
olation we believe will result in a robust system for
linguistic metaphor detection to further aid in the
computer understanding of natural language.
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Abstract 

The paper presents an experimental algorithm to detect 
conventionalized metaphors implicit in the lexical data 
in a resource like WordNet, where metaphors are coded 
into the senses and so would never be detected by any 
algorithm based on the violation of preferences, since 
there would always be a constraint satisfied by such 
senses. We report an implementation of this algorithm, 
which was implemented first the preference constraints 
in VerbNet. We then derived in a systematic way a far 
more extensive set of constraints based on WordNet 
glosses, and with this data we reimplemented the detec-
tion algorithm and got a substantial improvement in 
recall. We suggest that this technique could contribute 
to improve the performance of existing metaphor detec-
tion strategies that do not attempt to detect convention-
alized metaphors. The new WordNet-derived data is of 
wider significance because it also contains adjective 
constraints, unlike any existing lexical resource, and can 
be applied to any language with a semantic parser (and 
WN) for it. 

1 Introduction 

Metaphor is ubiquitous in standard language; it is 
not a fringe or add-on phenomenon. The work de-
scribed concerns detecting and interpreting meta-
phor on a large scale in corpora. If metaphor is 
ubiquitous, then locating and interpreting it must 
be central to any NLP project that aims to under-
stand general language. This paper focuses on the 
initial phase of detection: the identification in text 
of conceptual combinations that might be deemed 
metaphoric by a pre-theoretic observer, e.g., “Bra-
zil has economic muscle”, “Tom is a brick”, or 
“The unions have built a fortress round their pen-
sions”.  There is a long cultural tradition of de-

scribing and interpreting such phenomena but our 
goal here is computational: to provide criteria for 
automatically detecting such cases as candidates 
for further analysis and interpretation. 

The key fact is that metaphors are sometimes 
new and fresh but can be immediately understood: 
producing them is often the role of poets, creative 
journalists and writers of all kinds. But many are 
simply part of the history of the language, and are 
novel only to those who do not happen to know 
them already: for example “Tom is a brick” – taken 
to mean that he is a reliable man, but which cannot 
be literally true – is actually encoded as a sense of 
brick in WordNet (WN) (Miller, 1995) even 
though it is more familiar to UK than US English 
speakers. 

This means that lexical resources already con-
tain conventionalized metaphors. We propose a 
simple method for locating and extracting these 
into the metaphor candidate pool, even when they 
are not indicated as such in resources like WN 
(which marks figurative senses very infrequently, 
unlike some traditional dictionaries). However, we 
believe these implicit metaphors in WN – a re-
source we intend to use as a semantic/lexical data-
base, though transformed as we shall show below – 
can be extracted by a simple algorithm, and with-
out any need for a priori distinction of literal ver-
sus metaphorical.  That distinction, as we noted, 
depends to a large degree on the temporal snapshot 
of a language; e.g., no one now would think “tak-
ing a decision” was metaphor, even though deci-
sions are not literally taken anywhere. 

In this paper, we shall present an algorithm for 
conventionalized metaphor detection, and show 
results over a standard corpus of examples that 
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demonstrate a possible useful gain in recall of 
metaphors, our original aim. The algorithm is de-
scribed in two implementations (or pipelines) cor-
responding, respectively, to the use of WN and 
VerbNet (Kipper et al., 2000; Kipper et al., 2008) 
as semantic knowledge-bases, and to their re-
placement by our automatically recomputed form 
of WN, which enables predictions about the pref-
erence behavior (see below) of English verbs and 
adjectives to be better founded than in VerbNet 
(VN) and on a much larger scale. 

2 Background on Metaphor Detection us-
ing Preference Violation as Cue 

In early work on metaphor detection, long preced-
ing access to large-scale or annotated corpora, it 
was suggested as sufficient a criterion for being a 
metaphor that a “semantic preference” of a verb or 
adjective was violated (Wilks, 1978). So, for ex-
ample, one might say that the verb drink had a 
preference for animate agents and liquid objects, in 
which case “My car drinks gasoline” violates its 
subject preference, which might then be a cue to 
look for metaphor at that point. Similarly, in the 
“economic muscle” case mentioned earlier one 
might say that economic has a preference for ab-
stract entities as objects, as in “economic value”, 
and muscle is not an abstract entity.  
There was discussion in those early days of syntac-
tic-semantic interface cases like “John ran a mile” 
where a mile might be said to violate the prefer-
ence of the (intransitive) verb for a zero object and 
so again trigger a metaphor. The preference notion 
was not initially intended to detect metaphor but to 
semantically disambiguate candidates at those sites 
by preferring those conceptual entities that did not 
violate such restrictions. In early work, preferences 
were largely derived by intuition and sometimes 
ordered by salience. Later (e.g. Resnik, 1997) there 
was a range of work on deriving such preferences 
from corpora; however, in VN the semantic prefer-
ences of verbs were again largely intuitive in ori-
gin. 
     Early work linking preference violation to 
metaphor detection (summarised in Fass and 
Wilks, 1983, also Martin 1990) worked with hand-
crafted resources, but by 1995 Dolan had noted 
(Dolan, 1995) that large-scale lexical resources 
would have implications for metaphor detection, 
and WN was used in conjunction with corpora, by 

(Peters and Wilks, 2003) using symbolic methods 
and by Mason (2004) and Krishnakumaran and 
Zhu (2007) using a combination of WN and statis-
tical methods. Mason also acquires preferences 
automatically from corpora, and the latter two pa-
pers treat metaphor as a form of anomaly based on 
rare combinations of surface words and of WN-
derived hypernyms, a notion that appears in 
(Guthrie et al., 2007) but based only on corpus 
sparsity and not WN codings. Other work on the 
automatic acquisition of preferences (McCarthy 
and Carrol, 2003) for WSD has also its considered 
extension to the detection of classes of metaphor. 
More recently, work by Shutova (Shutova et al., 
2010) has shown that the original preference viola-
tion insight can be combined with large-scale in-
vestigations, using notions of machine learning and 
large-scale resources like WN. Our approach is 
smaller scale and does not involve machine learn-
ing: it simply seeks access to implicit metaphors 
built into the structure of WN by its creators, and 
which a preference-violation detection criterion 
cannot, by definition, access. Thus, we view our 
contribution as complementary to larger efforts on 
metaphor and interpretation detection, rather than a 
competing approach. We have not made compari-
sons here with the work of (Li and Sporleder, 
2010), which is explicitly concerned with idioms, 
nor with (Markert and Nissim, 2009) which is fo-
cused on metonymy. 

3 The Conventional Metaphor Detection 
Hypotheses 

Where WN codes conventionalized metaphors as 
senses, as in the initial cases described, then the 
senses expressing these will NOT violate prefer-
ences and so will not be detected by any metaphor-
as-violation hypothesis. For example, in “Jane 
married a brick” this will not be a preference vio-
lation against WN senses because WN explicitly 
codes brick as a reliable person, though we would 
almost certainly want to say this sentence contains 
a metaphor to be detected. 

The hypothesis we propose is simply this: if we 
have a word whose main (usually first) sense in 
WN fails the main preference for the sentence slot 
it fills, but has a lower, less frequent, sense that 
satisfies that preference, then we declare that lower 
sense a metaphorical one. In the case of brick, 
whose main sense is a PHYSICAL OBJECT, one 
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which clearly fails the equivalence to Tom in the 
example “Tom is a brick”. Yet the less frequent 
listed sense for a reliable person does satisfy the 
same preference. The work at this stage is not con-
cerned with the metaphor-metonymy distinction 
and this criterion may well capture both, their dis-
tinction being, as is well known (e.g. in Fass and 
Wilks, 1983) hard to establish in the limit. Ours is 
a purely empirical hypothesis and will work or not, 
and we argue that it does to a reasonable degree. It 
does not rest on any assumption of strict ordering 
of WN senses, only on a tendency (from literal to 
metaphorical) which is plainly there for any ob-
server. 

4 Metaphor Detection Experiments 

We have implemented two versions of conven-
tional metaphor detection, using two different lexi-
cal resources. We were thus able to divide the 
hypothesis into two parts, essentially one making 
use of VN and one within WN only.  In this first 
pipeline, we use WN together with the verb prefer-
ences provided by VN even though those give only 
patchy coverage of common verbs. At the outset 
this was the only lexical resource for verb prefer-
ences available. VN includes classes of verbs that 
map members to specific WN senses. VN also 
provides a hierarchy of verb object/subject inclu-
sions, which we use for assessing whether one sen-
tence object/subject type appears below another in 
this simple inclusion hierarchy, and so can be said 
to be semantically included in it. The selectional 
restrictions, however, are not linked to any lexi-
cons so a mapping was constructed in order to al-
low for automated detection of preference 
violations.  

Our first experiment utilizes WN, VN, and the 
Stanford Parser (de Marneffe et al., 2006) and 
Named Entity Recognizer (Finkel et al., 2005).  
The Stanford Parser identifies the verbs, as well as 
their corresponding subjects and direct objects. 
The Stanford Named Entity Recognizer was used 
to replace sequences of text representing names 
with WN senses whose hypernyms exist in the se-
lectional restriction hierarchy. 

The first step in determining whether a sentence 
contains a metaphor is to extract all verbs along 
with the subject and direct object arguments for 
each verb.  The Stanford Parser dependencies used 
to describe the relationships between verbs and 

their arguments include agent, nsubj, and xsubj for 
subjects and dobj and nsubjpass for direct objects.  
The parser also handles copular and prepositional 
verbs but additional steps are required to link these 
verbs to their arguments. 

Once verbs have been extracted and parameter-
ized from the sentence, each is checked for prefer-
ence violations. A preference is violated if a 
selectional restriction on one of the thematic roles 
of a VN class is not satisfied for all VN classes the 
verb is a member of.  In order for a VN class's 
preferences to be satisfied, there must be a WN 
sense for the argument of a verb such that either 
itself or its hypernym matches the WN senses al-
lowed by the selectional restriction in VN class, 
where the terms in the VN hierarchy have been 
hand-matched to WN senses. If a sentence contains 
a verb that does not exist in VN then we must as-
sume that it is not violated. 

5 Conventionalized Metaphor Detection 

Closer inspection of false negatives revealed that 
many of the verbs and the arguments that satisfied 
their selectional restrictions were unannotated con-
ventionalized metaphors.   

5.1 Conventionalized Verbs 

In our approach, a conventionalized verb occurs 
when two VN Classes have the same member, but 
one maps to a lower WN sense (in the WN order-
ing, which can be taken roughly to mean less fre-
quent) than the other.  If the VN Class mapped to 
the lower sense is satisfied in a sentence, but the 
other VN Class is not, we say that the verb is used 
in a conventionalized sense. The verb pour  is a 
member of four VN classes.  Three of those 
classes, Pour-9.5, Preparing-26.3-2, and Sub-
stance_Emission-43.4 all map to first sense of the 
word which means to cause to run.  The fourth VN 
class of pour, Weather-57, maps to the sixth WN 
sense of the verb, which means to rain heavily.  If 
we take the example sentence “Bisciotti has 
poured money into the team”, we determine that all 
VN classes that map to the primary WN sense of 
pour are violated in some way. According to our 
semantic role labeling heuristic, Pour-9.5 expects 
money to be a substance, Preparing-26.3-2 ex-
pects the team to be an animate, and Sub-
stance_Emission-43.4 is violated because Bisciotti 
is animate.  The only Verb Class that is satisfied is 
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Weather-57, and that class maps to the sixth sense 
of pour.  Interestingly, there is no VN class mem-
ber that maps to the fifth WN sense (supply in 
large amounts or quantities). 

The pseudocode for detecting conventional 
metaphors used as verbs is as follows: 
• for each VN Class 
• for each member of that class 
• for each WN sense of that member 
with Verb POS 
• get the sense number of the WN 
sense 
• associate the sense number to the 
verb member and selectional re-
strictions for the Verb Class 

• given a verb in a sentence, decide 
that the verb is conventionalized if: 
• it satisfies the selectional re-
strictions of one Verb Class V1 but… 
• it violates the selectional restric-
tions of another Verb Class V2 and…  
• the sense number of the verb member 
in V2 is above the sense number of the 
verb member in V1 

 

5.2 Conventionalized Nouns 

Let us look again at the example of brick, where 
the primary sense of the noun is the building mate-
rial most are familiar with and the secondary sense 
refers to a reliable person. For this reason, the noun 
brick will satisfy any VN class that requires a hu-

man or animate. Without the ability to detect con-
ventional metaphors in noun arguments, She 
married a brick would pass through without detec-
tion by preference violation. Here are the WN en-
tries for the two senses: 
• brick#1 (brick%1:06:00::) (rectangular block of 

clay baked by the sun or in a kiln; used as a build-
ing or paving material)  

• brick#2 (brick%1:18:00::) (a good fellow; helpful 
and trustworthy)  

Less obvious are more abstract words such as zone: 
• zone#1 (zone%1:15:00::) (a locally circumscribed 

place characterized by some distinctive features) 
• zone#2 (zone%1:15:02::), geographical zone#1 

(geographical_zone%1:15:00::) (any of the re-
gions of the surface of the Earth loosely divided ac-
cording to latitude or longitude)  

• zone#3 (zone%1:15:01::) (an area or region dis-
tinguished from adjacent parts by a distinctive fea-
ture or characteristic)  

• zone#4 (zone%1:08:00::), zona#1 (zona%1:08: 
00::) ((anatomy) any encircling or beltlike struc-
ture)  

Zone's primary sense, again, is the anticipated con-
cept of circumscribed space. However, the fourth 
sense deals with anatomy, and therefore is a hypo-
nym of body part.  Body part is capable of satisfy-
ing any thematic role restricted to animate 
arguments.  

 
Figure 1. Conventionalized verb metaphor detection using WordNet senses  

and VerbNet selectional restrictions 

VerbNet WordNetParser Named Entity 
Recognizer

Interface Metaphor 
Detector

Extract verbs 
and arguments

Is sentence 
a metaphor?

Replace named enitties

Get WordNet hypernym sets for arguments

Find all VerbNet Classes for each verb

Which WordNet senses 
satisfy Selectional 
Restrictions[None]

Sentence contains 
a metaphor

[One or more]
Set of senses that satisfy selectional restrictions

Does the member of 
the Verb Classes 
satisfied map to the 
primary sense?[Yes]

No metaphor

[No]
Conventionalized Metaphor
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The pseudocode for detecting conventional 
metaphors used as nouns is as follows: 
• determine if verbs’ subjects and di-
rect objects satisfy the restriction 
• if not, it is a Preference Violation 
metaphor 

• if they do: 
• determine if the sense of the sat-
isfying word is the primary sense 
in WN 
• if not, it is a conventional 
metaphor 

• otherwise, it is not a metaphor 

Thus, our overall hypothesis is intended to locate 
in the very broad WN sense sets those that are ac-
tually conventionalized metaphors: we determine 
that only the first sense, hopefully literal, should be 
able to satisfy any restriction.  If a lower sense sat-
isfies a verb, but the primary sense does not, we 
classify the satisfaction as being conventionalized, 
but a metaphor nonetheless.  

6 Deriving Preferences and an Ontology 
from WordNet 

To date, VerbNet is the most extensive resource 
for verb roles and restrictions. It provides a rich 
semantic role taxonomy with some selectional re-
strictions. Still, VN has entries for less than 4000 
verbs. PropBank (Palmer et al., 2005) has addi-

tional coverage, but uses a more surface oriented 
role set with no selectional restrictions. On the 
other hand, WordNet has many more verb entries 
but they lack semantic role information. However, 
we believe it is possible to extract automatically a 
comprehensive lexicon of verbs with semantic 
roles and selectional restrictions from WN by 
processing definitions in WN using deep under-
standing techniques. Specifically, each verb in WN 
comes with a gloss that defines the verb sense, and 
there we can find clues about the semantic roles 
and their selectional restrictions. Thus, we are test-
ing the hypothesis that the semantic roles of the 
verb being defined are inherited from the roles in 
its definition, though roles in the latter may be 
elided or fully specified. For example, consider 
this entry from WN for one of the senses of the 
verb kill: 

S: (v) kill (cause to die; put to death, usually inten-
tionally or knowingly) “This man killed several 
people when he tried to rob the bank”; “the farmer 
killed a pig for the holidays” 

Let us assume we already know that the verb cause 
takes three roles, say, a CAUSER, an AFFECTED 
and an EFFECT role; this leads us to hypothesize 
that kill would take the same roles. However, the 
EFFECT role from cause is not inherited by kill as 
it is fully specified in the definition. The proof of 

 
 

Figure 2. Conventionalized noun metaphor detection using WordNet senses  
and VerbNet selectional restrictions 
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this hypothesis is ultimately in how well it predicts 
the role set. But intuitively, any role in the defini-
tion verb (i.e., cause) that is fully filled in the defi-
nition has no “space” for a new argument for that 
role. Therefore, we conclude that kill takes two 
roles, filling the CAUSER and AFFECTED roles 
in the definition. 

We can now derive selectional restrictions for 
kill by looking at inherited restrictions from the 
definition, as well as those that can be derived 
from the examples. From the definition, the verb 
cause puts little to no restriction on what the 
CAUSER role might be. For instance, an animal 
may cause something, but natural forces cause 
things as well. Likewise, cause puts little con-
straint on what the PATIENT role might be, as one 
can cause the temperature to rise, or an idea to 
fade. The restriction from the verb die in the com-
plement, however, suggests a restriction of some 
living object (if we can derive this constraint from 
die).  We also look at the examples to find more 
informative restrictions. In the definition of kill, we 
have two examples of a CAUSER, namely a man 
and a farmer. Given the hypernym hierarchy of 
nouns in WordNet, we could look for the most 
specific subsuming concept in the hierarchy for the 
concepts MAN and FARMER, finding it to be 
person%1:03:00.  The fillers for the AFFECTED 
role in the examples are PEOPLE and PIG, with 
the most specific WN node being organ-
ism%1:03:00). Putting all this together, we pro-
duce an entry for kill as follows: 

kill:  ACTOR/person%1:03:00  
PATIENT/organism%1:03:00 

To implement this idea we need a number of capa-
bilities. First, semantic roles do not appear out of 
the ether, so we need an initial seed of semantic 

role information. In addition, to process the glosses 
we need a parser that can build a semantic repre-
sentation, including the handling of elided argu-
ments. As a start, we use the TRIPS parser (Allen 
et al., 2008). The TRIPS lexicon provides informa-
tion on semantic roles, and the parser can construct 
the required semantic structures. TRIPS has been 
shown to be successful at parsing WN glosses in 
order to build commonsense knowledge bases (Al-
len et al., 2011). With around 3000 types, TRIPS 
offers a reasonable upper-level ontology to serve 
as the seed for semantic roles. We also use the 
TRIPS selectional restrictions to bootstrap the 
process of determining the restrictions for new 
words. 

To attain broad lexical coverage, the TRIPS 
parser uses input from a variety of external re-
sources. This includes a subsystem, Wordfinder, 
for unknown word lookup that accesses WN when 
an unknown word is encountered. The WN senses 
have mappings to semantic types in the TRIPS on-
tology, although sometimes at a fairly abstract 
level. When faced with an unknown word, the 
parser looks up the possible senses in WordNet, 
maps these to the TRIPS ontology and then uses 
the verb entries in the TRIPS lexicon associated 
with these types to suggest possible subcatgoriza-
tion frames with mappings to roles. Thus, Word-
finder uses the combined information from WN 
and the TRIPS lexicon and ontology to dynami-
cally build lexical entries with approximate seman-
tic and syntactic structures for words not in the 
core lexicon. This process may produce a range of 
different possibilities based on the different senses 
and possible subcategorization frames for the verbs 
that share the same TRIPS type. We feed all of 
these to the parser and let it determine the entries 
that best match the definition and examples. While 
WordNet may have multiple fine-grained senses 
for a given word, we set a parameter that has the 
system use only the most frequent sense(s) of the 
word (cf. McCarthy et al. 2004). 

We use TRIPS to parse the definitions and 
glosses into a logical form. Figure 3 shows the 
logical form produced for the definition cause to 
die. We then search the logical form for structures 
that signal a potential argument that would fill a 
role. Besides looking for gaps, we found some 
other devices that serve the same purpose and oc-
cur frequently in WordNet: 

 
 

Figure 3: Abstracted Logical Form for “cause to 
die” 

(F CAUSE-MAKE)

(IMPRO LSUBJ)

(IMPRO DOBJ)

(F DIE)

CAUSE

AFFECTED

EFFECT

EXPERIENCER
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• elided arguments (an IMPRO in the logical 
form); 

• indefinite pronouns (e.g., something, some-
one); 

• prepositional/adverbial forms containing an 
IMPRO or an indefinite pronoun (e.g., give 
a benediction to); 

• a noun phrase in parentheses (e.g., to re-
move (people) from a building). 

The final condition is probably a WN specific de-
vice, and was discovered when working on a 10-
verb development set, and occurred twice in that 
set. 

Once these arguments are identified, we have a 
candidate set of roles for the verb. We identify 
candidate selectional restrictions as described 
above. Here are a few examples of verbs and their 
automatically derived roles and restrictions, as 
computed by our system (here we indicate Word-
Net entries by their sense index rather than their 
sense key, since the index is used in the conven-
tional metaphor detection strategy – see below): 

bend.v.06: AGENT/being.n.02 
    PATIENT/physical_entity.n.01 
collect.v.03: AGENT /person.n.01 
    PATIENT/object.n.01 
drive.v.01:  AGENT/person.n.01 
    PATIENT/motor_vehicle.n.01 
play.v.13: CAUSE/instrumentality.n.03 
    EFFECT/music.n.01 
walk.v.08: AGENT/being.n.02 
    GOAL/location.n.01 

The techniques described in this section have been 
used to provide a set of roles with selectional re-
strictions for the second IHMC pipeline, described 
below. The current system takes a list of verbs 
from a corpus and returns the role names and se-
lectional restrictions for every sense of those words 
in WordNet. 

The transformations described here all equally 
able to produce preferences for adjectives, as 
would be needed to detect “economic muscle” as a 
metaphor, which is a form of lexical information 
not present in any existing database, and the whole 
process can be applied to any language that pos-
sesses a WordNet type lexical resource, and for 
which we have a capable semantic parser. Hence, 
these techniques are amenable to being used for 
detecting metaphorical usage in constructions other 

than just verb-subject and verb-object, as we do 
here. 

7 Conventional Metaphor Detection 
based on WordNet-Derived Preferences 

The preferences and ontology derived from WN 
definitions greatly improve the mapping between 
selectional restrictions and WN sense keys.  This 
allows us to replace VN with a new lexical re-
source that both improves performance, and re-
duces the complexity of discovering preference 
violations.  In the new pipeline, we can reuse the 
capabilities developed to extract verbs and their 
parameters from a sentence.  We also reuse the tie-
ins to WN that allow us to determine if one WN 
sense exists within another's hypernym set. It is the 
selectional restriction lookup that is greatly simpli-
fied in the new lexicon, where verbs are mapped 
directly to WN senses. The conventional metaphor 
detection is also simplified because the WN senses 
are included in the responses to the looked up 
verbs, allowing us to quickly determine if a satis-
fied verb is conventionalized or is satisfied with 
conventionalized arguments. 

8 Results and Conclusion 

Figure 4 shows the results obtained in a metaphor 
detection task over a small corpus of 122 sen-
tences. Half of these sentences have metaphors and 
half do not. Of the half that do, approximately half 
are metaphors about Governance and half are other 
metaphors. This is not any sort of principled cor-
pus but a seed set chosen to give an initial leverage 
and in a domain chosen by the sponsor (Govern-
ance); the selection and implicit annotation were 

	   Pipeline	  1	  
(VerbNet	  SRs)	  

Pipeline	  2	  
(WordNet	  SRs)	  

TP 24 50 
FP 23 37 
TN 48 24 
FN 37 11 

Precision 0.649 0.575 
Recall 0.393 0.82 

F1 0.49 0.676 
 
Figure 4. Performance comparison between the first 
pipeline using VerbNet selectional restrictions (SRs) 
and the second pipeline using WordNet-derived se-

lectional restrictions 
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done by consensus by a large group of twenty or so 
collaborators. The notion of baseline is irrelevant 
here, since the choice for every sentence is simply 
whether it contains a metaphor or not, and could 
thus be said to be 50% on random assignment of 
those categories. 

    From the figures above, it can be seen that the 
second pipeline does give significant improvement 
of recall over the first implementation above, even 
though there is some loss of precision, probably 
because of the loss of the information in VN. One 
possibility for integrating a conventional metaphor 
extraction pipeline like ours with a general meta-
phor detection pipeline (including, for example, 
pattern-based methods and top-down recognition 
from stored Conceptual Metaphors) would be to 
OR these two pipelines together and to hope to 
gain the benefits of both, taking anything as a 
metaphor that was deemed one by either. 

However, that is not our aim here: our purpose 
is only to test the hypothesis that using knowledge 
derived from existing lexical resources, in combi-
nation with some form of the conventionalized 
metaphor hypothesis, we can achieve good recall 
performance. On this point we think we have 
shown the value of the technique. 
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Abstract

We present the CSF - Common Semantic Fea-
tures method for metaphor detection. This
method has two distinguishing characteristics:
it is cross-lingual and it does not rely on the
availability of extensive manually-compiled
lexical resources in target languages other than
English. A metaphor detecting classifier is
trained on English samples and then applied to
the target language. The method includes pro-
cedures for obtaining semantic features from
sentences in the target language. Our exper-
iments with Russian and English sentences
show comparable results, supporting our hy-
pothesis that a CSF-based classifier can be ap-
plied across languages. We obtain state-of-
the-art performance in both languages.

1 Introduction

Metaphors are very powerful pervasive communica-
tion tools that help deliver complex concepts and
ideas simply and effectively (Lakoff and Johnson,
1980). Automatic detection and interpretation of
metaphors is critical for many practical language
processing tasks such as information extraction,
summarization, opinion mining, and translation. In
this paper, we focus on the automatic metaphor de-
tection task. This problem gained much attention
in natural language processing research mostly us-
ing the detection principles articulated by the Prag-
glejaz Group (2007). According to these princi-
ples, a lexical unit (a word or expression) is used
metaphorically if its contextual meaning is different
from its “basic contemporary” meaning. To apply

this method, we need to be able to determine the ba-
sic meaning of a lexical unit and then test if this in-
terpretation makes sense in the current context.

Several approaches to automatic detection of
metaphors have been proposed (Gedigian et al.,
2006; Krishnakumaran and Zhu, 2007; Shutova et
al., 2010), all of which rely on the availability of
extensive manually crafted lexical resources such
as WordNet, VerbNet, FrameNet, TreeBank, etc.
Unfortunately, such resources exist only for a few
resource-rich languages such as English. For most
other languages, such resources either do not exist
or are of a low quality.

To our knowledge this work is the first empiri-
cal study of cross-lingual metaphor detection. We
present the Common Semantic Features (CSF) ap-
proach to metaphor detection in languages without
extensive lexical resources. In a target language
it requires only a dependency parser and a target-
English dictionary. We classify sentences into lit-
eral and metaphoric using automatically extracted
coarse-grained semantic properties of words such as
their propensity to refer to abstract versus concrete
concepts, animate entities, artifacts, body parts, etc.
These properties serve as features for the key re-
lations in a sentence, which include Subject-Verb-
Object (SVO) and Adjective-Noun (AN). A clas-
sifier trained on English sentences obtains a 0.78
F -score. The same classifier, trained solely on
English sentences, achieves a similar level of per-
formance on sentences from other languages such
as Russian; this is the central contribution of this
work. An additional important contribution is that in
Russian we obtain the necessary semantic features
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without recourse to sophisticated non-English lexi-
cal resources. In this paper, we focus on the sen-
tences where verbs are used metaphorically, leaving
Adjective-Noun relations for future work. Based on
our examination of over 500 metaphorical sentences
in English and Russian collected from general news
articles, we estimate that verb-based metaphors con-
stitute about 40-50% of all metaphors.

We present and discuss our experiments with
three sets of features: (1) features corresponding to
the lexicographer file names defined in WordNet
3.0 (Fellbaum, 1998), (2) features based on abstract-
ness vs. concreteness computed using Vector Space
Models (VSM), and (3) features based on the types
of named entities, if present. Our main target lan-
guage in these experiments has been Russian, but we
also present preliminary experiments with Spanish.

The paper is organized as follows: Section 2 con-
tains an overview of the resources we use; Sec-
tion 3 discusses the methodology; Section 4 presents
the experiments; in Section 5, we discuss related
work, and we conclude with suggestions for future
research in Section 6.

2 Datasets

We use the following English lexical resources to
train our model:

TroFi Example Base1 (Birke and Sarkar, 2007) of
3,737 English sentences from the Wall Street Jour-
nal. Each sentence contains one of the seed verbs
and is marked L by human annotators if the verb
is used in a literal sense. Otherwise, the sentence
is marked N (non-literal). The model was evalu-
ated on 25 target verbs with manually annotated 1
to 115 sentences per verb. TroFi does not define the
basic meanings of these verbs, but provides exam-
ples of literal and metaphoric sentences which we
use to train and evaluate our metaphor identification
method.

WordNet (Fellbaum, 1998) is an English lexical
database where each entry contains a set of syn-
onyms (a synset) all representing the same con-
cept. This database is compiled from a set of

1http://www.cs.sfu.ca/ anoop/students/jbirke/

45 lexicographer files2 such as “noun.body” or
“verb.cognition” identified by a number from 0 to
44, called lexicographer file number (henceforth
lexFN ). The lexFN of each synset is contained in
the database. We use lexFNs as coarse-grain se-
mantic features of nouns and verbs.

MRC Psycholinguistic Database3 (Wilson, 1988)
is a dictionary containing 150,837 words with up to
26 linguistic and psycholinguistic attributes rated by
human subjects in psycholinguistic experiments. It
includes 4,295 words rated with degrees of abstract-
ness; the ratings range from 158 (highly abstract)
to 670 (highly concrete). We use these words as a
seed when we calculate the values of abstractness
and concreteness features for nouns and verbs in our
training and test sets.

Word Representations via Global Context is a
collection of 100,232 words and their vector rep-
resentations.4 These representations were extracted
from a statistical model embedding both local and
global contexts of words (Huang et al., 2012), in-
tended to capture better the semantics of words. We
use these vectors to calculate the values of abstract-
ness and concreteness features of a word.

3 Methodology

We treat the metaphor detection problem as a task
of binary classification of sentences. A sentence
is represented by one or more key relations such
as Subject-Verb-Object triples and Adjective-Noun
pairs. In this paper, we focus only on the SVO rela-
tions and we allow either the S part or the O part to
be empty. If all relations representing a sentence are
classified literal by our model then the whole sen-
tence is tagged literal. Otherwise, the sentence is
tagged metaphoric.

2See http://wordnet.princeton.edu/man/lexnames.5WN.html
for a full list of lexicographer file names.

3http://ota.oucs.ox.ac.uk/headers/1054.xml
4http://www.socher.org/index.php/Main/Improving-

WordRepresentationsViaGlobalContextAndMultipleWordPrototypes
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3.1 Model

We classify an SVO relation x as literal vs.
metaphorical using a logistic regression classifier:

p(y | x) ∝ exp
∑

j

λjhj(y, x),

where hj(·) are feature values computed for each
word in x, λj are the corresponding weights, and
y ∈ {L,M} refer to our classes: L for literal and
M for metaphoric. The parameters λj are learned
during training.

3.2 Features

An SVO relation is a concatenation of features for
the S, V, and O parts. The S and O parts contain
three types of features: (1) semantic categories of a
word, (2) degree of abstractness of a word, and (3)
types of named entities. The V part contains only
the first two types of features.

Semantic categories are features corresponding
to the WordNet lexFNs, introduced in Section 2.
Since S and O are assumed to be nouns,5 each has
26 semantic category features corresponding to the
lexFNs for nouns (3 through 28). These categories
include noun.animal, noun.artefact, noun.body,
noun.cognition, noun.food, noun.location, etc. The
V part has 15 semantic category features corre-
sponding to lexical ids for verbs (29 through 43),
for example, verb.motion and verb.cognition. A lex-
ical item can belong to several synsets with different
lexFNs. For example, the word “head” when used
as a noun participates in 33 synsets, 3 of which have
lexFN 08 (noun.body). The value of the feature
corresponding to this lexFN is 3/33 = 0.09.

For a non-English word, we first obtain its most
common translations to English and then select all
corresponding English WordNet synsets. For exam-
ple, when Russian word `ãîëîâà' is translated as
‘head’ and ‘brain’, we select all the synsets for the
nouns head and brain. There are 38 such synsets (33
for head and 5 for brain). Four of these synsets have
lexFN 08 (noun.body). Therefore, the value of
the feature corresponding to this lexFN is 4/38 =
0.10. This dictionary-based mapping of non-English

5We currently exclude pronouns from the relations that we
learn.

words into WN synsets is rather coarse. A more dis-
criminating approach may improve the overall per-
formance. In addition, WN synsets may not always
capture all the meanings of non-English words. For
example, Russian word `íîãà' refers to both the
‘foot’ and the ‘leg’. WN has synsets for foot, leg
and extremity, but not for lower extremity.

Degree of abstractness According to Turney et al.
(2011), “Abstract words refer to ideas and concepts
that are distant from immediate perception, such as
economics, calculating and disputable.” Concrete
words refer to physical objects and actions. Words
with multiple senses can refer to both concrete and
abstract concepts. Evidence from several languages
suggests that concrete verbs tend to have concrete
subjects and objects. If either the subject or an object
of a concrete verb is abstract, then the verb is typi-
cally used in a figurative sense, indicating the pres-
ence of a metaphor. For example, when we hear that
“an idea was born”, we know that the word “born”
is used figuratively. This observation motivates our
decision to include the degree of abstractness in our
feature set.

To calculate the degree of abstractness of English
lexical items we use the vector space representations
of words computed by Huang et al. (2012) and a sep-
arate supervised logistic regression classifier trained
on a set of abstract and concrete words from the
MRC dataset. Each value in a word’s vector is a fea-
ture, thus, semantically similar words have similar
feature values. Degrees of abstractness are posterior
probabilities of the classifier predictions.

For non-English words, we use the following pro-
cedure. Suppose word w has n English transla-
tions whose degrees of abstractness are a1, a2, . . . an

in decreasing order. If the majority is deemed
abstract then ABSTRACT (w) = a1, otherwise
ABSTRACT (w) = an. This heuristic prefers the
extreme interpretations, and is based on an observa-
tion that translations tend to be skewed to one side or
the other of “abstractness”. Our results may improve
if we map non-English words more precisely into the
most contextually-appropriate English senses.

Named entities (NE) is an additional category
of features instrumental in metaphor identification.
Specifically, we would like to distinguish whether
an action (a verb in SVO) is performed by a human,
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an organization or a geographical entity. These dis-
tinctions are often needed to detect metonymy, as in
“the White House said”. Often, these entities are
mentioned by their names which are not found in
common dictionaries. Fortunately, there are many
named entity recognizers (NER) for all major lan-
guages. In addition, Shah et al. (2010) showed
that named entities tend to survive popular machine
translation engines and can be relatively reliably de-
tected even without a native NER. Based on these
observations, we decided to include three boolean
features corresponding to these NE categories: per-
son, organization, and location.

4 Experiments

We train two classifiers: the first to calculate the de-
gree of abstractness of a given word and the second
to classify an SVO relation as metaphoric or literal.
Both are logistic regression classifiers trained with
the creg regression modeling framework.6 To min-
imize the number of free parameters in our model we
use `1 regularization.

4.1 Measuring abstractness

To train the abstractness classifier, we normalize ab-
stractness scores of nouns from the MRC dataset
to probabilities, and select 1,225 most abstract and
1,225 most concrete words. From these words, we
set aside 25 randomly selected samples from each
category for testing. We obtain the vector space rep-
resentations of the remaining 1,400 samples and use
the dimensions of these representations as features.
We train the abstractness classifier on the 1,400 la-
beled samples and test it on the 50 samples that were
set aside, obtaining 76% accuracy. The degree of ab-
stractness of a word is the posterior probability pro-
duced by the abstractness classifier.

4.2 Metaphor detection

We train the metaphor classifier using labeled En-
glish SVO relations. To obtain these relations,
we use the Turbo parser (Martins et al., 2010) to
parse 1,592 literal and 1,609 metaphorical man-
ually annotated sentences from the TroFi Exam-
ple Base and extract 1,660 sentences that have
SVO relations that contain annotated verbs: 696

6https://github.com/redpony/creg

literal and 964 metaphorical training instances.
For example, the verb flourish is used literally in
“Methane-making bacteria flourish in the stom-
ach” and metaphorically in “Economies flourish in
free markets”. From the first sentence we extract
SVO relation <bacteria, flourish, NIL>,
and <economies, flourish, NIL> from the
second. We then build feature vectors, using feature
categories described in Section 3.

We train several versions of the metaphor classi-
fier for each feature category and for their combina-
tions. The feature categories are designated as fol-
lows:

• WN - Semantic categories based on WordNet lexFNs
• VSM - Degree of abstractness based on word vectors
• NE - Named Entity categories

We evaluate the metaphor classifiers using 10-fold
cross validation. The results are listed in Table 1.

Feature categories Accuracy
WN 63.7%
VSM 64.1%
WN+VSM 67.7%
WN+NE 64.5%
WN+VSM+NE 69.0%

Table 1: 10-fold cross validation results of the
metaphor classifier.

Our results are comparable to the accuracy of
64.9% reported by Birke and Sarkar (2007) on the
TroFi dataset. The combination of all feature cate-
gories significantly improves over this baseline.

4.2.1 English metaphor detection
We compute precision, recall and F -score on a

test set of 98 English sentences. This test set consists
of 50 literal and 48 metaphorical sentences, where
each metaphoric sentence contains a verb used in a
figurative sense. The test sentences were selected
from general news articles by independent collec-
tors. Table 2 shows the results.

In this experiment, the WN group of features con-
tributes the most. The addition of NE, while not im-
proving the overall F -score, helps to reduce false
positives and better balance precision and recall.
The VSM features are considerably weaker perhaps
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Feature categories Precision Recall F -score
WN 0.75 0.81 0.78
VSM 0.57 0.71 0.63
WN+VSM 0.66 0.90 0.76
WN+NE 0.78 0.79 0.78
WN+VSM+NE 0.68 0.71 0.69

Table 2: Evaluation of the metaphor classifier on
the test set of 50 literal and 48 metaphoric English
sentences from news articles.

because we used single model vector space repre-
sentations where each word uses only one vector that
combines all its senses.

4.2.2 Russian metaphor detection
In a cross-lingual experiment, we evaluate our al-

gorithm on a set of 140 Russian sentences: 62 literal
and 78 metaphoric, selected from general news arti-
cles by two independent collectors. As in English,
each metaphoric sentence contains a verb used in a
figurative sense. We used the AOT parser7 to ob-
tain the SVO relations and the Babylon dictionary8

to obtain English translations of individual words.
The example sentence in Figure 1 contains one SVO
relation with missing O part. We show the set of fea-
tures and their values that were extracted from words
in this relation.

The results of the Russian test set, listed in Ta-
ble 3, are similar to the English results, supporting
our hypothesis that a semantic classifier can work
across languages. As in the previous experiment, the
WN features are the most effective and the NE fea-
tures contribute to improved precision.

Feature categories Precision Recall F -score
WN 0.74 0.76 0.75
VSM 0.66 0.73 0.69
WN+VSM 0.70 0.73 0.71
WN+NE 0.82 0.71 0.76
WN+VSM+NE 0.74 0.72 0.73

Table 3: Evaluation of the metaphor classifier on
the test set of 62 literal and 78 metaphoric Russian
sentences from news articles.

While we did not conduct a full-scale experiment
7www.aot.ru
8www.babylon.com

with Spanish, we ran a pilot using 51 sentences: 24
literal and 27 metaphoric. We obtained the F -score
of 0.66 for the WN+VSM combination. We take it as
a positive sign and will conduct more experiments.

5 Related work

Our work builds on the research of Birke and Sarkar
(2007) who used an active learning approach to cre-
ate an annotated corpus of sentences with literal
and figurative senses of 50 common English verbs.
The result was the TroFi Example Base set of 3,737
labeled sentences, which was used by the authors
to train several classifiers. These algorithms were
tested on sentences containing 25 English verbs not
included in the original set. The authors report F -
scores around 64.9%. We used this dataset for train-
ing and evaluation, and Birke and Sarkar’s (2007)
results as a baseline.

In a more recent work, Turney et al. (2011) sug-
gested that the degree of abstractness of a word’s
context is correlated with the likelihood that the
word is used metaphorically. To compute the ab-
stractness of a word, the authors use a variation
of Turney and Littman’s (2003) algorithm compar-
ing the word to twenty typically abstract words and
twenty typically concrete words. Latent Semantic
Analysis (Deerwester et al., 1990) is used to mea-
sure semantic similarity between each pair of words.
A feature vector is generated for each word and a
logistic regression classifier is used. The result is
an average F -score of 63.9% on the TroFi dataset,9

compared to Birke and Sarkar’s (2007) 64.9%. In
another experiment on 100 adjective-noun phrases
labeled as literal or non-literal, according to the
sense of the adjective, this algorithm obtains an av-
erage accuracy of 79%. While we obtain compara-
ble results, our work extends this method in several
important directions. First, we show how to apply
a metaphor classifier across languages. Second, we
extend our feature set beyond abstractness criteria.
Finally, we propose an alternative technique to mea-
sure degrees of abstractness.

9Turney et al. (2011) report on two experimental setups with
TroFi, our setup is closer to their first experiment.
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Îáùåñòâî çðååò äåñÿòèëåòèÿìè .

‘Society ripens over decades’

SVO = <Îáùåñòâî, çðååò, NIL>

Subject Verb

WN

noun.group 0.54
noun.state 0.23
noun.possession 0.15
noun.location 0.08

verb.change 0.75
verb.body 0.125
verb.communication 0.125

VSM Abstractness 0.87 Abstractness 0.93

Figure 1: Features extracted for a Russian test sentence classified as metaphoric by our model.

6 Conclusions and future work

We presented CSF – an approach to metaphor de-
tection based on semantic rather than lexical fea-
tures. We described our experiments with an ini-
tial set of fairly coarse-grained features and showed
how these features can be obtained in languages that
lack extensive lexical resources. Semantic, as op-
posed to lexical features, are common to all lan-
guages which allows a classifier trained to detect
metaphors in one language to be successfully ap-
plied to sentences in another language. Our results
suggest that metaphors can be detected on a con-
ceptual level, independently of whether they are ex-
pressed in Russian or English, supporting Lakoff
and Johnson’s (1980) claim that metaphors are parts
of a pervasive conceptual system.

Our current work has been limited to the detection
of figurative SVO relations, which account for about
half of all metaphors in English and Russian. Other
languages such as Farsi have a greater proportion of
metaphors based on figurative use of adjectives and
nouns. We plan to include more relations and ex-
pand our set of semantic features as part of the future
research.
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Abstract

A metaphor is a figure of speech that refers
to one concept in terms of another, as in “He
is such a sweet person”. Metaphors are ubiq-
uitous and they present NLP with a range
of challenges for WSD, IE, etc. Identifying
metaphors is thus an important step in lan-
guage understanding. However, since almost
any word can serve as a metaphor, they are
impossible to list. To identify metaphorical
use, we assume that it results in unusual se-
mantic patterns between the metaphor and its
dependencies. To identify these cases, we use
SVMs with tree-kernels on a balanced corpus
of 3872 instances, created by bootstrapping
from available metaphor lists.1 We outper-
form two baselines, a sequential and a vector-
based approach, and achieve an F1-score of
0.75.

1 Introduction

A metaphor is a figure of speech used to transfer
qualities of one concept to another, as in “He is
such a sweet person”. Here, the qualities of “sweet”
(the source) are transferred to a person (the target).
Traditionally, linguistics has modeled metaphors as
a mapping from one domain to another (Lakoff and
Johnson, 1980).

Metaphors are ubiquitous in normal language and
present NLP with a range of challenges. First, due to
their very nature, they cannot be interpreted at face
value, with consequences for WSD, IE, etc. Second,
metaphors are very productive constructions, and
almost any word can be used metaphorically (e.g.,

1Available at http://www.edvisees.cs.cmu.edu/
metaphordata.tar.gz

“This is the Donald Trump of sandwiches.”). This
property makes them impossible to pre-define or
list. Third, repeated use of a metaphor eventu-
ally solidifies it into a fixed expression with the
metaphorical meaning now accepted as just another
sense, no longer recognized as metaphorical at all.
This gradient makes it hard to determine a boundary
between literal and metaphorical use of some ex-
pressions. Identifying metaphors is thus a difficult
but important step in language understanding.2

Since many words can be productively used as
new metaphors, approaches that try to identify
them based on lexical features alone are bound to
be unsuccessful. Some approaches have therefore
suggested considering distributional properties
and “abstractness” of the phrase (Turney et al.,
2011). This nicely captures the contextual nature
of metaphors, but their ubiquity makes it impossible
to find truly “clean” data to learn the separate
distributions of metaphorical and literal use for
each word. Other approaches have used pre-defined
mappings from a source to a target domain, as in
“X is like Y”, e.g., “emotions are like temperature”
(Mason, 2004). These approaches tend to do well
on the defined mappings, but they do not generalize
to new, creative metaphors. It is doubtful that it
is feasible to list all possible mappings, so these
approaches remain brittle.

In contrast, we do not assume any predefined
mappings. We hypothesize instead that if we inter-
preted every word literally, metaphors will manifest
themselves as unusual semantic compositions.
Since these compositions most frequently occur

2Shutova (2010) distinguishes between metaphor identifica-
tion (which she calls recognition) and interpretation. We are
solely concerned with the former.
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in certain syntactic relations, they are usually con-
sidered semantic preference violations; e.g., in the
metaphorical “You will have to eat your words”, the
food-related verb heads a noun of communication.
In contrast, with the literal sense of “eat” in “You
will have to eat your peas”, it heads a food noun.
This intuition is the basis of the approaches in
(Iverson and Helmreich, 1991; Krishnakumaran
and Zhu, 2007; Baumer et al., 2010; Turney et
al., 2011).3 We generalize this intuition beyond
preference selections of verbs and relational nouns.

Given enough labeled examples of a word, we
expect to find distinctive differences in the compo-
sitional behavior of its literal and metaphorical uses
in certain preferred syntactic relationships. If we
can learn to detect such differences/anomalies, we
can reliably identify metaphors. Since we expect
these patterns in levels other than the lexical level,
the approach expands well to creative metaphors.

The observation that the anomaly tends to occur
between syntactically related words makes depen-
dency tree kernels a natural fit for the problem. Tree
kernels have been successfully applied to a wide
range of NLP tasks that involve (syntactic) relations
(Culotta and Sorensen, 2004; Moschitti, 2006; Qian
et al., 2008; Giuliano et al., 2009; Mirroshandel et
al., 2011).

Our contributions in this paper are:

• we annotate and release a corpus of 3872 in-
stances for supervised metaphor classification

• we are the first to use tree kernels for metaphor
identification

• our approach achieves an F1-score of 0.75, the
best score of of all systems tested.

2 Data

2.1 Annotation

We downloaded a list of 329 metaphor examples
from the web4. For each expression, we extracted
sentences from the Brown corpus that contained
the seed (see Figure 1 for an example). To decide

3A similar assumption can be used to detect the literal/non-
literal uses of idioms (Fazly et al., 2009).

4http://www.metaphorlist.com and http://
www.macmillandictionaryblog.com

whether a particular instance is used metaphorically,
we set up an annotation task on Amazon Mechanical
Turk (AMT).

Annotators were asked to decide whether a
highlighted expression in a sentence was used
metaphorically or not (see Figure 2 for a screen-
shot). They were prompted to think about whether
the expression was used in its original meaning.5

In some cases, it is not clear whether an expression
is used metaphorically or not (usually in short
sentences such as “That’s sweet”), so annotators
could state that it was not possible to decide. We
paid $0.09 for each set of 10 instances.

Each instance was annotated by 7 annotators.
Instances where the annotators agreed that it was
impossible to tell whether it is a metaphor or not
were discarded. Inter-annotator agreement was
0.57, indicating a difficult task. In order to get the
label for each instance, we weighted the annotator’s
answers using MACE (Hovy et al., 2013), an
implementation of an unsupervised item-response
model. This weighted voting produces more reliable
estimates than simple majority voting, since it is
capable of sorting out unreliable annotators. The
final corpus consisted of 3872 instances, 1749 of
them labeled as metaphors.

Figure 2: Screenshot of the annotation interface on Ama-
zon’s Mechanical Turk

We divided the data into training, dev, and test
sets, using a 80-10-10 split. All results reported
here were obtained on the test set. Tuning and
development was only carried out on the dev set.

2.2 Vector Representation of Words

The same word may occur in a literal and a
metaphorical usage. Lexical information alone is

5While this is somewhat imprecise and not always easy to
decide, it proved to be a viable strategy for untrained annotators.
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A bright idea.

“ Peter is the bright , sympathetic guy when you ’re doing a deal , ” says one agent . yes
Below he could see the bright torches lighting the riverbank . no
Her bright eyes were twinkling . yes
Washed , they came out surprisingly clear and bright . no

Figure 1: Examples of a metaphor seed, the matching Brown sentences, and their annotations

thus probably not very helpful. However, we would
like to capture semantic aspects of the word and
represent it in an expressive way. We use the exist-
ing vector representation SENNA (Collobert et al.,
2011) which is derived from contextual similarity.
In it, semantically similar words are represented
by similar vectors, without us having to define
similarity or looking at the word itself. In initial
tests, these vectors performed better than binary
vectors straightforwardly derived from features of
the word in context.

2.3 Constructing Trees

a) b) c)like

I people

the sweet in

Boston

NNS

DT JJ IN

n.group

O adj.all O

NNP n.location

VB

PRP

v.emotion

O

Figure 3: Graphic demonstration of our approach. a) de-
pendency tree over words, with node of interest labeled.
b) as POS representation. c) as supersense representation

The intuition behind our approach is that
metaphorical use differs from literal use in certain
syntactic relations. For example, the only difference
between the two sentences “I like the sweet people
in Boston” and “I like the sweet pies in Boston” is
the head of “sweet”. Our assumption is that—given
enough examples—certain patterns emerge (e.g.,
that “sweet” in combination with food nouns is
literal, but is metaphorical if governed by a noun
denoting people).

We assume that these patterns occur on different
levels, and mainly between syntactically related
words. We thus need a data representation to
capture these patterns. We borrow its structure from

dependency trees, and the different levels from
various annotations. We parse the input sentence
with the FANSE parser (Tratz and Hovy, 2011)6. It
provides the dependency structure, POS tags, and
other information.

To construct the different tree representations,
we replace each node in the tree with its word,
lemma, POS tag, dependency label, or supersense
(the WordNet lexicographer name of the word’s
first sense (Fellbaum, 1998)), and mark the word
in question with a special node. See Figure 3 for
a graphical representation. These trees are used in
addition to the vectors.

This approach is similar to the ones described in
(Moschitti et al., 2006; Qian et al., 2008; Hovy et
al., 2012).

2.4 Classification Models
A tree kernel is simply a similarity matrix over tree
instances. It computes the similarity between two
trees T1, T2 based on the number of shared subtrees.

We want to make use of the information en-
coded in the different tree representations during
classification, i.e., a forest of tree kernels. We thus
combine the contributions of the individual tree
representation kernels via addition. We use kernels
over the lemma, POS tag, and supersense tree
representations, the combination which performed
best on the dev set in terms of accuracy.

We use the SVMlight TK implementation by
Moschitti (2006).7 We left most parameters set
to default values, but tuned the weight of the
contribution of the trees and the cost factor on the
dev set. We set the multiplicative constant for the
trees to 2.0, and the cost factor for errors on positive
examples to 1.7.

6http://www.isi.edu/publications/
licensed-sw/fanseparser/index.html

7http://disi.unitn.it/moschitti/
Tree-Kernel.htm
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If we assume any word can be used metaphori-
cally, we ultimately want to label every word in a
sentence, so we also evaluate a sequential model, in
this case a CRF. We use CRFsuite (Okazaki, 2007)8

to implement the CRF, and run it with averaged
perceptron. While the CRF produces labels for
every word, we only evaluate on the words that
were annotated in our corpus (to make it maximally
comparable), and use the same representations
(lemma, POS and SST) of the word and its parent
as features as we did for the SVM. Training method
and feature selection were again tuned on the dev
set to maximize accuracy.

3 Experiments

system acc P R F1
BLall 0.49 0.49 1.0 0.66
BLmost freq. class 0.70 0.66 0.65 0.65
CRF 0.69∗ 0.74∗ 0.50 0.59
SVMvector−only 0.70∗ 0.63∗ 0.80 0.71
SVM+tree 0.75∗ 0.70∗ 0.80 0.75∗

Table 1: Accuracy, precision, recall, and F1 for various
systems on the held-out test set. Values significantly bet-
ter than baseline at p < .02 are marked ∗ (two-tailed t-
test).

We compare the performance of two baselines,
the CRF model, vanilla SVM, and SVM with tree
kernels and report accuracy, precision, recall, and
F1 (Table 1).

The first baseline (BLall) labels every instance
as metaphor. Its accuracy and precision reflect the
metaphor ratio in the data, and it naturally achieves
perfect recall. This is a rather indiscriminate
approach and not very viable in practice, so we
also apply a more realistic baseline, labeling each
word with the class it received most often in the
training data (BLmost freq. class ). This is essentially
like assuming that every word has a default class.
Accuracy and precision for this baseline are much
better, although recall naturally suffers.

The CRF improves in terms of accuracy and
precision, but lacks the high recall the baseline
has, resulting in a lower F1-score. It does yield

8http://www.chokkan.org/software/
crfsuite/

the highest precision of all models, though. So
while not capturing every metaphor in the data, it is
usually correct if it does label a word as metaphor.

SVMlight allows us to evaluate the performance
of a classification using only the vector representa-
tion (SVMvector−only). This model achieves better
accuracy and recall than the CRF, but is less precise.
Accuracy is the same as for the most-frequent-
class baseline, indicating that the vector-based
SVM learns to associate a class with each lexical
item. Once we add the tree kernels to the vector
(SVM+tree), we see considerable gains in accuracy
and precision. This confirms our hypothesis that
metaphors are not only a lexical phenomenon, but
also a product of the context a word is used in. The
contextual interplay with their dependencies creates
patterns that can be exploited with tree kernels.
We note that the SVM with tree kernels is the only
system whose F1 significantly improves over the
baseline (at p < .02).

Testing with one tree representation at a time,
we found the various representations differ in terms
of informativeness. Lemma, POS, and supersense
performed better than lexemes or dependency labels
(when evaluated on the dev set) and were thus used
in the reported system. Combining more than one
representation in the same tree to form compound
leaves (e.g. lemma+POS, such as “man-NN”)
performed worse in all combinations tested. We
omit further details here, since the combinatorics of
these tests are large and yield only little insight.

Overall, our results are similar to comparable
methods on balanced corpora, and we encourage
the evaluation of other methods on our data set.

4 Related Work

There is plenty of research into metaphors. While
many are mainly interested in their general proper-
ties (Shutova, 2010; Nayak, 2011), we focus on the
ones that evaluate their results empirically.

Gedigian et al. (2006) use a similar approach
to identify metaphors, but focus on frames. Their
corpus is with about 900 instances relatively small.
They improve over the majority baseline, but only
report accuracy. Both their result and the baseline
are in the 90s, which might be due to the high
number of metaphors (about 90%). We use a larger,

55



more balanced data set. Since accuracy can be
uninformative in cases of unbalanced data sets, we
also report precision, recall, and F1.

Krishnakumaran and Zhu (2007) also use se-
mantic relations between syntactic dependencies
as basis for their classification. They do not aim to
distinguish literal and metaphorical use, but try to
differentiate various types of metaphors. They use a
corpus of about 1700 sentences containing different
metaphors, and report a precision of 0.70, recall of
0.61 (F1 = 0.65), and accuracy of 0.58.

Birke and Sarkar (2006) and Birke and Sarkar
(2007) present unsupervised and active learning
approaches to classifying metaphorical and literal
expressions, reporting F1 scores of 0.54 and 0.65,
outperforming baseline approaches. Unfortunately,
as they note themselves, their data set is “not large
enough to [...] support learning using a supervised
learning method” (Birke and Sarkar, 2007, 22),
which prevents a direct comparison.

Similarly to our corpus construction, (Shutova et
al., 2010) use bootstrapping from a small seed set.
They use an unsupervised clustering approach to
identify metaphors and report a precision of 0.79,
beating the baseline system by a wide margin. Due
to the focus on corpus construction, they cannot
provide recall or F1. Their approach considers only
pairs of a single verbs and nouns, while we allow
for any syntactic combination.

Tree kernels have been applied to a wide va-
riety of NLP tasks (Culotta and Sorensen, 2004;
Moschitti et al., 2006; Qian et al., 2008; Hovy et
al., 2012). They are specifically adept in capturing
long-range syntactic relationships. In our case, we
use them to detect anomalies in syntactic relations.

5 Conclusion

Under the hypothesis that the metaphorical use of a
word creates unusual patterns with its dependencies,
we presented the first tree-kernel based approach
to metaphor identification. Syntactic dependencies
allow us to capture those patterns at different
levels of representations and identify metaphorical
use more reliably than non-kernel methods. We
outperform two baselines, a sequential model, and
purely vector-based SVM approaches, and reach an
F1 of 0.75. Our corpus is available for download

at http://www.edvisees.cs.cmu.edu/
metaphordata.tar.gz and we encourage the
research community to evaluate other methods on it.
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Abstract 

We aim to investigate cross-cultural patterns 

of thought through cross-linguistic investiga-

tion of the use of metaphor.  As a first step, 

we produce a system for locating instances of 

metaphor in English and Spanish text.  In con-

trast to previous work which relies on re-

sources like syntactic parsing and WordNet, 

our system is based on LDA topic modeling, 

enabling its application even to low-resource 

languages, and requires no labeled data.  We 

achieve an F-score of 59% for English. 

1 Introduction 

Patterns in the use of metaphors can provide a 

great deal of insight into a culture. Cultural differ-

ences expressed linguistically as metaphor can play 

a role in matters as complex and important as dip-

lomatic relations.  For instance, Thornborrow 

(1993) discusses the different metaphors that are 

used in the context of security in French and Brit-

ish coverage of two major post-cold-war summit 

meetings.  Example metaphors such as “the corner-

stone of the new security structure,” “structures for 

defence and security cooperation,” and “the emerg-

ing shape of Europe,” exemplify the English use of 

the source concept structure in describing the tar-

get concept of security.  In contrast, the metaphors 

“des règles de sécurité nouvelles (new rules of se-

curity)”, “une révision fondamentale des disposi-

tions de sécurité (a fundamental revision of 

security provisions)”, and “un système de sécurité 

européen (a system of European security)” exem-

plify the French use of the more abstract source 

concept system to describe the same target concept.  

As Thornborrow notes, the implied British concep-

tion of security as “concrete, fixed, and immobile” 

contrasts deeply with the French conception of se-

curity as “a system as a series of processes.” 

Our ultimate goal is to use metaphor to further 

our knowledge of how different cultures under-

stand complex topics.  Our immediate goal in this 

paper is to create an automated system to find in-

stances of metaphor in English and Spanish text. 

Most existing work on metaphor identification 

(Fass, 1991; Martin, 1994; Peters and Peters, 2000; 

Mason, 2004; Birke and Sarkar, 2006; Gegigan et 

al., 2006; Krishnakumaran and Zhu, 2007; Shutova 

et  al., 2010; Shutova et al., 2012)
1
 has relied 

on some or all of handwritten rules, syntactic pars-

ing, and semantic databases like WordNet (Fell-

baum, 1998) and FrameNet (Baker et al., 1998).  

This limits the approaches to languages with rich 

linguistic resources.  As our ultimate goal is broad, 

cross-linguistic application of our system, we can-

not rely on resources which would be unavailable 

in resource-poor languages.  Instead, we apply 

LDA topic modeling (Blei et al., 2003b) which 

requires only an adequate amount of raw text in the 

target language.  This work is similar to Bethard et 

al. (2009), in which an SVM model is trained with 

LDA-based features to recognize metaphorical 

text. There the work is framed as a classification 

task, and supervised methods are used to label 

metaphorical and literal text.  Here, the task is one 

of recognition, and we use heuristic-based, unsu-

                                                           
1 See Shutova (2010) for a survey of existing approaches 
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pervised methods to identify the presence of meta-

phor in unlabeled text. We hope to eliminate the 

need for labeled data which, as discussed in 

Bethard et al. (2009) and elsewhere, is very diffi-

cult to produce for metaphor recognition. 

2 Terminology 

We will refer to a particular instance of metaphori-

cal language in text as a linguistic metaphor.  

Each such metaphor talks about a target concept 

in terms of a source concept.  For example, in 

“Dems, like rats, will attack when cornered” the 

source concept is animals and the target concept is 

politicians
2
, or at a higher level, governance.  The 

abstract mapping between a source concept and a 

target concept will be referred to as a conceptual 

metaphor which is grounded by a collection of 

linguistic metaphors. 

In this work, we restrict our attention to a single 

target concept, governance.  Our definition of gov-

ernance is broad, including views of the governed 

and those who govern, institutions of government, 

laws, and political discourse.  We used a large col-

lection (see Table 1) of potential source concepts.  

Beginning with the source concepts of primary 

metaphors, which are hypothesized to be univer-

sal (Grady, 1998), we expanded our set to include 

source concepts commonly found in the scientific 

literature about metaphor, as well as those found 

by human annotators manually collecting instances 

of governance-related metaphors. 
 

Animals Fishing Plants 

Baseball Flight Race 

Body Football Religion 

Botany Gambling Sick 

Boundary Grasp Size 

Chess Health Sound 

Color Height Sports 

Combustion Light Taste 

Cooking Liquid Temperature 

Courtship Machine Texture 

Cut Maritime Theater 

Directional force Money Time of day 

Dogs Motion Toxicity 

Drug use Mythology Vehicle 

Electricity Natural disasters War 

Energy source Nuclear Weaponry 

Entry Odor Weather 

                                                           
2 “Dems”' refers to the Democratic Party, an American politi-

cal party 

Family Pathways Weight 

Farming Physical structure Wild west 

Fight Planning  

Table 1: English Source Concepts 

3 High-level system overview 

 
Figure 1: System Overview 

 

Our main hypothesis is that metaphors are likely to 

be found in sentences that exhibit evidence of both 

a source and a target concept.  The core idea of our 

system is to use LDA topics as proxies for seman-

tic concepts which may serve as the source or tar-

get for a metaphor.  For a given language, we build 

an LDA model from Wikipedia and then align its 

topics to potential source and target concepts, 

which are defined by small human-created lists of 

seed words. 

At runtime, the system first does LDA infer-

ence on our input corpus to get topic probabilities 

for each document and sentence.  The system then 

selects those sentences linked by LDA to both a 

source-aligned topic and a target-aligned topic.
3
 

For example, a sentence containing “…virtud so-
                                                           
3 This is a distant, automatic relative of the ‘directed-search’ 

technique of Martin (1994). 
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cial para construir la democracia…”
4
 will be se-

lected because LDA strongly associates it with 

both the topic [elecciones, ministro, sucesor, …]
5
, 

aligned to the target concept governance, and the 

topic [edificio, arquitectura, torre,…]
 6

, aligned to 

the source concept physical structure.  

Next, the system identifies the words in each 

selected sentence that are strongly associated with 

each concept. In the sentence above, it marks vir-

tud and democracia as target-associated and con-

struir as source-associated. 

Next it applies two filters. First, we exclude any 

sentence with too few words that are not LDA 

stopwords, because the model's predictions may be 

very inaccurate in these cases.  Second, if the topic 

associated with the source model for a sentence is 

also a top-ranked topic for the document as a 

whole, the sentence is excluded.  The reason for 

this is that if the source concept is present through-

out the document, it is probably being used literal-

ly (see Figure 2). 

Finally, it uses previously-computed infor-

mation to determine a final score.  All linguistic 

metaphors scoring above a certain threshold are 

returned.  By varying this threshold, the user can 

vary the precision-recall tradeoff as needed. A dia-

gram of the system can be found in Figure 1. 

 
Figure 2: Even though the last sentence is relevant to the 

source concept pathways and the target concept govern-

ance, it will be correctly rejected because pathways-

aligned topics are present throughout the document. 

4 Implementation Details: Training 

Our runtime system requires as input an LDA 

model, a list of seed words for each concept, and 

an alignment between concepts and LDA topics. 

4.1 LDA Topic Model 

The topics defined by LDA topic modeling serve 

as stand-ins for the more abstractly-defined source 

and target concepts underlying the metaphors.  The 

input to training our LDA model is the full text of 

                                                           
4 social virtue to build democracy 
5 elections, minister, successor 
6 building, architecture, tower 

Wikipedia articles in the target language.  Wikipe-

dia is available in numerous languages and serves 

as a corpus of general knowledge, providing us 

with topics corresponding to a broad range of con-

cepts.  Our LDA model is trained using MALLET 

(McCallum, 2002) for 1000 iterations with 100 

topics, optimizing hyperparameters every 10 itera-

tions after a 100 iteration burn-in period. The 500 

most common tokens in the training corpus were 

used as stopwords. The result of LDA is 100 top-

ics, where each topic is a probability distribution 

over the training corpus vocabulary.  Representa-

tive words for example English topics are shown in 

Figure 3. 

 
Figure 3: Sample LDA topics with representative terms 

4.2 Concept Seed Word Lists 

For each concept  , we have a label and a small set 

of seed words representing that concept, referred to 

as     .  These lists were created by hand in Eng-

lish and then translated into Spanish by native 

speakers. The translation was not intended to be 

exact; we instructed the annotators to create the 

lists in a way that was appropriate for their lan-

guage and culture.  For instance, the football topic 

for English describes American football, but in 

Spanish, the same topic describes soccer. 

4.3 Concept-Topic Alignment 

The final input to our system is an alignment be-

tween concepts and topics, with every topic being 

mapped to at most one concept.  In addition to the 

seed lists and LDA model, this alignment process 

takes a score threshold        and a maximum 

number of alignments per source and target con-

cept    and   .  

The alignment algorithm is as follows. We 

align each topic   to the concept   with the maxi-

mum score       , which measures the concept 

terms’ summed probability in the LDA topic: 

                       .  We remove all align-

ments where                . Finally, for each 

concept, only the   highest scoring alignments 

are kept, where   may be different for source and 

Our county has many roads in bad shape.  

Thousands of our bridges are structurally 

deficient.  Congress needs to pass a new 

highway bill. 

theater stage musical miss actreess 

theory philosophy pp study scientific 

knowledge 

nfl bowl yards coach players card yard 

governor republican senate election congress 
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target. We refer to the aligned topics for a concept 

  as     . 

Label Seed List 

Words 

Aligned Topics 

Vehicle vehicle, 

wheels, gas, 

bus 

0.035: engine, car, 

model 

0.29: railway, 

trains, train 

0.022: energy, 

gas, linear 

Animals animal, beast, 

cattle 

0.066: animals, 

animal, species 

Courtship courtship, ro-

mance, court 

None 

Governance aristocrat, bi-

partisan, citi-

zen, duke 

0.25: Election, 

elected, parliament 

0.22: Governor, 

republican, Senate 

0.14: sir, lord,  

henry 

0.13: kingdom, 

emperor, empire 

0.12: rights, legal, 

laws 
Table 2: Sample concepts, manually-created seed lists, 

and aligned topics 

A last condition on the topic-concept alignment 

is the assignment of topics to trump concepts. Our 

only trump concept in this study is war. If an LDA 

topic is aligned with both the war concept and the 

governance concept, it is removed from alignment 

with the governance concept. We do this because 

war is so tightly associated with governments that 

the alignment algorithm invariably aligns it to the 

governance topic.  However, war is also a very 

important source concept for governance meta-

phors; our choice is to suffer on recall by missing 

some governance-relevant sentences, but increase 

recall on metaphors for which the source concept is 

war. Sample topic-concept alignments are shown 

inTable 2. By inspecting the resulting alignments 

by hand, we chose the following parameter values 

for both languages:       =0.01,   =3,   =5.   

The process of defining concepts is simple and 

fast and the alignment method is inexpensive.  

Therefore, while we have not captured all possible 

source concepts in our initial list, expanding this 

list is not difficult.  We can define new source con-

cepts iteratively as we analyze metaphors that our 

extraction system misses, and we can add target 

concepts as our interests broaden. 

5 Implementation Details: Runtime 

The system receives as input a corpus of docu-

ments, their LDA decodings, the LDA decodings 

of each sentence treated as a separate document, 

and the topic-concept alignments. Each four-tuple 

          is processed independently, where   is 

the language,   is the source concept,   is the tar-

get concept, and   is the sentence. 

 

Determining Concept Relevance: Recall our 

basic intuition that a sentence relevant both to an 

LDA topic in      (termed source-relevant) and 

one in      (termed target-relevant) is potentially 

metaphorical.  The system judges a sentence   to 

be  -relevant if the probability of  -aligned topics 

in that sentence is above a threshold:       
                        , where        is an ad-

justable parameter tuned by hand.         is 0.06 in 

English and 0.05 in Spanish.        is 0.1 in both 

languages. On the source side, the system removes 

all topics in      from        and renormalizes 

before determining relevance in order to avoid pe-

nalizing sentences for having very strong evidence 

of relevance to governance in addition to providing 

evidence of relevance to a source concept.  For 

reference below, let                    (a 

measure of how strongly the sentence is associated 

with its topics) and let 

                            (the most proba-

ble  -aligned topic in the sentence). 

If   is not both source- and target-relevant, the 

system stops and the sentence is not selected. 

 

Finding Concept-Associated Words: The system 

next creates sets    of the words in   associated 

with the concept  .  Let                   .  

Then let   
  {                   , where 

      is a hand tuned parameter set to 0.1 for both 

languages. That is, any word whose probability in 

the topic is higher than a theshold is included as a 

concept-associated word in that sentence.  Let 

               and vice-versa. Note that words 

which could potentially be associated with either 

concept are associated with neither.  For reference 

below, let                      (the most 

strongly concept-associated words in the sentence) 
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and                    (the combined 

strength of those associations).  

If   lacks words strongly associated with the 

source and target concepts (that is,    or    is 

empty), the system stops and the sentence is not 

selected. 

Filters: The system applies two filters. First,   

must have at least four words which are not LDA 

stopwords; otherwise, the LDA predictions which 

drive the system's concept-relevance judgements 

tend to be unreliable.  Second, the most likely 

source topic       must not be one of the top 10 

topics for the document as a whole, for reasons 

described above.  If either of these requirements 

fail, the system stops and the sentence is not se-

lected. 

Final Scoring: Finally, the system determines 

if  

  (  (     )  (     )            )         

where        is a hand-tuned threshold set to -10.0 

for English and -13.0 for Spanish.  This takes into 

account the strength of association between topics 

and the sentence, between the annotated words and 

the topics, and between the topics and their aligned 

concepts.  Any sentence passing this threshold is 

selected as a linguistic metaphor. 

6 Example Output 

We provide examples of both true and false posi-

tives extracted by our system.  The annotations of 

source and target-associated words in each sen-

tence are those defined as    and    above.  The 

source concept animals is used for all examples. 

1. ModeratesT we all hear are an endangeredS 

speciesS, Sen. Richard 

2. DemsT like ratsS sometimes attack when cor-

nered 

3. ObamaT 's world historical political ambitions 

crossbredS with his 

4. At least DemocraticT representativesT are 

snakeheadS fish 

5. Another whopperS from Cleveland, GOPT 

lawyer backs him up 

6. Previous post: Illinois GOPT lawmakerT ar-

rested in animalS feed bag related incident 

7. Next post: National Enquirer catfighting 

Michelle ObamaT has clawsS out for that nice 

Ann Romney 

8. Sen. Lisa MurkowskiT R AK independent 

from Alaska - thank you silly Repubs, teaS 

party her out ha  

Examples 1 through 4 are correct metaphors ex-

tracted by our system.  In each, some words related 

to the target concept governance are described us-

ing terms related to the source concept animals.  

Example 1 best represents the desired output of our 

system, such that it contains a governance- and 

animals-relevant metaphor and the terms associat-

ed with the metaphor are properly annotated. Some 

issues do arise in these true positive examples. Ex-

ample 2, while often termed a simile, is counted as 

a metaphor for our purposes.  In example 3, the 

source term is correctly annotated, but the target 

terms should be political ambitions rather than  

Obama.  It is unclear why the term snakehead but 

not the term fish in example 4 is associated with 

the source concept.  

Examples 5 through 8 represent system errors.  

In example 5, the fact that the word whopper oc-

curs frequently to describe a large animal (espe-

cially a fish) causes the sentence to be mistakenly 

identified as relevant to the source concept animal.  

The source term animal in example 6 is clearly 

relevant to the source concept, but it is being used 

literally.  The document-level source concept fil-

tering does not entirely eliminate this error class.  

While example 7 contains a metaphor and has 

some relationship to American politics, it would be 

counted as an error in our evaluations because the 

metaphor itself is not related to governance. In ex-

ample 8, we have two errors. First, tea is strongly 

present in the topic aligned to the animal concept, 

causing the sentence to be incorrectly marked as 

source-relevant. Second, because our topic model 

operates at the level of individual words, it was 

unable to recognize that tea here is part of the 

fixed, governance-related phrase tea party.
 7
 

7 Evaluation 

7.1 Collecting Evaluation Data 

We collected a domain-specific corpus in each 

language.  We curated a set of news websites and 

governance-relevant blogs in English and Spanish 

and then collected data from these websites over 

the course of several months. For each language, 

we ran our system over this corpus (all steps in 

                                                           
7 an American political movement 
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Section 5), produced a set of linguistic metaphors 

for each topic-aligned source concept (the target 

concept was always governance), and ranked them 

by the final score (Section 4.4). Below, we will 

refer to the set of all linguistic metaphors sharing 

the same source and target concept as a conceptual 

metaphor. 

7.2 Simple Evaluation 

For this evaluation, we selected the top five exam-

ples for each conceptual metaphor.  If the same 

sentence was selected by multiple conceptual met-

aphors, it was kept for only the highest scoring 

one.  We then added enough of the highest-ranked 

unselected metaphors to create a full set of 300. 

We then added random sentences from the corpus 

that were not selected as metaphorical by the sys-

tem to bring the total to 600.  Our Spanish annota-

tors were unavailable at the time this evaluation 

took place, so we are only able to report results for 

English in this case. 

For each of these instances, two annotators 

were asked the question, “Is there a metaphor 

about governance in this example?” These annota-

tors had previous experience in identifying meta-

phors for this study, both by searching manually in 

online texts and evaluating previous versions of 

our system.  Over time we have given them feed-

back on what does and does not constitute a meta-

phor.  In this case, the annotators were given 

neither the system's concept-word association an-

notations nor the source concept associated with 

the instance.  In one way, the evaluation was gen-

erous, because any metaphor in the extracted sen-

tence would benefit precision even if it was not the 

metaphor found by our system. On the other hand, 

the same is true for the random sentences; while 

the system will only extract metaphors with source 

concepts in our list, the annotators had no such 

restriction. This causes the recall score to suffer.  

The annotation task was difficult, with a  -score of 

0.48.  The resulting scores are given in Table 3.   

The examples given in Section 5 illustrate the error 

classes found among the false positives identified 

by the human annotators. There are many cases 

where the source-concept associated terms are used 

literally rather than metaphorically, and many cas-

es where the system-found metaphor is not about 

governance.  Some text processing issues, such as 

a bug in our sentence breaking script, as well as the 

noisy nature of blog and blog comment input, 

caused some of the examples to be difficult to in-

terpret or evaluate.  

 

Annotator Precision ‘Recall’ F Kappa 

1 

2 

65 

43 

67 

60 

66 

50 
0.48 

Mean 54 64 59  
Table 3: Simple English Evaluation 

7.3 Stricter Evaluation 

Common Experimental Setup 

We did a second evaluation of both English and 

Spanish using a different paradigm.  For each lan-

guage, we selected the 250 highest-ranked linguis-

tic metaphor instances in the corpus.  Subjects on 

Amazon Mechanical Turk were shown instances 

with the system-predicted concept-associated 

words highlighted and asked if the highlighted 

words were being used metaphorically (options 

were yes and no).  Each subject was randomly 

asked about roughly a quarter of the data. 

 

We paid the subjects $10 per hour.  We added 

catch trial sentences which asked the subject to 

simply answer yes or no as a way of excluding 

those not actually reading the sentences.  Subjects 

answering these questions incorrectly were exclud-

ed (17 in English, 25 in Spanish).  

We defined the metaphoricity of an instance to 

be the fraction of subjects who answered yes for 

that instance. We define the metaphoricity of a 

conceptual metaphor as the average metaphoricity 

of its groundings among the instances in this eval-

uation set.  
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English Results 

We restricted our subjects to those claiming to 

be native English speakers who had IP addresses 

within the U.S. and had 115 participants.  The ex-

amples were grouped into 66 conceptual meta-

phors. The mean metaphoricity of instances was 

0.41 (standard deviation=0.33).  The mean meta-

phoricity of the conceptual metaphors (Figure 4), 

was 0.39 (SD=0.26).  Although there was wide 

variance in metaphoricity across conceptual meta-

phors, it appears likely that most of the conceptual 

metaphors discovered by the system are correct: 

65% of the conceptual metaphors had metaphorici-

ty greater than 0.25, and 73% greater than 0.2. 

Given that many metaphors are conventional and 

difficult to detect in natural language (Lakoff and 

Johnson, 1980), it is possible that even in cases in 

which only a minority of subjects detected a meta-

phor, a metaphor nonetheless exists 

Spanish Results 

We restricted our subjects to those claiming to be 

native speakers of Mexican Spanish with IP ad-

dresses in the US (57) or Mexico (29).  The in-

stances were grouped into 52 conceptual meta-

phors.  The mean metaphoricity of instances was 

0.33 (SD=0.23) and for conceptual metaphors 

(Figure 4), 0.31 (SD=0.16). 60% of conceptual 

metaphors had metaphoricity greater than 0.25, and 

73% greater than 0.2.  That performance was only 

slightly lower than English is a positive indication 

of our method’s cross-linguistic potential. 

8 Discussion and Future Work 

We observed a number of problems with our ap-

proach which provide avenues for future research. 

8.1 Topics as Proxies of Primary Metaphor 

Concepts 

Many of the metaphors missed by our system were 

instances of primary metaphor, especially those 

involving movement and spatial position.  Our 

LDA approach is poorly suited to these because the 

source concepts are not well-characterized by word 

co-occurrence: words describing movement and 

spatial position do not have a strong tendency to 

co-occur with other such words, at least in Wik-

ipedia.  Augmenting our system with a separate 

 

 
 

 
Figure 4: Metaphoricity of Conceptual Metaphors for English (top) and Spanish (bottom) 
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approach to primary metaphor would boost its per-

formance significantly. 

8.2 Topics as Proxies of Non-Primary Meta-

phor Concepts 

We found that most of our potential source con-

cepts did not correspond to any LDA topic. How-

ever, many of these, such as wild west, have fairly 

strong word co-occurrence patterns, so they plau-

sibly could be found by a different topic modeling 

algorithm.  There are two promising approaches 

here which could potentially be combined.  The 

first is to use a hierarchical LDA algorithm (Blei et 

al, 2003b) to allow concepts to align to topics with 

varying degrees of granularity, from the very gen-

eral (e.g. war) to the very specific (e.g. wild west).  

The second is to use constrained LDA approaches 

(Andrzejewski and Zhu, 2009; Hu et al., 2010) to 

attempt to force at least one topic to correspond to 

each of our seed concept lists.   

A different approach would leave behind seed 

lists entirely.  In our current approach, only about 

one third of the topics modeled by LDA are suc-

cessfully aligned with a source concept from our 

hand-made list.  However, some non-aligned LDA 

topics have properties similar to those that were 

chosen to represent source concepts.  For instance, 

the topic whose highest ranked terms are [institute, 

professor, engineering, degree] is comprised of a 

set of semantically coherent and concrete terms, 

and could be assigned a reasonably accurate label 

such as higher education.  If we were to choose 

LDA topics based on the terms’ coherence and 

concreteness (and perhaps other relevant, measura-

ble properties), then assign a label using a method 

such as that in Mei et al. (2007), we would be able 

to leverage more of the concepts in the LDA mod-

el. This would increase the recall of our system, 

and also reduce some of the confusion associated 

with incorrect labeling of concepts in linguistic and 

conceptual metaphors.  Applying Labeled LDA, as 

in Ramage et al. (2009), would be a similar ap-

proach. 

8.3 Confusion of Literal and Metaphorical 

Usage of Source Concepts 

Another major problem was the confusion between 

literal and metaphorical usage of source terms.  

This is partly addressed by our document topics 

filter, but more sophisticated use of document con-

text for this purpose would be helpful.  A similar 

filter based on contexts across the test corpus 

might be useful. 

8.4 Fixed Expressions 

Some of our errors were due to frequent fixed 

phrases which included a word strongly associated 

with a source topic, like Tea Party.  Minimum de-

scription length (MDL) phrase-finding or similar 

techniques could be used to filter these out.  Initial 

experiments performed after the evaluations dis-

cussed above show promise in this regard. Using 

the MDL algorithm (Rissanen, 1978), we devel-

oped a list of likely multi-word expressions in the 

Wikipedia corpus.  We then concatenated these 

phrases in the Wikipedia corpus before LDA mod-

eling and in the test corpus before metaphor pre-

diction.  Though we did not have time to formally 

evaluate the results, a subjective analysis showed 

fewer of these fixed phrases appearing as indica-

tors of metaphor (as words in    or   ). 

8.5 Difficulty of Annotation 

A different method of presentation of metaphors to 

the subjects, for instance with annotations marking 

where in the sentence we believed metaphor to 

exist or with a suggestion of the source concept, 

may have improved agreement and perhaps the 

system’s evaluation score. 

8.6 Summary 

We have presented a technique for linguistic and 

conceptual metaphor discovery that is cross-

linguistically applicable and requires minimal lin-

guistic resources.  Our approach of looking for 

overlapping semantic concepts allows us to find 

metaphors of any syntactic structure.  The frame-

work of our metaphor discovery technique is flexi-

ble in its ability to incorporate a wide variety of 

source and target concepts. The only linguistic re-

sources the system requires are a corpus of gen-

eral-knowledge text adequate for topic modeling 

and a small set of seed word lists. We could im-

prove our system by applying new research in au-

tomatic topic modeling, by creating new filters and 

scoring mechanisms to discriminate between literal 

and figurative word usages, and by creating train-

ing data to allow us to automatically set certain 

system parameters.   
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Abstract 

This article describes our novel approach to 
the automated detection and analysis of meta-
phors in text. We employ robust, quantitative 
language processing to implement a system 
prototype combined with sound social science 
methods for validation. We show results in 4 
different languages and discuss how our 
methods are a significant step forward from 
previously established techniques of metaphor 
identification. We use Topical Structure and 
Tracking, an Imageability score, and innova-
tive methods to build an effective metaphor 
identification system that is fully automated 
and performs well over baseline.  

1 Introduction 

The goal of this research is to automatically identi-
fy metaphors in textual data.  We have developed a 
prototype system that can identify metaphors in 
naturally occurring text and analyze their seman-
tics, including the associated affect and force. Met-
aphors are mapping systems that allow the 
semantics of a familiar Source domain to be ap-
plied to a Target domain so that new frameworks 
of reasoning can emerge in the Target domain. 
Metaphors are pervasive in discourse, used to con-
vey meanings indirectly. Thus, they provide criti-
cal insights into the preconceptions, assumptions 
and motivations underlying discourse, especially 
valuable when studied across cultures. When met-
aphors are thoroughly understood within the con-
text of a culture, we gain substantial knowledge 
about cultural values. These insights can help bet-
ter shape cross-cultural understanding and facili-

tate discussions and negotiations among different 
communities.  

A longstanding challenge, however, is the large-
scale, automated identification of metaphor in vol-
umes of data, and especially the interpretation of 
their complex, underlying semantics.  

We propose a data-driven computational ap-
proach that can be summarized as follows: Given 
textual input, we first identify any sentence that 
contains references to Target concepts in a given 
Target Domain (Target concepts are elements that 
belong to a particular domain; for instance “gov-
ernment bureaucracy” is a Target concept in the 
“Governance” domain). We then extract a passage 
of length 2N+1, where N is the number of sentenc-
es preceding (or succeeding) the sentence with 
Target Concept. We employ dependency parsing to 
determine the syntactic structure of each input sen-
tence. Topical structure and imageability analysis 
are then combined with dependency parsing output 
to locate the candidate metaphorical expressions 
within a sentence. For this step, we identify nouns 
and verbs in the passage (of length 2N+1) and link 
their occurrences – including repetitions, pronomi-
nal references, synonyms and hyponyms. This 
linking uncovers the topical structure that holds the 
narrative together.  We then locate content words 
that are outside the topical structure and compute 
their imageability scores. Any nouns or adjectives 
outside the main topical structure that also have 
high imageability scores and are dependency-
linked in the parse structure to the Target Concept 
are identified as candidate source relations, i.e., 
expressions borrowed from a Source domain to 
describe the Target concept. In addition, any verbs 
that have a direct dependency on the Target Con-
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cept are considered as candidate relations. These 
candidate relations are then used to compute and 
rank proto-sources. We search for their arguments 
in a balanced corpus, assumed to represent stand-
ard use of the language, and cluster the results. 
Proto-source clusters and their ranks are exploited 
to determine whether the candidate relations are 
metaphorical or literal. Finally, we compute the 
affect and force associated with the metaphor.    

Our approach is shown to work in four lan-
guages – American English, Mexican Spanish, 
Russian Russian and Iranian Farsi. We detail in 
this paper the application of our approach to detec-
tion of metaphors using specific examples from the 
“Governance” domain. However, our approach can 
be expanded to work on extracting metaphors in 
any domain, even unspecified ones. We shall brief-
ly explain this in Section 5; we defer the details of 
the expanded version of the algorithm to a separate 
larger publication. In addition, we shall primarily 
present examples in English to illustrate details of 
our algorithms. However, modules for all four lan-
guages have the same implementation in our sys-
tem.  

The rest of the paper is organized as follows: in 
Section 2, we discuss related research in this field. 
Section 3 presents our approach in detail; Section 4 
describes our evaluation and results. In Section 5 
we discuss our conclusions and future directions.  

2 Related Work 

Most current research on metaphor falls into three 
groups: (1) theoretical linguistic approaches (as 
defined by Lakoff & Johnson, 1980; and their fol-
lowers) that generally look at metaphors as abstract 
language constructs with complex semantic prop-
erties; (2) quantitative linguistic approaches (e.g., 
Charteris-Black, 2002; O’Halloran, 2007) that at-
tempt to correlate metaphor semantics with their 
usage in naturally occurring text but generally lack 
robust tools to do so; and (3) social science ap-
proaches, particularly in psychology and anthro-
pology that seek to explain how people deploy and 
understand metaphors in interaction, but which 
lack the necessary computational tools to work 
with anything other than relatively isolated exam-
ples. 
    Metaphor study in yet other disciplines has in-
cluded cognitive psychologists (e.g., Allbritton, 
McKoon & Gerrig, 1995) who have focused on the 

way metaphors may signify structures in human 
memory and human language processing. Cultural 
anthropologists, such as Malkki in her work on 
refugees (1992), see metaphor as a tool to help out-
siders interpret the feelings and mindsets of the 
groups they study, an approach also reflective of 
available metaphor case studies, often with a Polit-
ical Science underpinning (Musolff, 2008; Lakoff, 
2001).  
    In computational investigations of metaphor, 
knowledge-based approaches include MetaBank 
(Martin, 1994), a large knowledge base of meta-
phors empirically collected. Krishnakumaran and 
Zhu (2007) use WordNet (Felbaum, 1998) 
knowledge to differentiate between metaphors and 
literal usage. Such approaches entail the existence 
of lexical resources that may not always be present 
or satisfactorily robust in different languages. 
Gedigan et al (2006) identify a system that can 
recognize metaphor. However their approach is 
only shown to work in a narrow domain (Wall 
Street Journal, for example).  
   Computational approaches to metaphor (largely 
AI research) to date have yielded only limited 
scale, often hand designed systems (Wilks, 1975; 
Fass, 1991; Martin, 1994; Carbonell, 1980; Feld-
man & Narayan, 2004; Shutova & Teufel, 2010; 
inter alia, also Shutova, 2010b for an overview). 
Baumer et al (2010) used semantic role labels and 
typed dependency parsing in an attempt towards 
computational metaphor identification. However 
they self-report their work to be an initial explora-
tion and hence, inconclusive. Shutova et al (2010a) 
employ an unsupervised method of metaphor iden-
tification using nouns and verb clustering to auto-
matically impute metaphoricity in a large corpus 
using an annotated training corpus of metaphors as 
seeds. Their method relies on annotated training 
data, which is difficult to produce in large quanti-
ties and may not be easily generated in different 
languages.  

By contrast, we propose an approach that is fully 
automated and can be validated using empirical 
social science methods. Details of our algorithm 
follow next. 
 

3 Our Approach 

In this section, we walk through the steps of meta-
phor identification in detail. Our overall algorithm 

68



consists of five main steps from obtaining textual 
input to classification of input as metaphorical or 
literal.  

3.1 Passage Identification 

The input to our prototype system is a piece of 
text. This text may be taken from any genre – news 
articles, blogs, magazines, official announcements, 
broadcast transcripts etc.  

Given the text, we first identify sentences that 
contain Target concepts in the domain we are in-
terested in. Target concepts are certain keywords 
that occur within the given domain and represent 
concepts that may be targets of metaphor. For in-
stance, in the “Governance” domain, concepts such 
as “federal bureaucracy” and “state mandates” 
serve as Target concepts. We keep a list of Target 
concepts to search through when analyzing given 
input. This list can be automatically created by 
mining Target Concepts from resource such as 
Wikipedia, given the Target domain, or manually 
constructed. Space limits the discussion of how 
such lists may be automatically created; a separate 
larger publication addresses our approach to this 
task in greater detail.  

In Figure 1, we show a piece of text drawn from 
a 2008 news article. The sentence in italics con-
tains one of our Target concepts: “federal bureau-
cracy”. We extract the sentence containing Target 
concepts that match any of those in our list, includ-
ing N sentences before and N sentences after the 
sentence if they exist, to yield a passage of at most 
2N+1 sentences. For the example shown in Figure 
1, the Target concept is “federal bureaucracy”. In 
current system prototype, N=2. Hence, we extract 
two sentences prior to the sentence containing 
“federal bureaucracy” (in Figure 1 example, these 
are omitted for ease of presentation) and two sen-
tences following the given sentence.  
     Once this passage is extracted, we need to de-
termine whether a metaphor is present in the mid-
dle sentence. To accomplish that, we follow the 
steps as described in the next section.  
 
 

 
Figure 1. Excerpt from news article. Passage containing 

target concept highlighted in italics. The callouts 1, 2 
etc., indicate topic chains (see next section). 

     

3.2 Topical Structure and Imageability Anal-
ysis 

Our hypothesis is that metaphorically used terms 
are typically found outside the topical structure of 
the text. This is an entirely novel method of effec-
tively selecting candidate relations. It draws on  
Broadwell et al. (2012), who proposed a method to 
establish the topic chains in discourse as a means 
of modeling associated socio-linguistic phenomena 
such as topic control and discourse cohesiveness. 
We adapted this method to identify and exclude 
any words that serve to structure the core discus-
sion, since the metaphorical words, except in the 
cases of extended and highly elaborated meta-
phors, are not the main subject, and thus unlikely 
to be repeated or referenced in the context sur-
rounding the sentence.  

We link the occurrences of each noun and verb 
in the passage (5 sentence length). Repetitions via 
synonyms, hyponyms, lexical variants and pronoun 
references are linked together. These words, as 
elements of the several topic chains in a text, are 
then excluded from further consideration. WordNet 
(Felbaum, 1998) is used to look up synonyms and 
hyponyms of the remaining content words. We 

These qualities1 have helped him4 navigate the 
labyrinthine federal bureaucracy in his demand-
ing $191,300-a-year job as the top federal offi-
cial3 responsible for bolstering airline, border2, 
port and rail security against a second cata-
strophic terrorist attack.  
But those same personal qualities1 also explain 
why the 55-year-old Cabinet officer3 has alienat-
ed so many Texans along the U.S.-Mexico bor-
der2 with his4 relentless implementation of the 
Bush administration's hard-nosed approach to 
immigration enforcement - led by his unyielding 
push to construct 670 miles of border2 fencing by 
the end of the year.  
Some Texas officials are so exasperated that they 
say they'll just await the arrival of the next presi-
dent before revisiting border enforcement with 
the federal government. 
 

Copyright 2008. The Houston Chronicle Publishing Company. All 
Rights Reserved. 
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illustrate this in Figure 1. We show the two sen-
tences that form the latter context in the example 
passage. We show four of the topic chains discov-
ered in this passage. These have been labeled via 
superscripts in Figure 1. 1 and 2 are the repetitions 
of word “qualities” and “border”. The 3 identifies 
repetition via lexical variants “officer” and “offi-
cial” and 4 identifies the pronoun co-references  
“him” and “his”. We shall exclude these words 
from consideration when searching for candidate 
metaphorical relations in the middle sentence of 
the passage.  

To further narrow the pool of candidate relations 
in this sentence, we compute the imageability 
scores of the remaining words. The hypothesis is 
metaphors use highly imageable words to convey 
their meaning. The use of imageability scores for 
the primary purpose of metaphor detection distin-
guishes our approach from other research on this 
problem. While Turney et al. (2011) explored the 
use of word concreteness (a concept related but not 
identical to imageability) in an attempt to disam-
biguate between abstract and concrete verb senses, 
their method was not specifically applied to detec-
tion of metaphors; rather it was used to classify 
verb senses for the purpose of resolving textual 
entailment. Broadwell et al. (2013) present a de-
tailed description of our approach and how we use 
imageability scores to detect metaphors. 

Our assertion is that any highly imageable word 
is more likely to be a metaphorical relation. We 
use the MRCPD (Coltheart 1981, Wilson 1988) 
expanded lexicon to look up the imageability 
scores of words not excluded via the topic chains. 
Although the MRCPD contains data for over 
150,000 words, a major limitation of the database 
for our purposes is that the MRCPD has imageabil-
ity ratings (i.e., how easily and quickly the word 
evokes a mental image) for only ~9,240  (6%) of 
the total words in its database. To fill this gap, we 
expanded the MRCPD database by adding imagery 
ratings for an further 59,989 words. This was done 
by taking the words for which the MRCPD data-
base has an imageability rating and using that word 
as an index to synsets determined using WordNet 
(Miller, 1995). The expansion and validation of the 
expanded MRCPD imageability rating is presented 
in a separate, future publication.  

Words that have an imageability rating lower 
than an experimentally determined threshold are 
further excluded from consideration. In the exam-

ple shown in Figure 1, words that have sufficiently 
high imageability scores are “labyrinthine”, “port”, 
“rail” and “airline”. We shall consider them as 
candidate relations, to be further investigated, as 
explained in the dependency parsing step described 
next.   

3.3 Relation Extraction 

Dependency parsing reveals the syntactic structure 
of the sentence with the Target concept. We use 
the Stanford parser (Klein and Manning, 2003) for 
English language data. We identify candidate met-
aphorical relations to be any verbs that have the 
Target concept in direct dependency path (other 
than auxiliary and modal verbs). We exclude verbs 
of attitude (“think”, “say”, “consider”), since these 
have been found to be more indicative of metony-
my than of metaphor. This list of attitude verbs is 
automatically derived from WordNet. 

From the example shown in Figure 1, one of the 
candidate relations extracted would be the verb 
“navigate”.  
    In addition, we have a list of candidate relations 
from Step 3.2, which are the highly imageable 
nouns and adjectives that remain after topical 
structure analysis. Since “port”, “rail” and “airline” 
do not have a direct dependency path to our Target 
concept of “federal bureaucracy”, we drop these 
from further consideration. The highly imageable 
word remaining in this list is “labyrinthine”.  
    Thus, two candidate relations are extracted from 
this passage – “navigate” and “labyrinthine”. We 
shall now show how we use these to discover pro-
to-sources for the potential metaphor.  

3.4 Discovery of Proto-sources 

Once candidate relations are identified, we exam-
ine whether the usage of these relations is meta-
phorical or literal. To determine this, we search for 
all uses of these relations in a balanced corpus and 
examine in which contexts the candidate relations 
occur. To demonstrate this via our example, we 
shall consider one of the candidate relations identi-
fied in Figure 1 – “navigate”; the search method is 
the same for all candidate relations identified. In 
the case of the verb “navigate” we search a bal-
anced corpus for the collocated words, that is, 
those that occur within a 4-word window following 
the verb, with high mutual information (>3) and 
occurring together in the corpus with a frequency 
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at least 3. This search returns a list of words, most-
ly nouns in this case, that are the objects of the 
verb “navigate”, just as “federal bureaucracy” is 
the object in the given example. However, since 
the search occurs in a balanced corpus, given the 
parameters we search for, we discover words 
where the objects are literally navigated. Given 
these search parameters, the top results we get are 
generally literal uses of the word “navigate”. We 
cluster the resulting literal uses as semantically 
related words using WordNet and corpus statistics. 
Each such cluster is an emerging prototype source 
domain, or a proto-source, for the potential meta-
phor. 

In Figure 2, we show three of the clusters ob-
tained when searching for the literal usage of the 
verb “navigate”. We use elements of the clusters to 
give names or label the proto-source domains. 
WordNet hypernyms or synonyms are used in most 
cases. The clusters shown in Figure 2 represent 
three potential source domains for the given exam-
ple, the labels “MAZE”, “WAY” and “COURSE” 
are derived from WordNet. 
 

 
Figure 2. Three of several clusters obtained from bal-
anced corpus search for objects of verb “navigate”. 

 
     We rank the clusters according to the combined 
frequency of cluster elements in the balanced cor-
pus. In a similar fashion, clusters are obtained for 
the candidate relation “labyrinthine”; however here 
we search for the nouns modified by the adjective 
“labyrinthine”.       

3.5 Estimation of Linguistic Metaphor 

A ranked list of proto-sources from the previous 
step serves as evidence for the presence of a meta-
phor.   

If any Target domain elements are found in the 
top two ranked clusters, we consider the phrase 
being investigated to be literal. This eliminates 
examples where one of the most frequently en-
countered sources is within the target domain.  

If neither of the top two most frequent clusters 
contains any elements from the target domain, we 
then compute the average imageability scores for 
each cluster from the mean imageability score of 
the cluster elements. If no cluster has a sufficiently 
high imageability score (experimentally deter-
mined to be >.50 in the current prototype), we 
again consider the given input to be literal. This 
step reinforces the claim that metaphors use highly 
imageable language to convey their meaning. If a 
proto-source cluster is found to meet both criteria, 
we consider the given phrase to be metaphorical. 
For the example shown in Figure 1, our system 
finds “navigate the …federal bureaucracy” to be 
metaphorical. One of the top Source domains iden-
tified for this metaphor is “MAZE”. Hence the 
conceptual metaphor output for this example can 
be: 

“FEDERAL BUREAUCRACY IS A MAZE”. 
Our system can thus classify input sentences as 
metaphorical or literal by the series of steps out-
lined above. In addition, we have modules that can 
determine a more complex conceptual metaphor, 
based upon evidence of one or more metaphorical 
passages as identified above. We do not discuss 
those modules in this article. Once a metaphor is 
identified, we compute associated Mappings, Af-
fect and Force. 

3.6 Mappings 

In the current prototype system, we assign meta-
phors to one of three types of mappings. Propertive 
mappings – which state what the domain objects  

1. Proto-source Name: MAZE 
Proto-source Elements: [mazes, system, net-
works] 
IMG Score: 0.74 
2. Proto-source Name: WAY 
Proto-source Elements: [way, tools] 
IMG Score: 0.60 
3. Proto-source Name: COURSE 
Proto-source Elements: [course, streams] 
IMG: 0.55 

Table 1. Algorithm assigns affect of metaphor based upon mappings. 

Rel  < Negative 

Rel  = Neutral 

Rel ≥ Positive 
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are and descriptive features; Agentive mappings – 
which describe what the domain elements do to 
other objects in the same or different domains; and 
Patientive mappings – which describe what is done 
to the objects in these domains. These are broad 
categories to which relations can, with some ex-
ceptions be assigned at the linguistic metaphor lev-
el by the parse tag of the relation. Relations that 
take Target concepts as objects are usually Pa-
tientive relations. Similarly, relations that are 
Agentive take Target concepts as subjects. Proper-
tive relations are usually determined by adjectival 
relations.  
   Once mappings are assigned, we can use them to 
group linguistic metaphors. A set of linguistic met-
aphors on the same or semantically equivalent 
Target concepts can be grouped together if the re-
lations are all agentive, patientive or propertive. 
The mapping assigned to set of examples in Figure 
3 is Patientive.  
    One immediate consequence of the proposed 
approach is the simplicity with which we can rep-
resent domains, their elements, and the metaphoric 
mappings between domains. Regardless of what 
specific relations may operate within a domain (be 
it Source or Target), they can be classified into just 
3 categories. We are further expanding this module 
to include semantically richer distinctions within 
the mappings. This includes the determination of 
the sub-dimensions of mappings i.e. assigning 
groups of relations to a semantic category.  

3.7 Affect and Force  

Affect of a metaphor may be positive, negative or 
neutral. Our affect estimation module computes an 
affect score taking into account the relation, Target 
concept and the subject or object of the relation 
based on the dependency between relation and 
Target concept. The algorithm is applied according 
to the categories shown in Table 1.  
    The expanded ANEW lexicon (Bradley and 
Lang, 2010) is used to look up affect scores of 
words. ANEW assigns scores from 0 (highly nega-
tive) to 9 (highly positive); 5 being neutral. We 
compute the affect of a metaphorical phrase within 
a sentence by summing the affect scores of the re-
lation and its object or subject.  If the relation is 
agentive, we then look at the object in source do-
main that the Target concept is acting upon. If the 
object (denoted in above table as X) has an affect 

score that is greater than neutral, and the relation 
itself has an affect score that is greater than neutral, 
then a POSITIVE affect is assigned to the meta-
phor. This is denoted by the cell at the intersection 
of the row labeled “Rel > Positive” and the 3rd col-
umn in Table 1. Similarly affect for the other map-
ping categories can be assigned.  
 

 
Figure 3. Four metaphors for the Target concept “feder-

al bureaucracy”.  
 
We also seek to determine the impact of metaphor 
on the reader. This is explored using the concept of 
Force in our system. The force of a metaphor is 
estimated currently by the commonness of the ex-
pression in the given Target domain. We compute 
the frequency of the relation co-occurring with 
Target concept in a corpus of documents in the 
given Target domain. This frequency represents 
the commonness of expression, which is the in-
verse of Force. The more common a metaphorical 
expression is, the lesser its force.  
   For the example shown below in Figure 4, the 
affect is computed to be positive (“navigate” and 
“veterans” are both found to have positive affect 
scores, the relation is patientive). The force of this 
expression is low, since its commonness is 742 
(commonness score > 100 is high commonness, 
determined experimentally).  
 

 
Figure 4. Example of metaphor with positive affect and 

low force. 

1. His attorney described him as a family man 
who was lied to by a friend and who got tangled 
in federal bureaucracy he knew nothing about. 
2. The chart, composed of 207 boxes illustrates 
the maze of federal bureaucracy that would have 
been created by then-President Bill Clinton's rela-
tion health reform plan in the early 1990s. 
3. "Helping my constituents navigate the federal 
bureaucracy is one of the most important things I 
can do," said Owens. 
4. A Virginia couple has donated $1 million to 
help start a center at Arkansas State University 
meant to help wounded veterans navigate the 
federal bureaucracy as they return to civilian life. 
 

A Virginia couple has donated $1 million to help 
start a center at Arkansas State University meant 
to help wounded veterans navigate the federal 
bureaucracy as they return to civilian life. 
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   The focus of this article is the automatic identifi-
cation of metaphorical sentences in naturally oc-
curring text. Affect and force modules are utilized 
to understand metaphors in context and contrast 
them across cultures, if feasible. We defer more 
detailed discussion of affect and force and their 
implications to a future, larger article.  

4 Evaluation and Results 

In order to determine the efficacy of our system in 
classifying metaphors as well as to validate various 
system modules such as affect and force, we per-
formed a series of experiments to collect human 
validation of metaphors in a large set of examples.  

4.1 Experimental Setup  

We constructed validation tasks that aimed at per-
forming evaluation of linguistic metaphor extrac-
tion accuracy. The first task – Task 1, consists of a 
series of examples, typically 50, split more or less 
equally between those proposed by the system to 
be metaphorical and those proposed to be literal. 
This task was designed to elicit subject and expert 
judgments on several aspects related to the pres-
ence or absence of linguistic metaphors in text. 
Subjects are presented with brief passages where a 
Target concept and a relation are highlighted. They 
are asked to rank their responses on a 7-point scale 
for the following questions: 
 
Q1: To what degree does the above passage use 
metaphor to describe the highlighted concept? 
Q2: To what degree does this passage convey an 
idea that is either positive or negative?  
Q3: To what degree is it a common way to express 
this idea?  
   
 There are additional questions that ask subjects to 
judge the imageability and arousal of a given pas-
sage, which we do not discuss in this article. Q1 
deals with assessing the metaphoricity of the ex-
ample, Q2 deals with affect and Q3 deals with 
force. 
  
Each instance of Task 1 consists of a set of instruc-
tions, training examples, and a series of passages to 
be judged. Instructions provide training examples 
whose ratings fall at each end the rating continu-
um. Following the task, participants take a gram-

mar test to demonstrate native language proficien-
cy in the target language. All task instances are 
then posted on Amazon’s Mechanical Turk. The 
goal is to collect at least 30 valid judgments per 
task instance. We typically collect ~50 judgments 
from Mechanical Turkers, so that after filtering for 
invalid data which includes turkers selecting items 
at random, taking too little time to complete the 
task, grammar test failures, and other inconsistent 
data, we would still retain 30 valid judgments per 
passage. In addition to grammar test and time fil-
ter, we also inserted instance of known metaphors 
and known literal passages randomly within the 
Task. Any turker judgments that classify these 
known instance incorrectly more than 30% of the 
total known instance size are discarded. 
    The valid turker judgments are then converted to 
a binary judgment for the questions we presented. 
For example, for question Q1, the anchors to 7-
point scale are 0 (none at all i.e. literal) to 7 (highly 
i.e metaphorical). We take [0, 2] as a literal judg-
ment and [4, 6] as metaphorical and take a majority 
vote. If the majority vote is 3, we discard that pas-
sage from our test set, since it is undetermined 
whether the passage is literal or metaphorical.     
    We have collected human judgments on hun-
dreds of metaphors in all four languages of inter-
est. In Section 4.3, we explain our performance 
and compare our results to baseline where appro-
priate.  

4.2 Test Reliability 

The judgments collected from subjects are tested 
for reliability and validity. Reliability among the 
raters is computed by measuring intra-class corre-
lation (ICC) (McGraw & Wong, 1996; Shrout & 
Fleiss, 1979). A coefficient value above 0.7 indi-
cates strong reliability.  
Table 3 shows the current reliability coefficients 
established for the selected Task 1 questions in all 
4 languages. In general, our analyses have shown 
that with approximately 30 or more subjects we 
obtain a reliability coefficient of at least 0.7. We 
note that Russian and Farsi reliability scores are 
low in some categories, primarily due to lack of 
sufficient subject rating data. However, reliability 
of subject ratings for metaphor question (Q1) is 
sufficiently high in three of the four languages we 
are interested in. 
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Dimension English Spanish Russian  Farsi 
Metaphor .908 .882 .838 .606 
Affect  .831 .776 .318 .798 
Commonness .744 .753 .753 .618 
Table 3. Intraclass correlations for linguistic metaphor 
assessment by Mechanical Turk subjects (Task 1) 

4.3 Results 

In Table 4, we show our performance at classifying 
metaphors across four different languages. The 
baseline in this table assigns all given examples in 
the test set to be metaphorical. We note that per-
formance of the system at the linguistic metaphor 
level when compared to human gold standard is 
significantly over baseline for all four languages. 
The system performances cited in Table 4 validate 
the system against test sets that contain the distri-
bution of metaphorical vs. literal examples as out-
lined in Table 5. 
 

 English Spanish Russian Farsi 
Baseline 45.8% 41.7% 56.4% 50% 
System 71.3% 80% 69.2% 78% 
Table 4. Performance accuracy of system when com-

pared to baseline for linguistic metaphor classification. 
 

 English Spanish Russian Farsi 
Metaphor 50 50 22 25 

Literal 59 70 17 25 
Total 109 120 39 50 

Table 5. Number of metaphorical and literal examples 
in test sets across all four languages. 

 
Table 6 shows the accuracy in classification by the 
Affect and Force modules. We note that the low 
performance of affect and force for languages oth-
er than English. Our focus has been on improving 
NLP tools for Spanish, Russian and Farsi, so that a 
similar robust performance for those language can 
be achieved as we can demonstrate in English. 
 
Accuracy English Spanish Russian Farsi 
Affect  72% 54% 51% 40% 
Force 67% 50% 33% 66% 

Table 6. Affect and force performance of system on 
linguistic metaphor level. 

 

5 Discussion and Future Work 

In this article, we described in detail our approach 
to detecting metaphors in text. We have developed 

an automated system that does not require the ex-
istence of annotated training data or a knowledge 
base of predefined metaphors. We have described 
the various steps for detecting metaphors from re-
ceiving an input, to selecting candidate relations, to 
the discovery of prototypical source domains, and 
leading to the identification of a metaphor as well 
as the discovery of the potential source domain 
being applied in the metaphor. We presented two 
novel concepts that have heretofore not been fully 
explored in computational metaphor identification 
systems. The first is the exclusion of words that 
form the thread of the discussion in the text, by the 
application of a Topic Tracking module. The se-
cond is the application of Imageability scores in 
the selection of salient candidate relations.  
Our evaluation consists first of validating the eval-
uation task itself. Once we ensure that sufficient 
reliability has been established on the various di-
mensions we seek to evaluate – metaphoricity, af-
fect and force – we compare our system 
performance to the human gold standard. The per-
formance of our system as compared to baseline is 
quite high, across all four languages of interest 
when measured against human assessed gold 
standard.  
In this article, we discuss examples of metaphors 
belonging to a specific Target domain – “Govern-
ance”. However, we can run our system through 
data in any domain perform the same kind of met-
aphor identification. In cases where the Target do-
main is unknown, we plan to use our Topic 
tracking module to recognize content words that 
may form part of a metaphorical phrase. This is 
essentially a process that is the reverse of that de-
scribed in Section 3.3. We will find the salient 
Target concepts where there are directly dependent 
relations with the imageable verbs or adjectives.  
In a separate larger publication, we plan to discuss 
in detail revisions to our Mapping module as well 
as the discovery and analyses of more complex 
conceptual metaphors. Such complex metaphors 
are based upon evidence from one or more instance 
of linguistic metaphors. Additional modules would 
recognize the manifold mappings, affect and force 
associated with the complex conceptual metaphors.   
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Abstract 

This work presents the tentative version of the 

protocol designed for annotation of a Russian 

metaphor corpus using the rapid annotation 

tool BRAT. 

The first part of the article is devoted to the 

procedure of "shallow" annotation in which 

metaphor-related words are identified 

according to a slightly modified version of the 

MIPVU procedure. The paper presents the 

results of two reliability tests and the measures 

of inter-annotator agreement obtained in them. 

Further on, the article gives a brief account of 

the linguistic problems that were encountered 

in adapting MIPVU to Russian. The rest of the 

first part describes the classes of metaphor-

related words and the rules of their annotation 

with BRAT. The examples of annotation show 

how the visualization functionalities of BRAT 

allow the researcher to describe the 

multifaceted nature of metaphor related words 

and the complexity of their relations. 

The second part of the paper speaks about the 

annotation of conceptual metaphors (the "deep" 

annotation), where formulations of conceptual 

metaphors are inferred from the basic and 

contextual meanings of metaphor-related words 

from the "shallow" annotation, which is 

expected to make the metaphor formulation 

process more controllable. 

1 Introduction 

The manually annotated Russian-language 
metaphor corpus is an ongoing project in its initial 
stage, in which a group of native Russian experts 

aims to annotate a corpus of contemporary Russian 
texts. 

The annotation is performed at the two levels:  

1) shallow annotation – identification of 
metaphor-related words according to a slightly 

modified version of MIPVU, the procedure for 
linguistic metaphor identification (Steen et al., 

2010); 

2) deep annotation – identification of cross-
domain mappings and formulation of conceptual 

metaphors on the basis of basic and contextual 
meanings of metaphor-related words.  

The annotations are visualized with the BRAT 

annotation tool (http://brat.nlplab.org/, Stenetorp et 
al., 2012).  

2. Shallow annotation 

The shallow annotation, based on the MIPVU 
procedure for linguistic metaphor identification 

(Steen et al., 2010), consists in indentifying and 
annotating all metaphor-related words in the 
corpus. 

2.1 MIPVU procedure 

In MIPVU, metaphor-related words are the 

words whose contextual meanings are opposed to 

their basic meanings.  
The basic meaning of a word is: 
a) more concrete; what it evokes is easier to 

imagine, see, hear, feel, smell and taste; 

b) related to bodily action; 

c) more precise (as opposed to vague) (ibid.). 

77



Reliability Test 

1: 

4 texts, 

3 annotators 

Reliability Test 

2: 

4 texts, 

3 annotators 

Fleiss' kappa: 

accepted 

reliable 

minimum 

VU Amsterdam 

Metaphor 

Corpus: 
4 texts, 

4 annotators 

VU Amsterdam 

Metaphor 

Corpus: 
3 texts, 

4 annotators 

0.68 0.90 0.7 0.85-0.86 0.88 

Table 1. Inter-annotator agreement (Fleiss' kappa) in Reliability Tests 1 and 2 

The contextual meaning of a word is the 

meaning observed in a given context. 
Annotators establish the basic and the contextual 

meaning for each word in the corpus using 
dictionary definitions from (Dictionary of the 

Russian Language, 1981-1984) which is the 

primary dictionary, and (Dictionary of the Russian 
Language, 1999) as a subsidiary dictionary.  

According to MIPVU, a lexical unit is annotated 
as a metaphor-related word if its contextual 

meaning contrasts with its basic meaning (by the 

basis of concreteness, body-relatedness and 
preciseness, as described above), and the 

contextual and the basic meanings can be 
understood in comparison with each other: 

CM�BM. 
A lexical unit is not a metaphor-related word if 

its contextual meaning is the same as its basic 

meaning, or if the contrast by the basis of 
concreteness, body-relatedness and preciseness is 

not conspicuous enough: CM=BM. 
MIPVU does not take into account the historical 

aspect, i.e. it does not differentiate between older 

and newer meanings or look into the etymology of 
words, and treats all meanings from the standpoint 

of an average contemporary user of the language 
(Steen et al., 2010). 

In BRAT annotation tool, the contextual and the 
basic meanings of metaphor-related words are 
recorded in a special text field which is displayed 

when a viewer hovers the computer mouse over a 
word. 

2.2. Reliability Tests 

We have performed two Reliability Tests in order 
to 1) to check the transferability and applicability 
of MIPVU, which was originally designed for 

English, to Russian-language material and 2) to 

assess the reliability of MIPVU on Russian-

language material by measuring the rate of inter-
annotator agreement.  

The Reliability Tests had the following setup:  

– 3 annotators (PhDs and current PhD 

students with prior experience in conceptual 
metaphor studies); 

– a collection of 4 text excerpts (500-600 
words each), representing the 4 genres: fiction, 

transcribed spoken, popular science/academic, and 

news texts; 
– POS-tagged files from the National 

Russian Corpus (http://ruscorpora.ru/) in xhtml-
format; 

– 2 dictionaries used to define the word 

meanings: (Dictionary of the Russian Language, 
1981-1984, Dictionary of the Russian Language, 

1999).  
The inter-annotator agreement was measured by 

Fleiss' kappa (Artstein and Poesio, 2008) using 
binary classification, i.e. 1 for any metaphor-

related word and 0 for otherwise. The measure of 

Fleiss' kappa in Reliability Tests 1 and 2 is 
presented in Table 1 in comparison with the similar 

tests done for VUAMC, the VU Amsterdam 
Metaphor Corpus (Steen et al., 2010).  

In the first Reliability Test, the annotators were 

instructed to follow the basic rules of MIPVU, as 
described in 2.1. As seen from Table 1, the 

resultant agreement was below both the inter-
annotator agreement observed on VUAMC and the 

minimum threshold accepted for Fleiss' kappa. 
Following Reliability Test 1, we analyzed the 

cases of disagreement between the annotators, and 

the reports from the annotators about the 
difficulties they experienced when applying 

MIPVU.  

After that we designed the new version of the 
MIPVU rules which attempted to address those 

problems (see 2.3). 
The second Reliability Test, which was run on a 

new collection, was annotated according to the 

revised rules. As a result, the inter-annotator 
agreement significantly improved, exceeding the 

statistical threshold for Fleiss' kappa and 
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outperforming the agreement measures reported 
for VUAMC (see Table 1). 

2.3. MIPVU rules: revised and extended 

The analysis of the cases of disagreement and the 

annotators' problem reports has identified 3 major 

groups of difficulties. Two of them concerned the 
application of the MIPVU procedure in general, 
and one group of problems was specific for using 

MIPVU with Russian dictionaries on Russian 

texts.  

The first major problem had to do with defining 
the basic meanings of words; the annotators 
reported significant difficulties in singling out one 

basic meaning from all the available meanings, as 

required by MIPVU. The solution for this problem 

suggests defining a group of basic meanings rather 
than one basic meaning, each of which shares the 

feature of concreteness, body-relatedness and 
preciseness. We have also listed the basic 

meanings of all major Russian prepositions, as 

prepositions are reported to account for 38.5-
46.9% of metaphor-related words in a corpus 

(Steen et al., 2010) and therefore are essential for 
inter-annotator agreement. 

The second issue concerned the treatment of 

idioms and proper names, for which MIPVU does 
not offer a comprehensive solution. In our version 

of annotation, we introduced special tags for these 
classes – Set Expression and Proper Name (see 
2.4.6, 2.4.7). 

The most numerous group of problems dealt 
with using Russian dictionaries and adjusting 

MIPVU to the specific morphological, 
grammatical, etc. features of Russian, such as: 

- In the dictionaries, word meanings are often 

defined through the meanings of words that have 
the same morphological root, but belong to a 

different part of speech (deverbal nouns, adjectival 
participles and adverbs, adverbs formed on the 
basis of adverbial participles). 

- Some of the meanings of imperfecitve verbs 

are defined on the basis of their perfective 

counterparts. Some of the meanings of passive 
verbs are defined on the basis of their active 

counterparts. 
- Homonymous grammatical forms belonging to 

different parts of speech are listed in one dictionary 

entry.  

- Agglutinative and abbreviated compound 
words (consisting of more than one stem) require 

separate analysis of each of their stems. 
- Specialist terms and slang words are not listed 

in general dictionaries. 
- The best candidate for the basic meaning may 

be a stylistically marked meaning of a word. 

The solutions we offered to address these 
linguistic issues of MIPVU adaptation to Russian 

are described in detail in (Badryzlova et al., 2013). 

2.4. Classes of metaphor-related words in 

the shallow annotation 

Depending on the type of relation between the 
contextual meaning and the basic meaning, the 

shallow annotation of the Russian metaphor corpus 

distinguishes the following classes of metaphor-

related words that were present in the original 
MIPVU procedure (Steen et al., 2010): Indirect 

Metaphor, borderline cases, or WIDLII (When in 
Doubt, Leave It In), Implicit Metaphors, Direct 
Metaphors, Metaphor Flags (mFlag), 

Personification, and lexical units discarded for 
metaphor analysis (DFMA). Additionally, we 

annotate the classes of Set Expression and Proper 
Name.  

Importantly, the functionalities provided by 

BRAT annotation tool allow assigning multiple 
tags to a lexical unit; for example, a word or a 

phrase can take the tags of Indirect Metaphor and 
Personifier/Personified at the same time (e.g. see 
the word "liniya" in Fig. 3); metaphor-related 

annotations can overlap, thus displaying the multi-
faceted nature of metaphor-related words and the 

complexity of their relations. 

2.4.1  Indirect Metaphor 

Indirect Metaphor is observed when the contextual 

meaning of a lexical unit contrasts with its basic 

meaning: CM � BM (Steen et al., 2010).  
Figure 1: В последнее время все чаще 

выпускают полноприводные машины, в 
которых раздаточная коробка вообще не 

предусмотрена. [Recently, all-wheel drive 

vehicles have been produced ("released") which 
feature no transfer case at all.] 
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Figure 2. A WIDLII case 

 

The verb "vypuskat'" in Figure 1 is an Indirect 
Metaphor because CM � BM: 

Contextual 

Meaning 

"vypuskat'" 

 Basic Meaning 

"vypuskat'" 

Произвести, 

выработать 

(изделия, товары) 
[To produce, to 
turn out (products, 

goods)] 

� Дать возможность или 

разрешить кому-л. 

уйти, удалиться 
откуда-л., куда-л.; 
отпустить [To allow or 

permit smb to leave or 
go out; to release smb 

(The fields above the sentence lines in Figures 
1-6 contain the definitions of the contextual and 
the basic meanings. The definitions are given 

according to (Dictionary of the Russian Language, 
1981-1984). 

2.4.2 Borderline cases (WIDLII – When 

In Doubt, Leave It In) 

We state a WIDLII case when it is not quite clear 
whether the contextual and the basic are identical 

or not, i.e. whether CM � BM or CM = BM 

(Steen et al., 2010). 
Figure 2: Камнем преткновения стал вопрос: 

сколько же колес должно крутиться от 
мотора? [The following question has become the 

stumbling block: how many wheels should be 
rotated by the engine?] 

The noun "vopros" in Figure 2 is a WIDLII case 

because it simultaneously displays a dual relation 

between the contextual and the basic meaning: CM 

� BM, and CM = BM: 

Contextual 

Meaning "vorpos" 

 Basic Meaning 

"vopros" 
Дело, предмет 
обсуждения, 

внимания и т. п. 

[The matter or the 

subject of a 
discussion, 
consideration, etc.] 

� Обращение к кому-
л., требующее 

ответа, разъяснения 

и т. п. [An utterance 

requiring response, 
explanation, etc.] 

and  

Contextual Meaning 

"vopros" 

 Basic Meaning 

"vopros" 

Обращение к кому-
л., требующее 

ответа, разъяснения 
и т. п. [An utterance 

requiring response, 

explanation, etc.] 

= Обращение к кому-
л., требующее 

ответа, разъяснения 
и т. п. [An utterance 

requiring response, 

explanation, etc.] 

2.4.3 Implicit Metaphor 

Implicit Metaphors are anaphoric pronouns that are 

coreferential with a metaphor-related antecedent 
(Steen et al., 2010). In the shallow annotation 

proposed in this paper, the Implicit Metaphor and 
its metaphoric antecedent are connected by the 

relation "Coreference". 
Figure 3: Однако вопреки расчетам 

террористов наша линия на политическое 

урегулирование в Чечне, опирающаяся на 
поддержку чеченского народа, остается 

неизменной. Мы высоко ценим то понимание, 

Figure 1. Indirect Metaphor 
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которая она встречает в исламском мире. 

[However, despite the expectations of the 

terrorists, our line on political settlement in 
Chechnya, which leans on the support of the 

Chechen people, has stayed unchanged. We highly 
appreciate the understanding she (it) meets in the 

Islamic world.] 

The pronoun "ona" [she (it)]) in Figure 3 is an 

anaphor of the Indirect Metaphor "liniya" [line], 
as:  

Contextual 

Meaning "liniya" 

 Basic Meaning 

"liniya" 
Узкая полоса, 

черта, проведенная 
на какой-л. 
поверхности от 

одной точки к 
другой. [Thin mark 

drawn on a surface 
from one point to 
another]. 

� Направление, 

образ действий, 
мыслей. [Direction 
or manner of action 

or thought]. 

Therefore, "ona" is a case of Implicit Metaphor. 

2.4.4 Personification 

We have elaborated the structure of Personification 

that was suggested by the original MIPVU 
procedure. The visualization functionalities of 
BRAT annotation tool have enabled us to regard 

personification as a relation between the two 
entities: the source of personification and the target 

of personification. 

The source of personification (Personifier) is a 

lexical unit whose basic meaning implies the 

presence of an animate agent. 
The target of personification (Personified) is a 

lexical unit denoting inanimate subjects, 
phenomena, or abstract notions onto which the 

features of an animate agent from the Personifier 

are mapped. 

The Personifier and the Personified are 
connected by the relation of "Personification". 

Figure 3: Однако вопреки расчетам 

террористов наша линия на политическое 

урегулирование в Чечне, опирающаяся на 

поддержку чеченского народа, остается 
неизменной. Мы высоко ценим то понимание, 
которая она встречает в исламском мире. 

[However, despite the expectations of the 

terrorists, our line on political settlement in 

Chechnya, which leans on the support of the 
Chechen people, has stayed unchanged. We highly 
appreciate the understanding she (it) meets in the 

Islamic world.] 
In this sentence, already discussed above, the 

verb "vstrechat'" [to meet] (which has been tagged 
as Indirect Metaphor) is also the source of 
personification (Personifier), as its basic meaning 

implies an animate agent:  

Contextual 

Meaning 

"vstrechat'" 

 Basic Meaning 

"vstrechat'" 

Увидеть идущего 

навстречу, сойтись 

� Получить, 

испытать, 

 
Figure 3. Implicit Metaphor, Personification 
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Figure 4. DFMA 

с ним; Выйдя 
навстречу 

прибывающему 
(прибывающим), 

принять, 

приветствовать их. 
[To see a person 

walking towards 
you, and to approach 

him/her; to walk 

towards arriving 
visitor(s) while 

greeting and 
welcoming them].  

оказавшись в 
каком-л. 

положении, при 
каком-л. действии 

и т. п. [To receive 

or experience smth 
while being in a 

certain situation, in 
the course of a 

certain action, 

etc.]. 

The target of personification (Personified) is the 
anaphoric pronoun "ona" [she] and, consequently, 

its metaphorical antecedent, the noun "liniya" 
[line]. 

2.4.5 DFMA (Discarded for Metaphor 

Analysis) 

The tag DFMA is used in MIPVU and in our 

shallow annotation when the incompleteness of the 
context does not allow the annotator to establish 

the contextual meaning (Steen et al., 2010). Such 
cases are commonly observed either in incomplete, 

or syntactically, lexically or stylistically incorrect 

utterances that are characteristic of spoken 
language. 

Figure 4 presents an excerpt from a TV talk 
show in which two female hosts interview a female 

rock singer: "Смирнова. Мы/ старые тётеньки / 

нам нравятся ваши песни / но вот это на нас 
решительно не действует. Поэтому весь этот 

напор / и эффектное" я / космополит !"/" меня 
волнует..."/ как вы там сказали ... секунду.../" 

меня волнует наводнение в Чехии "...   

Арбенина. Что-что?   Смирнова. Я вам 
покажу. Девушка/ я вам покажу!   [Host. We / 

old ladies / we like your songs / but these things 

have absolutely no effect on us / And all that drive 
/ and the pretentious "I am / a cosmopolitan!" / "I 

am concerned about…" / how did you put it… just 
a second… / "I am concerned about the flooding in 

the Czech Republic"… Guest. Come again? Host. I 

will show you. Young lady, I will show you!] 
The contextual meaning of the verb "pokazat'" 

[to show] is not apparent from the context. It is 
possible that the host indeed intends to 

demonstrate a certain object to the guest; then the 

contextual meaning will be identical to the basic 
meaning:  

Contextual Meaning 

"pokazat'" 

 Basic Meaning 

"pokazat'" 

Дать увидеть, 
представить для 

разглядывания, 
рассматривания [To 

allow smb to see 

smth, to present smth 
for display] 

= Дать увидеть, 
представить для 

разглядывания, 
рассматривания [To 

allow smb to see 

smth, to present smth 
for display] 

However, it is also possible that the host's 

purport was somewhat different, for example: 

Contextual 

Meaning 

"pokazat'" 

 Basic Meaning 

"pokazat'" 

Проучить кого-л., 
сделать нагоняй 
кому-л. за что-л. 

[To call smb to 

task, to tell smb 

off] 

� Дать увидеть, 
представить для 
разглядывания, 

рассматривания [To 

allow smb to see smth, 

to present smth for 
display] 

After all, in the absence of the extra-linguistic 

context, the available linguistic context does not 
appear sufficient for making a judgment about the 

speaker's actual intention, so the case of "pokazat'" 
is discarded for metaphor analysis. 
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Figure 5. Set Expression 

 
Figure 6. Proper Name 

 
Figure 7. Direct Metaphor, mFlag 

2.4.6 Set Expression 

This class, initially not present in the original 
version of MIPVU, was introduced by us into the 

shallow annotation as a solution to insufficient 

guidelines on treatment of idiomatic expressions in 
MIPVU (see 2.3). 

The class of Set Expressions includes idioms 
and multi-word units as they are listed in the 

dictionary. Set Expressions present a special case 
for metaphor analysis as semantically inseparable 
units with various degree of internal semantic 

motivation. The dictionary definition of a Set 
Expression in annotation is recorded as its 

contextual meaning. 

Figure 5: Камнем преткновения стал вопрос: 
сколько же колес должно крутиться от 

мотора? [The following question has become the 
stumbling block: how many wheels should be 

rotated by the engine?] 

The phrase "kamen' pretknoveniya" [stumbling 
block] in Figure 5 is a Set Expression whose 

contextual meaning is: Препятствие, 
затруднение [Hindrance, complication]. 

2.4.7 Proper Name 

The class of Proper Names, which was not present 
in the original version of MIPVU, was added to 

our tagset in order to offer a solution to the 
treatment of proper names in the shallow 
annotation. 

Proper names that have common nouns, 

adjectives etc. among their constituents are similar 

to Indirect Metaphors in that the contextual 
meaning contrasts the basic meaning; the 

difference is that the contextual meanings of 
proper names are normally not listed in 

dictionaries.  

In Figure 6, the noun "avtopilot" is the title of an 
automotive magazine, which is its contextual 

meaning. At the same time, the basic meaning of 
the corresponding common noun is that of a 

technical device: 

Contextual 

Meaning 

"avtopilot" 

 Basic Meaning 

"avtopilot" 

Название 
журнала об 

автомобилях 
[Title of an 

automotive 

magazine] 

� Устройство для 
автоматического 

управления 
летательным 

аппаратом [Device for 

automatic control of an 
aircraft] 
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2.4.8 Direct Metaphor 

According to MIPVU, the contextual meaning of a 
Direct Metaphor is identical to its basic meaning 

(CM = BM), and they belong to a distinctly 
different conceptual domain than their immediate 

context (Steen et al., 2010). Direct Metaphors in 
our annotation scheme lie on the borderline of the 
shallow and the deep annotation, acting as a source 

of cross-domain mapping.  
Direct Metaphors may be introduced into the 

context either by means of signalling devices 

(metaphor flags, mFlags), or immediately, without 
any signalling devices (Steen et al, 2010). 

Figure 7: Если жизнь колес протекает 
гладко, как асфальт на автомагистрали, то 

достаточно и подключаемого полного привода. 

[If the life of the wheels flows smoothly like 

asphalt on a motorway, a part-time 4-wheel-drive 
system will do.].  

The phrase "kak asfalt na avtomagistrali" [like 

asphalt on a motorway] is a Direct Metaphor 

signalled by the Metaphor Flag (mFlag) "kak" 

[like]. The Metaphor Flag and the Direct Metaphor 
it introduces are connected by the relation 
"Marker". 

3. Deep annotation 

By deep annotation in our corpus we mean the 
annotation of conceptual metaphors. 

We think that the coverage of conceptual 
metaphor identification in a corpus and the 
objectivity of metaphor formulation can increase to 

some extent if these procedures rely on the shallow 
annotation of metaphor-related words. 

In a typical study of conceptual metaphor in 
discourse, annotators would a) go through a text 
and mark conceptual mappings, sources and targets 

when they feel there is a shift from one conceptual 

domain to another; b) assign the identified 

conceptual structure to a metaphor from a 
previously formulated list and label the Source and 
the Target; or they would formulate a new 

metaphor, Source, and Target, if they were not 

found in the list (e.g. Chudinov, 2001). 

When we take shallow annotation as the basis 
for conceptual metaphor identification, a 

substantial component of linguistic intuition 
remains, as step (a) basically does not change. 

However, the coverage is likely to increase, 

because annotators would examine each metaphor-
related word in the shallow annotation and assess 

their potential for triggering a conceptual mapping, 
which arises from the nature and extent of the 

contrast between the basic and the contextual 
meanings. 

The objectivity of assigning conceptual 

metaphors to the mappings may also be expected 
to increase, because definitions of metaphors 

would be based on the dictionary definitions of the 
basic and the contextual meanings of metaphor-
related words (MRWs). In our annotation, the 

inferred conceptual metaphors are recorded in the 
field "Possible Inferences" of the "Target" tag. 

We have described several most frequent 

scenarios of formulating MRW-based conceptual 

metaphors: 
1) if the Target is a non-metaphor-related 

word, the definition of the Target will be expressed 

by the contextual meaning of the non-metaphor-

related word; 

2) if the Target is an Indirect Metaphor, the 
definition of the Target will be expressed by the 
contextual meaning of the Indirect Metaphor; 

3) if the Source is an Indirect Metaphor, the 

definition of the Source will be expressed by the 

basic meaning of the Indirect Metaphor;  
4) if either the Source or the Target is a 

Proper Name, the definition of the Source or the 

Target will be expressed by the contextual 

meaning of the Proper Name; 

5) if either the Source or the Target is a Set 
Expression, the definition of the Source or the 
Target will be expressed by the contextual 

meaning of the Set Expression; 
6) if the Source is a Direct Metaphor, the 

definition of the Source will be expressed by the 
Direct Metaphor itself. 

For example, the noun "liniya" [line] in Figure 

3, which in itself is an Indirect Metaphor with the 
contextual meaning of "Direction or manner of 

action or thought" is the Target for mappings from 
the two Sources. The first is a participle of the verb 

"operet'sya" [to lean on smth], which is tagged as 
an Indirect Metaphor, as: 

Contextual 

Meaning 

"operet'sya" 

 Basic Meaning 

"operet'sya" 

Найти себе 
поддержку в ком-, 

� Прислониться к 
кому-, чему-л., 
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Figure 8. Explicit Source, Implicit Target and mapping 

 

Figure 9. First- and second-order inferences 

чем-л., 
воспользоваться 
кем-, чем-л. в 

качестве опоры, 
поддержки. [To find 

help in smb/smth, to 
use smb/smth as 

support] 

налечь на кого-, 
что-л., перенося на 
него часть тяжести 

своего тела. [To 
lean against 

smb/smth, 
transferring part of 

your body weight 
onto that object] 

The second Source is the noun "podderzhka" 

[support], which is also an Indirect Metaphor:  

Contextual 

Meaning 

"podderzhka" 

 Basic Meaning 

"podderzhka" 

Помощь, 

содействие. 
[help, assistance] 

� То, что поддерживает, 

служит опорой чему-
л. [Smth that supports 

or holds the weight of 
smth] 

The following conceptual metaphor can be 

inferred from these mappings and from the 
underlying meanings of metaphor-related words: 

"Direction/manner of action/thought is something 
that uses support to lean on or to hold its weight". 

In some cases, not all the components of a 

conceptual metaphor may be present explicitly in 
the text; this happens when only the Source is 

expressed explicitly, while the Target and the 

mapping are implicit. The Implicit Target may be 
inferred either from the contextual meanings of the 

metaphor-related word(s) that express the Source, 
or from the topical framework of the context. 

We use the tag "Source implMap" to annotate 

the Source of Implicit Mapping. We also record 

the Implicit Target in a special text field of the 
"Source implMap" tag, as in Figures 8-9. 

Figure 8: Но классическая вискомуфта уже 

одной ногой стоит в могиле. [But the classic 
viscous coupling is standing with one foot in the 

grave]. "Odnoy nogoy stoit v mogile" [is standing 
with one foot in the grave] is a Set Expression 

whose contextual meaning is "To be nearing one's 
death". In the given context which speaks about the 
evolution of automotive technology, this phrase 

means "To come into disuse", which constitutes 
the Implicit Target (the Implicit Target is inferred 

from the topic of the context). The possible 
inference from the mapping of the explicit Source 
onto the Implicit Target may be worded as the 

following: "Coming into disuse is approaching 
one's death". 

When making inferences from Source/Target 
mappings we have often observed that the first-
order inferences that follow immediately from the 

metaphor-related words of the shallow level may 

logically entail further, second-order inferences 

which are also recorded in the field "Possible 
Inferences". 

Figure 9: (Заголовок статьи) Три стадии 

путинской политики: реанимация, прострация, 

революция. [(Editorial headline) The three stages 

of Putin's policy: life support, prostration, 
revolution.]  

"Reanimatsiya" [life support] is a Direct 

Metaphor with the basic meaning of "Actions 

intended to bring a person back to life from clinical 

death". At the same time, "reanimatsiya" is the 
Source of an Implicit Mapping, whose Implicit 

Target is expressed by the topic of the text, where 
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"life support" refers to Putin's policy during his 
first presidential term in 2000-2004. The possible 

first-order inference from this mapping is: "Putin's 
policy in the early 2000s is life support to Russia". 

The possible second-order inference is: "Russia 
during the early 2000s is a person in the state of 
clinical death". 

4 Conclusion 

The work presented in this paper has shown that:  

1) Introducing the classes of Set Expression and 

Proper Name has proved to be a viable solution 
for the insufficiency of instructions for idioms 
and proper names in the original version of 

MIPVU. 

2) The visualization functionalities of BRAT 

annotation tool allow elaborating and expanding 
the structure of Implicit Metaphor (relation 

"Coreference" to connect the antecedent and the 
anaphor); of Personification (source of 

personification (Personifier) connected with the 

target of personification (Personified) by the 
relation "Personification"); and of Direct 

Metaphor (Direct Metaphor connected with 
Metaphor Flag by the relation "Marker"). Cross-
domain mappings can be annotated as relations 

between the Source and the Target. 
3) BRAT annotation tool enables recording and 

storing the basic and the contextual meanings of 
metaphor-related words and the conceptual 
metaphors inferred from them. Implicit 

conceptual mappings can be annotated, where 
only the Source is expressed explicitly. 

4) Using multiple overlapping tags and relations 
visualized through BRAT helps reveal the 
complexity of the metaphoric structure of a text. 

5) The attempt to identify and formulate 
conceptual metaphors on the basis of the basic 

and contextual meanings of the underlying 
metaphor-related words tends to lead to 
increased coverage and more controlled 

metaphor formulation. 
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