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Preface

In recent years considerable progress has been made in speech processing and interaction as well as in
multimodality. However, the application field of Assistive Environments has only recently become a
focus for the speech and multimodality research community.

This workshop focuses on issues, applications, and development tools in the field of Speech and
Multimodal Interaction in Assistive Environments (SMIAE). It is concerned with all topics which fit
within the purview of speech and multimodal communication in environments suitable for the elderly
and people with age-related physical or cognitive disabilities. Assistive environments are an application
area of the research field of Ambient Assisted Living (AAL).

This research field is supported through a European technology and innovation funding programme,
which promotes intelligent assistant systems for a better, healthier, and safer life in the preferred
living environments through the use of Information and Communication Technologies (ICT). Human-
computer and human-robot interaction are key technological tools in the area of Assistive Environments,
and as such the workshop particularly aims to draw together speech and multimodal work in these
areas. Moreover, we are delighted to have both theoretical and applied computational work regarding
multimodal interaction in assistive environments at this workshop, including research fields like
robotics, virtual environments, sociable agents, gesture, games, and mobile computing.

Dimitra Anastasiou
Desislava Zhekova
Cui Jian
Robert Ross

May 2012
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Abstract

This contribution focuses on multimodal in-
teraction techniques for a mobile communi-
cation and assistance system on a robot plat-
form. The system comprises of acoustic, vi-
sual and haptic input modalities. Feedback is
given to the user by a graphical user interface
and a speech synthesis system. By this, mul-
timodal and natural communication with the
robot system is possible.

1 Introduction

The amount of older people in modern societies
constantly grows due to demographic changes (Eu-
ropean Commision Staff, 2007; Statistical Federal
Office of Germany, 2008). These people desire
to stay in their own homes as long as possible,
however suffer from first health problems, such as
decreased physical strength, cognitive decline (Pe-
tersen, 2004), visual and hearing impairments (Rud-
berg et al., 1993; Uimonen et al., 1999; Goetze et
al., 2010b). This poses great challenges to the care
systems since care services require a high amount of
temporal and personnel efforts. Furthermore, older
people living alone may suffer from social isolation
since family members, friends and acquaintances
may live at distant places and frequent face-to-face
communication may be hard to realize.

It is nowadays commonly accepted that support
by means of technical systems in the care sector
will be inevitable in the future to cope with these
challenges (Alliance, 2009). Examples for such as-
sistive devices are reminder systems (Boll et al.,

2010), medical assistance and tele-healthcare sys-
tems (Lisetti et al., 2003), personal emergency re-
sponse systems, accessible human-machine interac-
tion (Rennies et al., 2011) or social robotics (Chew
et al., 2010).

This contribution describes the human-machine
interaction modalities for a social robot called
ALIAS (adaptable ambient living assistant) that is
depicted in Figure 1. ALIAS is a mobile robot plat-
form to foster communication and social interaction
between the user and his/her social network as well
as between the user and the robot platform. The aim
of ALIAS is to ensure the maintenance of existing
contacts to prevent social isolation instead of making
human-to-human communication obsolete. ALIAS
is supposed to act as a companion that encourages
its owner to cultivate relationships and contacts to
the real world.

Figure 1: ALIAS robot platform.

Instead of classical interaction techniques solely

1



by using mouse and keybord, multi-modal human-
machine interaction techniques allow for more natu-
ral and convenient human-machine interaction (Ovi-
att, 1999; Jaimes and Sebe, 2007; Goetze et al.,
2010a). Especially for technology in the domain of
ambient assisted living (AAL) which is mostly in-
tended to be used by older users - these users often
are less technophile than younger users (Meis et al.,
2007) - multi-modal interaction strategies including
modalities like speech and touch pads show high ac-
ceptance (Boll et al., 2010).

A touch display and a robust speech recognition
and synthesis system enable the ALIAS robot plat-
form to interact with the user via speech or using
the mounted touch display (cf. Figure 1). Besides
communication with the robot by speech input and
output, communication with relatives and acquain-
tances via telephone channels, mobile phone chan-
nels and the internet is a central goal. An automatic
reminder system motivating the user to participate
actively in social interaction is developed. In ad-
dition, the user is encouraged to perform cognitive
activities in order to preserve quality of life.

The following Section 2 briefly describes the sys-
tem components of the ALIAS robot platform be-
fore Section 3 focuses on the multi-modal user-
interaction strategies.

2 System Components and Applied
Technologies

The ALIAS robot system has a variety of human-
machine communication features and sensors. Fig-
ure 2 shows the general overview of the robots soft-
ware modules which will be briefly introduced in the
following.

Thedialogue manager(DM) is the robot’s most
central component since it is the software module
which is responsible for all decisions the robot has to
take. Therefore, it is connected to almost every other
module. The DM collects inputs and events from all
these modules, interprets them, and decides which
actions to perform, i.e. commands to send to which
modules. It may move the robot to check on its user,
initiate a video telephone call, or ask for a game of
chess. The dialogue manager runs on the Windows
computer, which is one of the two computer systems
in the ALIAS system.

Figure 2: Overview of the ALIAS robot’s software mod-
ules, distributed on two computers.

The graphical user interface (GUI) has a close
link to the dialogue manager since it integrates sev-
eral applications and receives user inputs of the Win-
dows computer’s operating system. Thus, it reacts
to touch input and displays menus and all software
modules with graphical output. (Section 3.1 pro-
vides more detailed information on the GUI.)

The automatic speech recognition(ASR) mod-
ule enables the robot to understand and react on spo-
ken commands (Moritz et al., 2011). It receives
recorded audio signals from the Jack audio-server
and converts it to a textual representation of spoken
words. This list of recognized words will be sent
to the DM for interpretation (cf. Section 3.2 for de-
tails).

Thespeech synthesismodule enables the robot to
communicate with its owner verbally (together with
the ASR sytem). Speech synthesis (Taylor, 2009)
is the artificial production of human voice. Text-
to-speech (TTS) systems are used to convert writ-
ten text into speech. An advanced system should be
able to take any arbitrary text input and convert it
into speech, whereby the language of the text must
be known to be able to create the correct pronunci-
ation. Several systems for speech synthesis are al-
ready commercially available to realize such a sys-
tem. Speech output was found to be a desired user
interaction strategy for assistive systems (Goetze et
al., 2010a) if output phrases are properly designed
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since there’s no need to reach out for the robot’s dis-
play unit in order to interact with it.

A link to the world-wide web is established by
integration of an easy-to-useweb browser which
is seamlessly integrated into the GUI. To counter-
act isolation anevent search web servicewas real-
ized (Khrouf and Troncy., 2011) that visualizes var-
ious events and corresponding pictures to the user
that have taken place or will take place close to the
user’s location. To achieve this the robot connects
to an online event search service. The service will
provide him/her with a personalized selection of so-
cial event near his/her current location and personal
preferences.

An input modality suitable for users that are
unable to touch the robot’s screen or to verbal-
ize a speech command (e.g. after a stroke) is the
brain computer interface (BCI) of the robot (Hin-
termüller et al., 2011). It uses a set of electrodes
placed on the user’s skull to measure electrical re-
sponses of the brain. These electrical potentials are
evoked by means of visual stimuli, e.g. flashing im-
ages on a control display. By focusing on certain
items on the BCI control display the user’s brain ac-
tivity can control the GUI of the robot. The BCI may
also be used for writing text messages which can be
sent using the integratedSkype™ chat functionality
of the robot.

To distinguish between its owner and other per-
sons, the robot uses an acousticspeaker recogni-
tion module. This provides ALIAS with additional
information which can be used to differentiate be-
tween persons and interprete multiple speech inputs
according to their individual context.

In order to achieve more human-like character-
istics, the robot uses aface identification module.
So it is able to adjust its eyes to face the person it’s
talking to. The face detection algorithm utilizes the
robot’s 360° panorama camera located on top of the
robot’s head, and thus covers the robots surround-
ings, completely.

Thenavigation module handles the actual move-
ment, collision prevention, and odometry of the
robot. It drives ALIAS by plotting waypoints on
a pre-recorded map. Obstacles are detected using
ultra-sonic sensors, the laser scanner, and the front
camera. In case the robot’s path is blocked, the nav-
igation module will plot an alternative route in order

to reach the designated target location, evading the
obstacle (Kessler et al., 2011). The navigation mod-
ule may also be remotely controlled by another per-
son in order to check on the robot’s owner in case
an accident has been detected or the owner has re-
quested for help.

3 Multimodal Interaction Strategies

The robot’s user interface features different input
modalities; speech commands, the BCI, or the touch
screen (GUI). For speech input, the ASR mod-
ule processes the recorded speech commands and
translates them into multiple textual representations,
which are then sent to the DM for interpretation.

BCI and GUI include a display unit to provide
feedback to the user. Thus they require an addi-
tional pathway for receiving commands from the
DM. In case of the BCI, available items on its con-
trol screen may be switched by the DM to reflect the
current dialogue state, i.e. a selection of audio books
if the audio book module has been accessed. For the
GUI, which integrates several software applications
into one single module, there is also the possibility
of non-user related events, such as incoming phone
calls from the integrated Skype module. The GUI
has to relay these events to the DM for decision.

All user inputs and relevant system events are
gathered by the DM. As the ALIAS system’s cen-
tral control unit, the DM keeps track of all active
robot modules and relevant sensor data. It merges
all provided inputs, puts them into context, inter-
prets them, and decides which actions to perform.
Whereas some inputs may be redundant, others may
be invalid or highly dependent on the context.

For example, pushing a button on the touch screen
is most likely related to the application that is run-
ning on the screen. Whereas the spoken phrase “on
the right” could mean that the user wants ALIAS to
push a button that is located on the right hand side of
its screen. Another interpretation would be that the
user wants the robot to turn to the right and move
aside. Or the user was talking to another person in
the room, possibly even on ALIAS’ video telephone,
and the spoken statement is not to concern the robot
at all.

This section provides a closer look on the ALIAS
robot’s most frequently used user interfaces and
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their design.

3.1 Graphical User Interface

The GUI consists of a series of menus containing a
few large buttons, each of them leading to another
menu or starting an application, i.e. an integrated
software module. The GUI’s main menu is shown
in Figure 3.

The GUI uses a minimalistic design, including
some light gradients and blur for non-essential back-
ground components. Whereas the actual buttons fea-
ture comprehensive icons and text labels with large
fonts, enclosed by high-contrast black frames. This
eases distinction between buttons and background.

Taking visual impairments into account the GUI
remains usable, while still being visually pleasing
for people with unimpaired vision. Due to each
users individual color perception, colors are used
sparsely and mustn’t be the sole cue to carry es-
sential information. Instead combinations of colors,
shapes, and labels are preferred.

Figure 3: ALIAS robot’s main menu.

The GUI depends on animations; buttons flash in
a different (dark) colors when pressed and menus
sliding on and off the screen when switched. Such
animations provide visual feedback to user inputs
and are unlikely to be missed by the user, since they
involve the whole screen, usually.

The GUI makes a clear distinction between menus
and application modules, though both are supposed
to look quite similar on the screen. Menus provide
access to sub-menus and integrated software mod-

ules i.e. applications, using a tree-like menu struc-
ture which is defined by a configuration file.

Application modules implement their very own
individual layouts, buttons, features, and remote-
control capabilities for the DM. By this, some fea-
tures are available after the related application has
been started, only. The GUI features a selection
of integrated application modules, like a Skype™-
based video telephone, a web-browser, a television
module, an audio book player, a selection of serious
games, and access to the robot’s Wii gaming con-
sole.

The GUI processes two kinds of user inputs; di-
rect inputs and indirect inputs. Both input types will
be further outlined below.

3.1.1 Direct Inputs

The GUI accepts normal user inputs, as they are
provided by the host computer’s operating system.
In case of the ALIAS robot the main source of such
inputs will be the touch screen. These inputs are
considered as direct inputs, since they are provided
by the computer’s operating system and are handled
by the GUI directly.

More generally every input falls into the group
of direct inputs if the GUI is directly receiving it.
Accordingly even an incoming phone call is a di-
rect input, because it is triggered by an integrated
GUI module. So, unless properly handled and prop-
agated, no other module would ever know about it.
Thus, most direct inputs also need to be relayed to
the dialogue manager that takes over the role of a
state machine to keep all modules on the robot syn-
chronized. If, for example, any input in the current
situation is not allowed or even undesirable the DM
can intervene and reject those inputs.

3.1.2 Indirect Inputs

A second kind of user inputs is represented by the
group of indirect inputs. Indirect inputs are system
messages, received by the GUI. Basically indirect
inputs are inputs that are handled by another mod-
ule, but require a reaction by the GUI. Typically such
indirect inputs are generated by the Dialogue Man-
ager, as response to a speech input for example.

The user may issue a verbal command to the
robot: ’Call Britta, please!’ The sound wave is
picked up by the robot’s microphones, converted
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into a sampled audio signal that is redirected by the
Jack Audio Server to the speech recognition mod-
ule. The speech recognition module converts the
audio signal to a textual representation that will be
interpreted and processed by the dialogue manager.
In case the dialogue manager finds a contact named
’Britta’ in its data base, it sends a series of network
messages to the GUI, containing the required com-
mands to bring up the telephone application and ini-
tiate the phone call.

3.1.3 Multi-modal Input

Most parts of the GUI can be controlled by touch
display as well as by spoken commands. Further-
more, a control by the BCI is possible for parts of the
GUI (currently Skype chat and entertainment such
as audio books).

Figure 4: Multi-modal input dialog for appointments.

An example for a multi-modal interaction is the
appointment input window depicted in Figure 4. It

contains information about the category, the title, the
start and end time of the appointment and a possibil-
ity to set a reminder. The interface can be controlled
by mouse and keyboard as well as via speech com-
mands following a structured dialogue. By this, the
used is free to chose if he/she wants to use mouse
and keyboard as a fast way to enter an appointment
or speech if he/she is not close enough to the robot’s
touch display and is either not willing or not capable
to reach it.

3.2 Speech Recognition

Creating an automatic speech recognition (ASR) de-
vice requires different processing steps. Figure 5 il-
lustrates exemplary the structure of such a system.

Figure 5: Schematic technical design of the ASR system.

A very important step is to collect a sufficiently
large amount of speech data from many different
speakers. This speech data is used to train the acous-
tic models, which in this case are hidden Markov
models (HMM), and described in terms of well-
known Mel frequency cepstral coefficients (MFCCs)
(Benesty et al., 2008). Besides the HMM models
of known words also so-called garbage models are
trained, since the ASR device needs to be capable to
distinguish not only between words that were trained
from the training utterances but also between known
and out-of-vocabulary (OOV) words.

In addition to the acoustic models a proper speech
recognition system also needs a language model.
The language model provides grammatical infor-
mation about the utterances that are presented by
the subjects to the ASR system. Language models
can be separated into groups of statistical and non-
statistical models. The ALIAS ASR system com-
prises of two recognition systems that are running at
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different grammatical rules (cf. Figure 6). The first
ASR system uses a non-statistical language model
that is typically used for ASR systems with small
vocabulary size and very strict input expectations.
This ASR system can be considered as a keyword
spotter. In contrast, N-gram models can also be used
for continuous speech recognition systems, where
the grammatical information can get a lot more com-
plex. Thus, the second recognizer uses statistical
grammar rules (N-gram) which consists of a 2-gram
forward and 3-gram backward model and enables
the system to make a more soft decision on the rec-
ognized sentence.

By this two-way approach, the keyword spotting
system can do a reliable search for important catch-
words, whereby the second recognizer tries to under-
stand more context from the spoken sentence. This
ensures an even broader heuristic processing for the
DM.

LVASR

keyword
spotter

system

dialog
manager

action

GUI

Figure 6: Two-way ASR system.

With the acoustic models and a valid language
model the speech recognition device is now able to
operate. The user utters any command, which is
picked up by a microphone. Since in real-world sce-
narios the microphones do not only pick up the de-
sired speech content but also disturbances like ambi-
ent noise or sounds produced by the (moving) robot
system itself, the microphone signal has to be en-
hanced by appropriate signal processing schemes
(Hänsler and Schmidt, 2004; Goetze et al., 2010a;
Cauchi et al., 2012) before ASR features (MFCCs)
are extracted from the speech input.A The extracted
features are then transferred to the decoding system
where the content of speech is analyzed.

ASR processing deals in terms of probabilities.
Although speech recognition has been identified as
a highly desired input modality for assistive systems

(Goetze et al., 2010a) the acceptance drastically de-
creases if the recognition rate is not sufficiently high.
For every acoustic input there are multiple recog-
nition alternatives, with varying probabilities. In-
stead of using only the most probable recognition
for output, the ASR module provides the DM with
a few additional alternatives. This allows the DM a
more thorough analysis and thus a more precise in-
terpretation of the provided speech input to decide
for an output on the GUI or an action (e.g. moving
the roboter).

4 Conclusion

This paper presented multimodal interaction strate-
gies for an robot assistant which has its main fo-
cus on support of communication. This includes
both, fostering of human-to-human communication
by providing communication capabilities over dif-
ferent channels and reminding on neglected relation-
ships as well as communication between the techni-
cal system and its user by means of speech recogni-
tion and speech output.
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Abstract 

This paper discusses the significance of the 

multimodal interaction in virtual 

environments (VE) and the criticalities 
involved in integration and coordination 

between modes during interaction. Also, 

we present an architecture and design of 
the integration mechanism with respect to 

information access in second language 

learning. In this connection, we have 

conducted an experiential study on speech 
inputs to understand how far users’ 

experience of information can be 

considered to be supportive to this 
architecture. 

1 Introduction 

In the era of globalization education has taken a 
different path from the traditional space of 

teaching and learning. A nation’s commerce and its 

market with respect to global changes, the 
implications of global needs are all demanding to 

policy makers for them to change educational 

policies accordingly.  
In the above scenario, technology also has a 

significant role to play. Rapid development and use 

of new technologies have helped the human 
learning trajectory to take a complete shift from the 

classrooms to communities, personalization etc. 
There the e-learning and learning through 

technologies can be television and internet 

technologies, gadgets, tablets etc. E-learning has, 
with certainty, become a major entity in personal 

and community based learning. In addition, these 

days most of the classrooms have adapted itself to 
the concept of personalization with the help of 

technology assistive mechanisms in education, that 

is, the education sector shapes their face as e-
education.  Learning is a differently nuanced 

concept from teaching and instruction. Also, 

learning is a continuous interactive process; it 
cannot be a discretely developing process as we 

see that the definition of learning has shifted to a 

kind of entertainment activity. As shown in Pala 
(2012a) the interaction can be active or passive. 

We know that environments play a more 

significant role in facilitating the interaction with 
the learner as an interface between learners and 

communities. A learner receives information from 

environment through their senses such as visual, 
tactile and auditory with different activities which 

can directly affect their memory both declarative 

and procedural (Ullman, 2001). The activities 
blend with an interaction continuous with the 

environment. The tremendous development of 

information and communication technologies 
(ICTs) and its applications have made it possible to 

replicate the real environments on virtual 

platforms.  The virtual environments facilitate the 
interaction for communication and information 

processing more or less like real environments.  

Generally, whatever information is received 
through senses from the environment will be 

redirected to memory in the form of experience 

and then it is modulated with respect to the form of 
both production and perception states of a learner 

(Miller, and Johnson, 1976). But, whether the 

virtual environments provide an experience to the 
learners similar in these respects to the real 

environments is an answerable question to the 

community. Such experience is only possible when 
the multimodal interaction and assistance take 

place at the learner level from the environment. 

This communication, interaction and assistance can 
be peer-to-peer or person-to-person or peer-to-

person etc. In any interaction or communication, 

assistance will be harnessed to rethink and rehearse 
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the information which has been received. Since the 

rehearsal process is directly related to memory, it 
helps learner to be fluent and expert in the related 

domain. 

2 Assistance in Accessing of Information 

The assistive technologies played an important role 

in the olden days and even today with emerging 
information technology it does play a significant 

role. The assistive technologies are used not just 

for those who have physical or cognitive 
difficulties, but even in areas of information access 

and representation. Some of the assistive 

technological devices include speech recognition, 
screen reader, touch screen, on-screen keyboard, 

word prediction, transliteration etc. In the virtual 

environment, the resources considered are image 
database, text database, and video or action data 

(Bartle, 2004). VE will support the learner in many 

aspects and would boost learners’ abilities. VE 
would be helpful in many ways such as providing 

immediate feedback, experimentation, grabbing 

focus, furthering exploration, and would also suit 
the learner requirements.    

Accessing information and assistance with an 

eye on the representation of the accessed 
information is highly interrelated in 

“understanding the meaning”. For example 

consider a sound-meaning relationship, if a naïve 
learner wants to learn the sounds of a new 

language and listens to a sound like /a/. Users may 

not be able to immediately utter the same sound. 
For that we will use “/a/ for /apple/”. Sometimes 

we need to show the picture of /apple/ also to make 

the learner better “understand the meaning” i.e. 
pragmatic information of the condition or 

statement like shown in figure-1. This instance 

easily and naturally occurs in real environments. 
But it is possible in VE by integrating multimodal 

interaction (tactile, visual, auditory) as assistance 

for the purpose of representing the accessed 
content from the crawled database extracted from 

the web according to the level of the learner and 

requirements like games or only content or 
meaning etc. 

However, in the personalization of learning and 

facilitation according to content representations, 
the expected naturalness is still far away from what 

occurs in real situations. In this paper, we propose 

a naïve architecture with the reference to Indian 

languages and the target group is second language 

learners (L2). 

 
Figure 1: An example, environment required for 

understanding of the meaning with assistance. 

3 Architecture  

Here we discuss the details of the proposed 

architecture with the reference to each module’s 
functions. This architecture mainly focuses on the 

integration of multimodal interaction as assistance 

to individuals who are adult learners. We have 
considered in the designing of this architecture 

learners’ behavioral profiles, cognitive abilities and 

technological traits to pave the way for a more 
personalized interaction with the environment. Pala 

(2012a) has shown that these learners can be from 

any age group after the stage of puberty including 
even those who do not have much experience in 

use of virtual environments.  

Input Devices: All these input devices like 
Automatic Speech Recognition (ASR) touch 

screen, mouse, keyboard etc. are interconnected to 

each other to ensure avoidance of information loss 
during non-linear interaction as well. Generally, 

adult individual learners move towards 

multitasking and non-linear interaction at a time 
and it has been expected that it should be a 

continuous activity.  For example, the learner can 

give a speech input which is recognized by the 
ASR, at the same time the learner can utilize touch 

screen, keyboard and mouse to give another input. 

The input of the learner can be an alphabet or a 
word. Here we are dealing with sound-meaning 

relationships and conceptual structures and their 

types in languages at the lexical level. The multiple 
input facilities will assist the learner to provide 

versatile inputs of their own choice. It also has a 
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significant role in furthering or initializing learning 

in learners who have physical disorders. This 
combined interaction of the visual and tactile 

senses is directly connected to the procedural 

memory (Christiansen and Chater, 2008; 
Tomasello, 2008). 

 
Figure 2: A Block diagram of Virtual Environment 
with Multimodal interaction as assistive.  
 

Lexical Indexer: It is a kind of database with 
the linguistic categories and relations of each 

lexeme as has been discussed in Pala (2012b). It 

consists of a morphological analyzer and a 
stemmer. At the functional level it extracts the root 

word from the given input and verifies it in the 

indexer for its category and relationships in order 
to search for the same category-oriented examples 

and images from the web through crawlers. 

Additionally, the same keywords will be indexed 
again for ranking purposes of a specific learner. If 

a keyword is not available with the indexer, it 

sends the keyword directly to the web with a new 

index and later learns the relations and categories 

with the help of parts-of-speech taggers (POS) and 
shallow parses (Parser/Hindi, 2012; Akshar, 

Chaitanya, and Sangal, 1995).   

An Engine: This engine consists of web 
crawlers for content resources, annotators, 

synthesizers (Text-to-Speech) and a predictive 

learning algorithm which has been built on self-
organizing maps. Speech synthesizers receive 

information from the text annotator. The examples 

are provided in the form of phones, lexical items 
and sentences, it converts them into a signal form 

to speak it aloud when the learner requests.  

Here annotators have a significant responsibility 
in handling information. In the process of building 

image annotators, we have used regular 

expressions for replacing the names. In addition, 
we have used wavelet transforms to verify the 

quality i.e. pixel depth, colors hue etc. of the 

image. Some other parameters like size and weight 
of the image have also been taken into account. 

Similarly, according to Pala (2011a) the text 

annotators have been constructed with an eye on 
parameters like removal of punctuations and 

special symbols etc. through an inclusion of the 

heuristic mechanism for anaphora references. The 
projection of video for action-related lexical items 

has been dealt with in the post-processing section.  

Post-Processor: In this module we will have a 
verification process at initial stages, i.e.,  in the 

developmental state of the application a manual 

check up will be carried out along with auto 
verification process by the content developers who 

will look into the pragmatic and semantic aspects 

of example sentences, action videos and images 
very carefully. In the case of videos, the post-

processing stage is more important in that when the 
input keyword contains a verb, making the action 

through image or text understandable is highly 

difficult. Thus, we have chosen the video form for 
lexical items related to action and motion. This 

categorical information will be received from the 

lexical indexer. The video codecs, definition of the 
video or animations quality, the length of the video 

and the mixture of audio clarity are very important 

parameters in selection and building of such action 
oriented contents. 

In this paper we are dealing with the content 

representation modes but there is a similar 
significant role that mediates having a “kind of 

content and presentation model for presenting to 

10



understand the meaning” in learning process. This 

will streamline the process of the constant review 
process by the domain experts as shown in Pala 

(2012b).      

Displayer: It is a space to interact with the user 
or the leaner, i.e., it is an interface between the 

learner and the application. It is embedded with all 

interaction modes (input and output tools) which 
we have discussed above for the assistance 

purpose.  It projects the output in all types of 

modes which affect different senses (visual and 
auditory) of the user on screen according to user 

input requests. The displayer is crucial as the 

learners get distracted and lose interest in learning 
if the size of the screen, projection and the level of 

pixel value are to be defined according to user 

requirements. This requires a meticulous design so 
that the users’ attention and their rehearsal activity 

gravitate towards the learning content.  

 

 
Figure 3: Example for Bilingual environment 

(English to Telugu) 
Since this application is multilingual, the learner 

can make a request in any language. At this 

moment we have built an application for two major 
Indian languages and English. If, for example, a 

user asks for a meaning and use of the lexical item 

in English and their target language is Telugu, the 
“meaning” and “use” of the lexical items will be 

shown in what we see in figure-3 below. Native 

speakers generally look for the synonym for a 
“regular use” of a lexical item. We consider this 

factor to be of much importance and build a 

database which consists of the synonyms with their 
“regular use” as shown in the figure-4 below. 
 

 
Figure 4: An example process of monolingual 

environment (Telugu to Telugu (Robert and Wyatt, 
1956)) 

4 User Experience Study on Multimodal 

Interaction 

To demonstrate the impact of multiple input modes 
on the quality of users’ experience we have 

performed an experiential study to elicit users’ 

perceptual inference- through speech and 

keyboard. We have built an English ASR using 
CMU Sphinx. For this we have used 1000 isolated 

words for the testing of the ASR which is used for 

training. The study was executed by providing the 
isolated words recorded by speakers. In this study 

we have passes since we would like to test user 

experience after the integration of the multimodal 
input mechanisms (here we have integrated a 

keyboard with ASR) to an individual computer. In 

the first pass the spoken word was decoded using 

the entire vocabulary of 1000 words given to the 
recognizer. Then the user was asked to type the 

first character of the spoken word. The words 

starting with that character were segregated. In 
second pass, the spoken word was decoded with 

only segregated words given as input vocabulary to 

ASR. As expected, the second pass decoding 

showed a major accuracy improvement because of 
reduction in search vocabulary size. The relative 

improvement in accuracy was 36.61% percent. The 

entire procedure has been designed in such a 
manner that each lexical item will be selected from 

a bag of lexical items. As the entire procedure is 

executed, significant parameters for evaluation of 
the responses from the participants are drawn up 

for further analysis. All users reported that they 
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were much more satisfied with multimodal items 

than with using speech recognition alone, since the 
system performs better with a minimal additional 

effort of pressing a single key. Not only accuracy 

but speed of the system was better. 

5 Implications   

Results accrued from such a study are believed 

to have ramifications for the interface between 

decision making behavior at the level of the 

individual and the organization in a more 

specific sense. Thus this observation shows that 

multi-modal interfaces can lead to better user 

experience. Human experience is labile and 

malleable in that it can be harnessed in different 
modes and through different media with the added 

advantage that the same content can be harnessed, 

molded and manipulated for differentially oriented 
purposes and tasks at hand. This character of 

experience is fine-tuned for multimodal learning of 

linguistic structures the underlying cognitive 
structures of which can be observed to shape and 

be reshaped by such experiences in VEs as the 

study has revealed. This is extremely valuable for 
any study that aims at figuring out how cognitive 

structures during learning can be seen to behave in 
vivo.  

6 Future Work  

There are several limitations and problems with the 
current study. Language learning especially lexical 

learning is a very complicated and multi-

dimensional process requiring representationality 
at several levels of architectural specification. This 

has been attenuated by orders of magnitude for the 

sake of modeling and initialization of the processes 
within the architecture of the current VE. This 

needs a further elaboration within the current 

architecture that will lead to multi-layered sub-
architectures for lexical learning cutting across 

syntactic, morphological, semantics/pragmatic and 

other cognitive levels of representation.  
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Abstract

The VASA project develops a multimodal as-
sistive system mediated by a virtual agent that
is intended to foster autonomy of communica-
tion and activity management in older people
and people with disabilities. Assistive systems
intended for these user groups have to take
their individual vulnerabilities into account. A
variety of psychic, emotional as well as behav-
ioral conditions can manifest at the same time.
Systems that fail to take them into account
might not only fail at joint tasks, but also risk
damage to their interlocutors. We identify im-
portant conditions and disorders and analyze
their immediate consequences for the design
of careful assistive systems.

1 Introduction

In 2001, the World Health Organization consoli-
dated previous taxonomies of somatic and mental
functions and the everyday needs of human beings
into the comprehensive International Classification
of Functioning, Disability and Health ICF (WHO,
2001). Older people, as well as people with im-
pairments, often need support from others to satisfy
those basic needs, among which are activities related
to self-care, to mobility, but also to communication
and management of the daily activities and the so-
cial environment. For many older people, a catas-
trophic event, most often either a fall or the passing
of their spouse, leads to their sudden loss of auton-
omy and subsequent submission into stationary care.
In the latter case, the loss of their day structure is
frequently the intermediate cause. The same effect

can be observed for many disabled people of all ages
who must make a transition from assisted living to
stationary care. Here, specialized systems that assist
in preserving autonomy in a spectrum of daily need
fulfillment can potentially be of great benefit.

The present paper introduces the VASA project
(“Virtual Assistants and their Social Acceptability”),
which in cooperation with a health-care foundation
examines how both older patients and people with
various impediments, congenital or acquired, both
in stationary and assisted living, can be provided
with technical assistance to maintain autonomy for
as long as possible. Importantly, we are not focus-
ing on physical assistance, but on supporting a per-
son’s capability for organizing a social environment
(WHO ICF d9205: ‘Socializing’) and managing the
day structure generally (d230: ‘Carrying out daily
routine’). These two tasks turned out to be crucial in
our analysis with the health care personnel. We thus
aim to develop an assistive system for (1) managing
daily routine and weekly appointments with the user,
and (2) accessing a video call interface for contact-
ing acquaintances or care personnel (d360: ‘Using
communication devices and techniques’).

But how should such a system meet its user, and
what criteria should guide the system interface de-
sign? Research has shown that older users are
far more likely to employ a ‘social’ conversation
style with a system (Wolters et al., 2009). The
VASA project explores the use of a ”virtual assis-
tant”, an humanoid conversational agent that fea-
tures natural-language and touchscreen input and
human-like communicative behavior (speech, ges-
ture; see Fig. 1 for the current running prototype).
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Figure 1: The VASA system. Left side: natural-language
calendar management; right side: video call interface.

In this paper we review work on related systems for
older people and people with disabilities. We then
argue that beside the general goal of maximizing us-
ability for this specific user group, there is an en-
hanced vulnerability of these users that calls for spe-
cial care in interaction design; we substantiate this
view by an analysis of potential mental conditions
of the prospective users along with discussions of
what requirements arise from them.

2 Related work

Generally, assistive systems are driven by task rea-
soning systems as well as components for human-
computer interaction, which can be specialized for
older or disabled persons. Modern systems that
attempt to provide a “natural” interaction are be-
ing developed and evaluated, including touch-screen
and haptic interfaces and interfaces capable of un-
derstanding and generating natural language, all of
them providing an immediacy between communica-
tive intentions and their execution that makes them
suitable especially for users without technical exper-
tise, with reduced sensorimotor skills or reduced ca-
pability for learning new interaction paradigms, as is
frequently the case with older or impaired persons.

The performance of such systems in terms of suit-
able operation in interaction, successful task com-
pletion, and user-reported satisfaction, has been
subject to systematic evaluation under controlled
conditions: The performance of speech recogni-
tion systems has been compared between base-line
users and people with varying degrees of dysarthria
(breathiness, dysfluencies, involuntary noises). Off-
the-shelf speech recognition systems have higher
failure rates with dysarthric speakers (Raghaven-
dra et al., 2001). Mildly and moderately dysarthric

speakers can attain a recognition accuracy of 80%
in dictation systems, breath exercises and phonation
training improve performance (Young and Mihai-
lidis, 2010). Vipperla et al. (2009) compared speech
recognition for younger and older users, reporting
an 11% baseline increase in word error rates for the
latter group, attributed to both acoustic and linguis-
tic causes. The Stardust project succeeded in very
high single-word recognition rates on small dictio-
naries in patients with severe dysarthria, enabling
them to control their environment by voice (Hawley
et al., 2007). Fager et al. (2010) implemented a mul-
timodal prototype system that combined ASR with
a word prediction model and a capability to enter an
initial letter, leading to an accuracy of > 80%; not-
ing that other conditions, such as a reduced visual
field or ataxia, had to be addressed with technical
solutions for each individual. Jian et al. (2011) de-
signed a system for direction giving for seniors, sug-
gesting specific design guidelines addressing typi-
cal perceptive, motor, attentive and cognitive impair-
ments of older users. The evaluation of their multi-
modal system (speech and touch/image) led to posi-
tive results with respect to effectivity, efficiency and
user-reported satisfaction.

3 Careful Interaction with Vulnerable
People: Analysis

The more autonomously assistive systems act, the
higher the potential negative effects they can conse-
quentially cause. This is especially true for robotic
systems, since their extension into the physical
world entails possible harmful effects if proper rea-
soning or safety precautions should be breached by
unanticipated events. But even without physical ma-
nipulation, real damage can still be done. This might
be due to misunderstandings, leading to wrong as-
sumptions in the system, and hence to actions be-
ing performed on behalf, but actually to the detri-
ment, of the user. It might, however, also be due to
the wrong things being communicated, or communi-
cated in an inappropriate manner, leading to unnec-
essary negative appraisal, discomfort, or triggering
of a negative psychic condition in the user. While
unlikely to cause damage in an interaction with the
average healthy interactant, this issue is of the ut-
most importance for many potential user groups.
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Frail or potentially unstable users are arguably
among those who can derive the greatest benefits
from easily accessible assistive systems, enabling
them to perform tasks which they might else not,
or no longer, perform, thus preserving their auton-
omy. However, they are at the same time affected by
a multitude of possible cognitive, psychic and emo-
tional conditions and behavioral anomalies that can
occur simultaneously. Each of these conditions en-
tails special constraints for interactive systems, ei-
ther for the interaction channels, for the contents,
or for both. Several factors have been accounted
for in existing systems: Reduced perceptive faculty
(vision, hearing), reduced motor abilities (ataxia),
and attention and memory impairments, mitigated
by best-practice rules (Jian et al., 2011). Attempts
to account for users with mild dementia have been
made, such as in the ISISEMD project. Avoiding
a deep hierarchy of dialogue structures and provid-
ing extra information (repetition, paraphrase) rather
than maximum parsimony are paramount in cases of
impaired memory and abstraction faculty, whereas
people with learning difficulties need a system that
operates without extensive training (of the user).

For systems that strive to provide long-term sup-
port to a specific person, adaptation to that per-
son is of vital importance – by employing user
models that are adapted either manually or using
learning algorithms. System behavior should be
adapted both in the content provided as well as the
form it is provided in, to enable a working rela-
tionship that is both effective and pleasant for the
user (Yaghoubzadeh and Kopp, 2011). This alone
however is insufficient; since the vulnerability of
the actual clientele in VASA is considerable, each
of the encountered mental conditions has to be an-
alyzed and additional dialogue constraints be en-
forced before autonomous interactions can be per-
mitted. There is a variety of such factors that
have not yet been comprehensively addressed, but
might cause critical damage to some interactants
if not considered. The following section captures
the most frequently encountered phenomena, which
were identified in dialogue with care personnel:

• Depression and Bipolar Disorder: Roughly
ten percent of the population suffer from de-
pression at some point in their lives. Depres-

sion increases the risk for suicide ten- to twen-
tyfold (Sadock et al., 2007). Bipolar disor-
der manifests in episodic effects, where sen-
sations of racing thoughts and heightened ac-
tivity (mania) and listlessness and social pas-
sivity (severe depression) alternate or occur si-
multaneously; depressive relapses in particular
are points of vulnerability (Hill and Shepherd,
2009). There are successes in detecting depres-
sive states from facial and voice cues at > 80%
rate (Cohn et al., 2009). A good practice is
to employ mitigation strategies when breaking
bad news to the user (Brown and Levinson,
1987; Fraser, 1980), e.g. by presenting obliga-
tions as options (Williams, 2011), or present-
ing the “bad news” simultaneously with “good
news”. We provide for discussion another re-
quirement for interactive systems in this case:
The system must not produce ambiguously in-
terpretable answers – consider a catastrophic
answer of “okay” as an affirmative response to
a wrongly parsed utterance that was actually an
expression of intent for suicide, a frequent phe-
nomenon with risk patients (Kelly, 2009).

• Borderline Personality Disorder: This type
of disorders, characterized by emotional insta-
bility, can lead to anxiety, social insecurity and
depression, but also inappropriate outbursts of
anger. Anger management techniques are em-
ployed to inhibit the expression of such anger
(Swaffer and Hollin, 2009). An assistive sys-
tem should be able to cope with impulses of
anger, and as a bare minimum interrupt the in-
teraction and offer to resume it at a later point.
The EmoVoice system, for instance, can clas-
sify emotional features in natural language with
good rates (Vogt et al., 2008), and could be
used to identify anger.

• Epilepsy: Patients with acquired brain injuries
frequently suffer from epilepsy. Even short (pe-
tit mal) epileptic seizures can lead to tempo-
rary absence and periods of confusion and dis-
orientation (APA, 2000). In such a situation,
the patient may utter irrational sentences or be
silent altogether. An assistive system should be
able to detect these irrational deviations from
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the course of conversation, and fill the user in
again, abort the conversation, or call for help.

• Panic: Proneness to panic attacks can result
from a multitude of afflictions and is hard to
predict. In the event of a panicking interactant,
the system should not take steps that could fur-
ther exacerbate the situation. According to lit-
erature (Gournay and Denford, 2009), panic at-
tacks are generally unable to do any real harm
and subside quickly. Therefore, passivity from
the system’s side, in a neutral mode, is the mini-
mal appropriate behavior. Panicking people are
most likely not able to perform in interaction as
successfully as usual – systems that should still
be operable by a user in this situation must pro-
vide minimalistic shortcuts to essential features
(i.e. a “panic button” for emergencies).

• Anxiety: Special care must be taken in the de-
sign of systems aimed at people with social
anxiety. Interactants might be hesitant to open
a conversation even with an artificial system.
The system could take the initiative by simply
opening with a short utterance about the task
domain (Williams, 2011).

• Phobias and Impulse Control Disorders:
Phobic disorders and obsessive-compulsive
disorders can be triggered by environmental
cues (Gournay and Denford, 2009). User inter-
faces have to take this into account, and avoid
presenting stimuli that could act as potential
triggers (e.g. people with an insect phobia
should neither be presented with pictures of in-
sects, nor their verbal mention). The same pre-
cautions are valid in the case of addictions.

Any interactive system, and in particular systems
that do not only provide information but can also be
made to perform tasks autonomously on behalf of
the user, must be designed with all possible afflic-
tions of all possible users in mind, not only as a wise
legal precaution, but also as an ethical obligation to
the designer. We argue that, quite unlike the ‘best
practices’ of user interface design, there is no degree
of optionality to the implementation of the above
constraints and countermeasures, but that it must be
performed with all musterable diligence. Some con-
straints are especially hard to meet in open-world

systems (e.g. with free Internet access), since the
contents presented are harder to predict.

Note that the set of conditions presented above
is by no means comprehensive. For instance, we
have, for now, altogether omitted an incorporation
of autism-spectrum disorders or of functional psy-
choses such as schizophrenia, paraphrenia and para-
noia – which are not uncommon in the older popu-
lation (Ashton and Keady, 2009).

4 Summary

The VASA project is developing a multimodal
natural-language agent-mediated assistance system
for older people and patients with disabilities for
enhancing their autonomy in the everyday tasks
of communication and activity management. The
clientele is afflicted with a variety of cognitive, psy-
chic, and emotional conditions that have to be dealt
with with extreme care and entail a necessity for spe-
cific safety mechanisms which will be implemented
for VASA in coordination with the care person-
nel. We attempted to identify common conditions
of older and impaired patients that should be con-
sidered and resolved in any assistive system (or in-
deed any autonomous interactive system) that might
communicate with them. Factors that could lead
to a detrimental outcome of such an interaction in-
clude depression, emotional instability, disorienta-
tion, panic, anxiety and phobia. Some constraints
on the design rationale for such systems can pro-
vide a mitigation of those risks: avoiding ambigu-
ity in the system’s utterances, coping with anger, ir-
rationality and panic by employing appropriate sys-
tem responses, capability for system-side initiative,
and preventing inadvertent stimulation of disorders.
Since the field of potential interactants for generic
assistive systems is vast, as any inspection of a larger
health-care institution will show, more discussion in
the research community should aim at establishing a
stable ontology of their special needs and the rami-
fications for the design of careful assistive systems.
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Abstract 

In this paper we describe our recent and future 
research on multimodal interaction in an Ambient 
Assisted Living Lab. Our work combines two 
interaction modes, speech and gesture, for multiple 
device control in Ambient Assisted Living 
environments. We conducted a user study 
concerning multimodal interaction between 
participants and an intelligent wheelchair in a 
smart home environment. Important empirical data 
were collected through the user study, which 
encouraged further developments on our multi-
modal interactive system for Ambient Assisted 
Living environments. 

1 Introduction 

Multimodal interaction has been gaining more and 
more importance in various application systems 
and domains. On one hand, it is considered as an 
encouraging way to improve the effectiveness and 
efficiency of interaction in general, and on the 
other hand, to increase user satisfaction in a more 
natural and intuitive manner (Jaimes & Sebe, 2007; 
Oviatt, 1999). 
Meanwhile, the domain of Ambient Assisted 
Living (AAL), although very significantly and 
increasingly well researched in recent literature 
(Steg et al., 2006; Fuchsberger, 2008; Wichert & 
Eberhardt, 2011), has not been enriched with 
profuse advanced multimodal technologies so far. 

Therefore, generally as well as particularly in 
assistive environments, multimodal applications 
are not only preferred, but also often the only 
solution for people who cannot master their 
everyday tasks by themselves. These multimodal 
applications are showing their necessities of 
compensating for the various visual, perceptual, 
sensory, cognitive, and motoric impairments of 
senior and/or disabled people. 
We focus on speech and gesture as two intuitive 
modalities which can be combined to compensate 
for physical and/or cognitive limitations; speech 
interaction for those who have motor disabilities 
and gesture for those with speech impairments. A 
Wizard-of-Oz (WoZ)-controlled user study 
concerning multimodal interaction between 
participants and an intelligent wheelchair took 
place in our AAL lab. A drawback in the design of 
gesture-based user interfaces today is the lack of 
experience and empirical data about which 
gestures are required for which activities. Our goal 
in the presented user study is to collect empirical 
speech and gesture data of natural dialogue in 
Human-Robot Interaction (HRI). 
This paper is laid out as follows: in section 2 we 
present the most relevant work on speech 
interaction in assistive environments (2.1), spatial 
gestures in assistive environments (2.2) and 
speech-gesture interaction (2.3). Section 3 gives an 
introduction to our Ambient Assisted Living Lab 
and the intelligent wheelchair. Section 4 describes 
the current speech interaction with the wheelchair 
in our assistive environment/smart home. Section 5 
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reports on a user study focusing on the speech-
gesture interaction within this environment. 
Conclusion and future work follow in section 6. 

2 Related Work 

One of the main goals of AAL is to alleviate and 
compensate for the disabilities of its inhabitants. 
The latter are often predisposed to constant and 
permanent increase of their inability to orally 
express themselves and/or adequately employ 
elementary motoric functions. Thus, efficient and 
dynamic interaction of the AAL modalities should 
be targeted in order to balance the lack of either 
eloquence and/or movement. In case further 
deficiencies are present, additional modalities that 
can account for those deficiencies should be 
considered. For example, if a person experiences 
any kind of speech disorder, the speech modality 
can be exchanged with a typed-text interface. Yet, 
in the following subsections we will concentrate on 
related work about two common interaction 
modalities, speech and gesture, and the way they 
can interact with each other.  

2.1 Speech interaction in assistive environ-
ments 

As one of the most important interaction 
modalities in assistive environments, there has 
been a significant amount of research on speech 
interaction regarding different kinds of motivation 
and technology-dependent approaches. 
Some studies are focusing on gathering objective 
and subjective evidence for motivating and 
supporting further development on speech 
interaction. Takahashi et al. (2003) collected 
dialogue examples and conducted a recognition 
experiment for the collected speech; Ivanecky et al. 
(2011) found that the set of the commands for the 
house control is relatively small (usually around 
50). 
At the same time, other research concerning 
general-purpose speech-enabled dialogue systems 
has also been reported. Goetze et al. (2010) 
described technologies for acoustic user interaction 
in AAL scenarios, where they designed and 
evaluated a multimedia reminding and calendar 
system. The authors carried out an automatic 
speech recognition (ASR) performance study 
having as training set both male and female 
speakers of different age and hearing loss. The 

results showed that the ASR performance was 
lower for older persons and for female. Moreover, 
Becker et al. (2009) carried out experiments in an 
assistive environment using voice recognition and 
pointed out that “the speech interface is the easiest 
way for the user to interact with the computer-
based service system”.  
Furthermore, much effort has been put into 
considering the special requirements of assistive 
environments and developing the accordingly 
adapted interactive systems. Krajewski et al. 
(2008) described an acoustic framework for 
detecting accident-prone fatigue states according to 
prosody, articulation and speech quality related 
speech characteristics for speech-based human 
computer interaction (HCI). Moreover, Jian et al. 
(2012) studied, implemented, and evaluated the 
speech interface of a multimodal interactive 
guidance system based on the most common 
elderly-centered characteristics during interaction 
within assistive environments.   

2.2 Spatial gestures in assistive environments 

We coin the term “spatial” to describe gestures that 
often iconically represent spatial concepts 
(Rauscher et al., 1996). Alibali (2005: 307) states: 
“gestures contribute to effective communication of 
spatial information”. She added that “speakers tend 
to produce gestures when they produce linguistic 
units that contain spatial information, and they 
gesture more when talking about spatial topics than 
when talking about abstract or verbal ones”. Kopp 
(2005) has shown that gestures have sufficient 
specificity to be communicative of spatial infor-
mation. Spatial gestures belong to representational 
gestures, which according to McNeill’s (1992) 
taxonomy can be deictic, iconic, or metaphoric. 
Kita (2009: 145) stated: “representational gestures 
(...) that express spatial contents (…) reflect the 
cognitive differences in how direction, relative 
location and different axes in space are 
conceptualized and processed”. 
As far as spatial gestures in assistive environments 
is concerned, Nazemi et al. (2011) conducted an 
experiment, where test subjects in middle age were 
asked to make gestures with the WiiMote to scroll, 
zoom, renew, and navigate in a relational database. 
The results showed that in complex tasks, 
participants employed more and various gestures. 
Neßelrath et al. (2011) designed a gesture-based 
system for context-sensitive interaction with a 
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smart kitchen. Users had to solve interaction tasks 
by controlling appliances in a smart home. 
Recently Marinc et al. (2012) presented a 
demonstrator that uses Kinect to recognize pointing 
gestures for device selection and control. When a 
device is selected, a graphical user interface (GUI) 
is shown on a screen to inform the user that the 
interaction has started. A hand movement to the 
left stops the HCI. 

2.3 Speech-gesture interaction  

Concerning speech accompaniment of gestures, 
Chovil (1992), among others, stated that speakers 
frequently use gesture to supplement speech. 
McNeill (1992) pointed out that speech and gesture 
must cooperate to express a person’s meaning and 
Goldin-Meadow (2003) stated that speech-
associated gestures often convey information that 
complements the information conveyed in the talk 
they accompany and, in this sense, are meaningful. 
Similarly, Kendon (2004) suggests that gestures 
enrich the speech, helping the interlocutor to easily 
express concepts that will otherwise be complex to 
explain through speech only. McNeill (2000) 
points out that gestures and the synchronous 
speech are semantically and pragmatically co-
expressive. 
Specifically concerning the relationship between 
spatial gestures and speech, Kita (2000) stated that 
a possible function of gesture is that gesture may 
help speakers to package spatial information into 
units suitable for verbal output. Moreover, 
Hostetter & Alibali (2005) regarded individual 
differences in gesture and found that the gesture 
rate was highest among individuals who had a 
combination of high spatial skill and low verbal 
skill. 
Furthermore, research has been carried out towards 
a grammar of gesture, in other words the 
relationship of gestures within a multimodal 
grammar. Fricke (2009) claimed that in German 
spoken language, co-speech gestures can be 
structurally integrated as constituents of nominal 
phrases, and can semantically modify the nucleus 
of the nominal phrases. Hahn & Rieser (2010) 
looked at the types of gestures co-occurring with 
noun phrases and their function, semantic values, 
and how these values interface with a natural 
language expression. 
In addition, the employment of gesture to improve 
the semantic analysis of the dialogues in AAL has 

gained considerable attention in the research 
community in the last decade. In particular the 
effect of gesture on the improvement of co-
reference resolution (the process of determining if 
two phrases in a discourse refer to the same real-
world entity) has been examined in a variety of 
studies. Eisenstein and Davis (2006) consider 
various gesture features and delineate their 
importance for the co-reference process. Chen et. 
al. (2011) show that when the pronominal 
mentions are typed and simultaneously a pointing 
gesture is used, the co-reference performance 
improves for personal and deictic pronouns. Co-
reference in spoken dialogues has proven to be 
much more different than the one we encounter in 
written texts. As Strube and Müller (2003) point 
out, a big number of the pronouns used in spoken 
dialogue have non-noun phrase (NP) antecedents 
or no antecedents at all, which can prove to be a 
challenge for the semantic analysis of dialogue in 
AAL. The TRAINS93 corpus study of Byron and 
Allen (1998) shows that about 50% of the 
pronouns that are used in the corpus have 
antecedents that are non-NP-phrases. Thus, co-
reference resolution for dialogue can highly benefit 
from the additional information that various 
modalities and more specifically gesture can 
provide.  

3 Our Ambient Assisted Living Lab and 
the Intelligent Wheelchair 

The Bremen Ambient Assisted Living Lab 
(BAALL) comprises all necessary conditions for 
trial living intended for two persons. This lab is a 
smart home suitable for the elderly and people with 
disabilities. It has an area of 60m2 and contains all 
standard living areas, i.e. kitchen, bathroom, 
bedroom, and living room. It has intelligent 
adaptable household appliances and furniture for 
compensating for special limitations, e.g. separate 
kitchen cabinets can be moved up and down. The 
lab looks like a normal apartment and the 
technological infrastructure is discreet, if visible at 
all. 
In the lab mobility assistance is provided through 
an Intelligent Wheelchair as well as an Intelligent 
Walker. For our studies we use the autonomous 
wheelchair/robot which is equipped with two laser 
range-sensors, wheel encoders, and an onboard 
computer; the wheelchair has a spoken dialogue 
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interface that allows to navigate to predefined 
destinations and to control devices in the lab.  
The goal of the smart environment with mobility 
assistants and smart furniture is to evaluate new 
ambient assisted living technologies regarding 
their everyday usability. Users can interact through 
various interaction modes, such as a head joystick, 
a touch screen, and natural language dialogue. 
In this paper we focus on the natural language 
dialogue and on contact-free, touchless, and not 
pen-based gestures in interaction with the 
wheelchair and smart furniture. 
Figure 1 shows a smart appliance, i.e. the kitchen 
cabinet, which is moving down, so that it can be 
reachable for the wheelchair user.  
  

 
Figure 1. Kitchen cabinets moving down  

4 Speech Interaction in our Lab 

Since the users of an AAL environment are 
typically untrained persons, elderly persons or 
persons possibly with physical or cognitive 
deficits, the user-centered analysis and adaptation 
of specific AAL-related application scenarios are 
necessary for developing a speech-enabled 
interactive dialogue system for our environment. In 
the following subsections we first describe the 
speech-related functionalities for the targeted users 
in our smart home (4.1) and then report on our 
recent work at the grammar level for improving the 
common problems caused by the automatic speech 
recognition (4.2). 

4.1 Speech-related functionalities 

According to the various assistance possibilities 
currently provided in our AAL environment, each 

of the speech supportive functionalities can be 
classified based on the following three levels: 

• An explicit elementary action on behalf of a 
simple dialogic utterance is used to ask for a 
specific assisting service to control each device 
in the AAL environment, such as “turn on the 
kitchen light”, “close the door of the bathroom” 
or “drive me to my bed”, etc. 

• An implicit composite action, which can be 
uttered by simple or longer sentences, is used to 
converse with the dialogue system to trigger a 
set of explicit elementary actions regarding a 
predefined yet dynamically adaptable planning 
component. A typical utterance of such is 
“where is my pizza?”, which can then result in 
a sequence of actions including driving the user 
to the kitchen, opening all the doors on the path, 
showing the location of the pizza either orally 
or using other already implemented hardware 
supports (e.g. blinking light). 

• A context sensitive negotiating action, which 
can be uttered during a clarification situation, 
should be used on the top of the explicit and 
implicit actions according to the situated 
context. Our AAL environment is in fact a 
multi-agent environment, which involves 
necessary dialogic interaction with other agents 
and their activities with respect to the possible 
temporal and spatial conflicts. For example, if a 
user wants to bake a pizza and the system 
detects that the oven is being used, the system 
would inform the user about it, then the user 
should be allowed to say “then take me to the 
oven when it’s available”. 

In order to support the above three speech-enabled 
dialogic activities, a general dialogue system 
framework, the Diaspace Adaptive Information 
State Interaction Executive (DAISIE, cf. Ross & 
Bateman, 2009), is investigated and accordingly 
being extended. 
DAISIE is a tightly coupled information state-
based (see Larsson & Traum, 2000) dialogue 
backbone that fuses a formal language based 
dialogue controller, which provides a complex yet 
easily reusable plug-in mechanism for domain 
specific applications. Figure 2 depicts the general 
architecture of DAISIE. 
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Figure 2. DAISIE with its plug-in components 

 
According to the requirements of an operational 
dialogue system, the DAISIE architecture consists 
of a set of principle processing components, which 
are classified into the following three functionality 
groups:  

• The DAISIE Plug-ins include a range of 
common language technology resources, such 
as speech recognizers/synthesizers, language 
parsers/generators, etc. 

• The DAISIE Basic System integrates all the 
DAISIE plug-ins with the information state 
structure, knowledge monument component and 
the formal language based dialogue controller 
into a basic functional dialogue system. 

• The DAISIE Application Framework specifies 
the application dependent components and 
provides a direct interface between the concrete 
domain application and the DAISIE basic 
system. 

 
An instantiation of DAISIE is being developed and 
tested, which includes the implementation ranging 
over all levels of linguistic and conceptual 
representation and reasoning, as well as the 
adaptation of the current hybrid unified dialogue 
model (cf. Shi et al., 2011) to the AAL 
environment application regarding the listed three 
speech-related activities and possibly further 
modalities, such as gesture (see section 5). 

4.2 Foot-syllable Grammar  

Reliable speech recognition is a key factor for the 
success of a dialogue system in our AAL 

environment. Currently, the expression stratum of 
the language system is modeled with two 
components in the DAISIE Framework: a speech 
recognizer for understanding spoken text and 
speech synthesizer for producing it. We use 
VoCon1 as our speech recognizer, which takes a 
restriction grammar to know which commands the 
AAL and the wheelchair can undertake.  
A foot-syllable restriction grammar was developed 
for optimized performance (Couto Vale & Mast, 
2012). This grammar has a three-level structure 
starting at the lowest level with the syllable (S), an 
intermediate structure named foot (F), and the 
clause (C). A foot is a rhythmic unit in the 
compositional hierarchy of spoken language, 
which contains syllables as its parts and which is 
part of a curve (Halliday & Matthiessen, 2004). In 
German, it is composed by one stressed syllable 
and its adjacent unstressed ones. Below we present 
a segment of the grammar: 
 
Foot-Syllable Grammar 
<Foot1>     : <IndIBegin> <kYStrong> <CEWeak> ; 
<IndIBegin> : <InWeak> <dIWeak> | <IWeak> <nIWeak> ; 
<kYStrong>  : 'kY !pronounce("'kY") ; 
<CEWeak>    : CE !pronounce("CE") | C$ !pronounce ("C$") ; 
<IWeak>     : I  !pronounce("I")  | $  !pronounce ("$")  ; 
<InWeak>    : In !pronounce("In") | $n !pronounce ("$n") ; 
<nIWeak>    : nI !pronounce("nI") | n$ !pronounce ("n$") ; 
<dIWeak>    : dI !pronounce("dI") | d$ !pronounce ("d$") ; 

 
The foot-syllable grammar (FS) was contrasted 
with a foot-word (FW) and a phrase-word 
grammar (PW) in speech recognition effectiveness. 
The foot helped enforce corpus-based restrictions 
on syntactic structures and the syllable gave fine 
control over phonological variation. We conducted 
an evaluation study and our results have shown 
that, for complex highly flexible natural language 
dialogue situations such as human-robot 
interaction in AAL, a restriction grammar such as 
our foot-syllable grammar outperforms the other 
two approaches: 51,81% (FS) of correctly 
recognized utterances versus 26,67% (FW) and 
6,67% (PW). We argue that using phonological 
units, such as syllables and foot units, provides a 
better way to achieve high recognition 
performance than phrases and words in both 
development cost and effectiveness. 

                                                        
1 http://www.nuance.com/for-business/by-product/automotive-
products-services/vocon3200/index.htm, 19/03/2012  
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5 Speech-Gesture User Study 

A user study was conducted in our lab in 
November-December 2011. This user study 
included a real-life everyday scenario of a human 
user using a wheelchair to navigate in their 
environment by means of speech and gesture. The 
goal was to observe whether people would gesture 
and how, and what they would say if they used a 
wheelchair in their domotic environment. The 
study took place in BAALL and 20 German 
participants (students) took part in the study (mean 
age 25). Older users were not considered as 
participants in this study, as various tests, such as 
OsteoArthritis screening, neuropsychological tests, 
memory tests etc. would have to be taken in order 
to make sure that the elderly are physically able of 
performing gestures. Furthermore, it is difficult to 
bring seniors to the lab due to their physical 
condition. Elderly users might also be digitally 
intimidated by such technology. Although the 
tested group and the prospective user group are 
divergent, our user study primarily focuses on the 
collection of empirical gesture-speech data through 
the interaction of participants with technical 
devices in a smart home and thus does not 
distinguish between participants based on their 
age. 
The participants were asked to act as if they were 
dependent on the wheelchair called Rolland. They 
had to navigate with Rolland to carry out daily 
activities (wash their teeth, eat something, read a 
book). They were informed in advance about the 
goal of the study, i.e. the collection of speech-
gesture data and the video recording. The 
participants used a Bluetooth head-set and their 
activities were recorded by two digital IP cameras 
placed in BAALL, and also an SLR camera on 
Rolland’s back. Through audio and video 
streaming an experimenter (WoZ) selected through 
a GUI the destination point of Rolland. It is 
important to note again that we are interested into 
collecting various empirical spoken commands and 
gestures produced by the participants in their 
interaction with the wheelchair during the 
experimental run. Thus both the wheelchair 
navigation and Rolland's speech feedback were 
WoZ-controlled. During most of the tasks the user 
was sitting on the wheelchair, but in one task the 
wheelchair drove autonomously without the user, 
as differences in gesture may change based on the 

recipient (see discussion in Rimé & Schiaratura, 
1991). Technical problems appeared in 8 sessions 
out of 20, when Rolland did not drive to the 
desired destination. The reasons for this are outside 
the scope of our research and of this paper. We 
evaluated 12 sessions regarding speech, but all 20 
sessions regarding gesture. 
As far as the results of this study are concerned, we 
collected 317 spoken commands in total. Many 
different language variants were uttered in order to 
carry out the same task. For example, four distinct 
utterances which were produced when participants 
were sitting on the bed and asked Rolland to come 
to them follow: 

i) “Rolland, komm her”  
(Rolland, come here) 

ii) “Rolland, <break9secs> Rolland, 
<break3secs> komm her” 
 (Rolland, Rolland, come here) 

iii) “Rolland, komm bitte zum Bett, hier wo ich 
sitze”  
(Rolland, please come to the bed, here 
where I ���am sitting)  

iv)  “Rolland, fahr zum Bett”  
(Rolland, drive to the bed)  

Thus many context-sensitive utterances appeared 
in the collected data; for example, in the first two 
utterances above the participants did not use the 
name of a landmark (bed) in their command. 
Moreover, in the second example above we see 
that the participant waited for a backchannel 
feedback from the wheelchair and then uttered the 
actual command (come here).  
From the study also the attitude, e.g. politeness, 
and expectations of the participants against the 
robot were measured. The style, volume of 
utterance, waiting time for the wheelchair to react 
as well as the sentence structure and lexical content 
were measurement factors. For example, male 
participants used more direct style with imperative 
sentences than female and included the name of 
their wheelchair in their command. 
Concerning gestural frequency during the user 
study, in 7 sessions out of 20 participants 
employed at least one gesture during a session. In 6 
sessions participants used deictic/pointing gestures 
and in 1 an iconic gesture (rubbing hands under the 
tap to represent washing hands). In 2 of the 7 
sessions participants gestured more than once, 
while in the remaining 5 sessions, they gestured 
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once. The participants gestured mostly when 
something happened out of order, e.g. the 
wheelchair drove to a wrong place or stopped too 
far from the participant. Particularly in the 
bathroom, the wheelchair could not drive very 
close to the washbasin (predefined destination) and 
thus many participants gestured so that the 
wheelchair moves closer.  
Two exceptions on gestural types and frequency 
were the following: in one case a male participant 
used often iconic gestures “for fun”, e.g. 
representing that he holds a gun. Another 
participant (female) gestured constantly using 
pointing gestures during all activities that she 
carried out. These cases can be attributed to 
personal influences, e.g. the user’s personality (see 
Rehm et al., 2008). 
The gestures are annotated with the tool ANVIL 
(Kipp et al. 2007), a free video annotation tool that 
offers multi-layered annotation. The gesture anno-
tation conventions for gesture, form, space, and 
trajectory, which are based on the practice of N. 
Furuyama (see McNeill, 2005: 273-278), are 
followed. 
As far as co-reference is concerned, in all 317 
commands there were several instances that the 
participants employed in their utterances. Yet, all 
of them were either references to the participant 
him/herself or to the wheelchair: 
 

i) “Rolland, drehe dich bitte um”  
(Rolland, turn around please) 

ii) “Fahr mich bitte zum Badezimmer”  
(Drive me to the bathroom please) 

 
For those cases, the participants did not use 
gestures. We assume that the rare use of co-
reference in our user study is due to the fact that 
participants almost never had to refer to the same 
entity again. Once a command was uttered, the 
WoZ executed the required action and the 
participants could move further to the next task 
they had in their agendas. Thus, once an entity (i.e. 
the sofa, the bathroom, the kitchen) has been 
introduced, the participants never needed to refer 
back to that same entity again. 
Last but not least, nobody of the participants 
realized that the experiment was WoZ, believing 
that the wheelchair moved based on their own 
commands. 

6 Conclusion and Future Work 

Our lab is equipped with intelligent adaptable 
household appliances and furniture for 
compensating for special limitations; this lab can 
be used as an experiment area for many user 
studies with different purposes.  
In the presented user study we collected empirical 
speech and gesture data of natural dialogue in HRI. 
By making the speech-gesture interaction between 
users and robot more natural, intuitive, effective, 
efficient, and user-friendly, assistive environments 
will become more appropriate in the real world 
used by seniors and/or seniors to be, people 
actively planning their future. 
A planned second user study handles selection and 
control of objects in a smart environment. In this 
study objects such as television, lights, electronic 
sliding doors, etc. will be remotely controlled by 
the experimenter (WoZ). The participants will be 
requested to select objects and control their 
position and level (higher, louder, etc.). A 
condition tested here will be the presence/lack of 
ambiguity. Participants will be asked to “open a 
door” or “turn on a light” having many doors and 
lights available in the lab. In addition, the 
wheelchair will be intentionally driven by an 
experimenter to a wrong destination or stopped on 
its way to a destination point. This adjustment has 
been made considering the results in the conducted 
study that participants gestured more when 
something went wrong. 
A third study is planned in order to identify which 
spatial gestures are universal and which are locale-
dependent. Within the field of localization, locale 
is a combination of language and culture. The 
criteria of locale selection are countries with i) big 
geographic distance, ii) strong cultural differences, 
iii) diversity of gestures based on literature 
evidence, and iv) typologically different languages. 
This study is necessary to investigate the 
differences in speech-gesture interaction between 
the German and other locales.  
Last but not least, a small scale follow-up study 
with elderly people will take place in a nursing 
home. There the elderly could be requested to 
perform gestures that have already been collected 
in our previous studies in order to evaluate them 
depending on their skills and preferences. 
The collected data from the user studies stored in a 
corpus will be examined based on the speech-
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gesture alignment concerning their semantics, their 
temporal arrangement, and their coordinated 
organization in the phrasal structure. Later an 
extension for the semantics of gesture types will be 
added to the Generalized Upper Model (GUM) in 
order to anchor spatial gestures into a semantic 
spatial representation. GUM (Bateman et al., 2010) 
is a linguistically motivated ontology for the 
semantics of spatial language of German and 
English. New GUM categories will be created for 
gestures, when the linguistic ones are not 
applicable and/or sufficient. 
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Abstract

Due to the demographic changes, support by
means of assistive systems will become in-
evitable for home care and in nursing homes.
Robot systems are promising solutions but
their value has to be acknowledged by the pa-
tients and the care personnel. Natural and in-
tuitive human-machine interfaces are an es-
sential feature to achieve acceptance of the
users. Therefore, automatic speech recogni-
tion (ASR) is a promising modality for such
assistive devices. However, noises produced
during movement of robots can degrade the
ASR performances. This work focuses on
noise reduction by a non-negative matrix fac-
torization (NMF) approach to efficiently sup-
press non stationary noise produced by the
sensors of an assisting robot system.

1 Introduction

The amount of older people in today’s societies con-
stantly grows due to demographic changes (Euro-
pean Commision Staff, 2007). Technical systems
become more and more common to support for rou-
tine tasks of care givers or to assist older persons
living alone in their home environments (Alliance,
2009). Various technical assistive systems have been
developed recently (Lisetti et al., 2003), ranging
from reminder systems (Boll et al., 2010; Goetze
et al., 2010) to assisting robots (Chew et al., 2010;
Goetze et al., 2012). If robot systems are supposed
to navigate autonomously they usually rely on vision
sensors (Aragon-Camarasa et al., 2010) or acous-
tic sensors (Youssef et al., ). Acoustic signals are

usually picked up by microphones mounted on the
robot. In real-world scenarios not only the desired
signal part is picked up by these microphones as pre-
sented in Figure 1.
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Figure 1: General denoising scheme

The desired signal part is usually superposed with
disturbing noise originating from the environment or
the robot system itself. This disturbance has to be
removed from the microphone signal before it can
be further processed, e.g. for navigation, position
estimation, acoustic event detection, speaker detec-
tion or automatic speech recognition. This contri-
bution focuses on acoustic input for a robot system
and more specifically on the noise reduction pre-
processing which is needed to clean up noisy sound
signals.

Automatic speech recognition (Huang et al.,
2001; Wölfel et al., 2009) is a convenient way to in-
teract with robot assistants since speech is the most
natural form of communication. However, to en-
sure acceptance of speech recognition systems a suf-
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ficiently high recognition rate has to be achieved
(Pfister and T., 2008). Today’s speech recognition
systems succeed in achieving this recognition rate
for environments with low amount of noise and re-
verberation. Unfortunately, while moving, robots
can produce noise degrading the reliability of the
ASR.

This work focuses on a specific application, sup-
pressing the non stationary noise produced by the
ultra-sonic sensors of a robotic assistant while mov-
ing. Please note that although in theory ultrasonic
sensors do not produce sound disturbances in the au-
dible range, artefacts due to the fast activation and
deactivation of the sensors are present in the audible
range and are clearly perceivable as a disturbance in
the picked up microphone signal as shown later in
Figure 6.

Ultrasonic
Sensors

Figure 2: Lower part of the robot with ultrasonic sen-
sors (Metralabs, 2010).

Non-negative Matrix Factorization (NMF) is an
approach introduced by Lee & Seung (Lee and Se-
ung, 2001) in which the data is described as the
product of a set of basis and of a set of activation co-
efficients both being non-negative. We will apply the
NMF approach to remove the disturbances caused
by the ultrasonic sensors from the microphone input
signal in the following. NMF and its various exten-
sions have been proven efficient in sources separa-
tion (Cichocki et al., ; Virtanen, 2007), supervised
detection of acoustic events (Cotton and Ellis, 2011)
or to wind noise reduction (Schmidt et al., ). As
the NMF algorithm can be fed with prior informa-
tion about the content to identify, it is a handy way
to suppress the non stationary noise produced by the

sensors of the considered robotic assistant.
The remainder of this paper is organized as fol-

lows: The general NMF algorithm is presented in
Section 2 and the proposed denoising method is
described in Section 3. An experiment using the
TIMIT (Zue et al., 1990) speech corpus is presented
in Section 4 and finally the performances are eval-
uated in terms of achieved signal enhancement in
Section 5 before Section 6 concludes the paper.

2 Sparse Non-negative Matrix
Factorization

2.1 NMF algorithm

NMF is a low-rank approximation technique for
multivariate data decomposition. Given a real val-
ued non-negative matrix V of size n×m and a pos-
itive integer r < min(n,m), it aims to find a factor-
ization of V into a n× r real matrix W and a r ×m
real matrix H such that:

V ≈W ·H (1)

The multivariate data to decompose is stacked into
V, whose columns represent the different observa-
tions, and whose rows represent the different vari-
ables. In the case of information extraction from au-
dio files, V could be the amplitude of the spectro-
gram and therefore, W would be a basis of spectral
features when H would represent the levels of acti-
vation of each of those features along time. The rank
r of the factorization corresponds to the number of
elements present in the dictionary W, and thereof, to
the number of rows within H.

NMF is an iterative process that can be fed with
information about the contents to extract. As an il-
lustration of this ability, an artificial spectrogram of
a mixture of two chords, C and D, has been created.
Figure 3 shows the initialization of the NMF algo-
rithm. V is the spectrogram of the mixture in which
the two chords contain only notes’fundamentals and
overlap each other. The Algorithm is fed with the
spectral content of the C chord.

Figure 4 shows that during the iterative process,
the elements of W corresponding to the C chord
remain unchanged while the other elements of W
have been updated to fit the spectral content of the
D chord. The output time activations within H cor-
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respond to the presence of both chords within the
matrix V.

Figure 3: Illustration of the initialization of the NMF al-
gorithm. The spectral content of the C chord is input into
W while the other element of dictionary and activation
coefficients in H are randomly initialized.

Figure 4: Illustration of the output of the NMF algorithm.
The spectral content of the D chord has been learned
while the updated H corresponds to the activations of the
chords C and D along time.

2.2 Sparseness Constraint

The very definition of sparseness (or sparsity) is that
a vector is sparse when most of its elements are zero.
In its application to NMF, the addition of a sparse-
ness constraint λ permits to trade off between the
fitness of the factorization and the sparseness of H.

At each iteration, the process aims at reducing a
cost function C. In this paper, a generalized version
of the Kullback Leibler divergence is used as cost

function:

D(V,WH) =

∥∥∥∥V⊗ log
V

W ·H
− V + W ·H

∥∥∥∥ (2)

In 2 the multiplication ⊗ and the division are
element-wise. The sparseness constraint results in
the new cost function:

C(V,WH) = D(V,WH) + λ
∑
ij

Hij (3)

The norm of each of the objects within W is fixed to
unity.

3 Supervised NMF denoising

3.1 Method overview

The method is supervised in the sense that it uses
a noise dictionary Wn built from a recording of the
known noise to be reduced. The noise spectrogram
Φn, i.e. the short-term fourier transform (STFT), is
computed using a hamming window of 32ms and a
50% overlap. The magnitude Vn of Φn is input to
the NMF algorithm with a sparseness constraint λ
and an order rn, providing the noise dictionary of rn
spectral vectors. The spectrogram Vs of the noisy
speech is then input to the NMF algorithm along
with Wn in order to obtain the denoised speech spec-
trogram.

3.2 Separation of the speech signal

Hs

Hn

Spectrogram

Wn

Ws

Noisy Denoised

Synthesis
NMF

Figure 5: Overview of the NMF based denoising.

The denoising is summarized in Figure 5. The
spectrum Φs of the noisy speech and its amplitude
Vs are computed as in Section 3.1. Vs is input to
the NMF algorithm along with Wn. The order of
factorization r is equal to rn + rs, rs being the num-
ber of spectral vector used in the speech dictionary
Ws. Different sparseness constraint λn and λs can
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be applied to the activation matrices Hn and Hs.

Given V ∈ Rn×m
+ , r ∈ N∗ s.t. r < min(n,m)

minimize C(V,WH) w.r.t. W,H (4)

subject to W ∈ Rn×r
+ , H ∈ Rr×m

+

The update rules on W and H can be expressed as
multiplicative updates:

Ws ←Ws ⊗
V

WsHs
·HT

s

1·HT
s

H← H⊗ WT · V
WH

WT ·1
(5)

The NMF algorithm provides thereof Ws and Hs to
be used to approximate the spectrogram of the de-
noised speech. Therefore, × being the matrix prod-
uct:

Ṽs = Ws ×Hs Ṽn = Wn ×Hn

Φ̃s = Φs ⊗ Ṽs

Ṽs+Ṽn

(6)

The denoised speech signal is finally obtained by
applying ISTFT on the spectrogram S̃s. The inter-
ested reader is referred to (O’Grady and Pearlmutter,
2006) for a more detailed discussion of the needed
derivations for Eqs. (5)-(6).

4 Experiment

4.1 Context
The robot platform Scitos A5 (Metralabs, 2012) can
be used as a robotic assistant for elderly care. Its
built-in microphones allow to interact with the robot
using if their signal is analysed by an ASR sys-
tem. However, while in motion, the robot uses ul-
trasonic sensors (c.f. Figure 2) to detect potential
obstacles. Their constant activation and deactivation
produces artifacts that can sever the ASR reliability.
The following experiment aims to evaluate the effi-
ciency of the denoising method proposed in Section
3 on speech signals corrupted by this specific sen-
sors noise. The Figure 6 examplarily presents the
spectrogram of a corrupted speech signal.

4.2 Protocol
The noise produced by the sensors and the room
impulse response (RIR) have been recorded in a
quiet office room using the robot’s microphone. The
test data has been built from the test portion of the
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Figure 6: Spectrogram of a speech sentence from the
TIMIT corpora: «She had your dark suit in greasy wash
water all year.», clean (top) and with added sensors noise
at SNR=10dB.

TIMIT corpus (Zue et al., 1990). The clean speech
files have been built concatenating a silent period of
0.5 seconds in their beginning, to allow for compari-
son with methods relying on a voice activity detector
(VAD), and convolving it with the measured RIR.
From those prepared clean files, noisy corpora have
been built by adding the recorded sensors noise with
a SNR set to 10, 5, 0 and -5 dB. In real scenarios, the
SNR of the speech corrupted by the sensors noise
vary between 5 and 10 dB depending on the loud-
ness of the speaker and the distance between him
and the robot.

When applying the NMF algorithm the cost func-
tion (3) has been used but no stop criterion has been
set and a fixed number of 25 iterations has been
run. Wn has been built by applying the NMF al-
gorithm with rn = 64 and λ = 0 to a 10 seconds
noise recording. When applying the algorithm to the
speech samples denoising, r has been set to 128. A
different sparseness constraint has been applied to
Hn and Hs with λn = 0 and λs = 0.2.

As a reference, the noisy sound samples have as
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well been processed using a state-of-the-art single-
channel noise reduction scheme, i.e. the decision-
directed approach according to (Ephraim and Malah,
1985) based on two different noise estimation
schemes, i.e. the minimum statistics approach (MS)
as described in (Martin, 2001) and the minimum
mean square error (MMSE) approach according
to (Gerkmann and Hendriks, 2011).

5 Results

The achieved denoising is evaluated with the SNR
of the denoised samples and with the noise reduc-
tion (NR) as described in (Loizou, 2007). For both
scores, the presented values are the mean of the
achieved scores on all tested speech samples and
the standard deviation along the corpus. The results
are presented in Figure 7 for varying input SNR and
spectrograms of a denoised speech sample using the
three methods is shown in Figure 8. It appears that
the NMF based method provides better results, both
in term of signal enhancement and of reliability.
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Figure 7: Mean and standard deviation of the achieved
SNR and NR for the three tested methods and for differ-
ent noise levels (SNR).
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Figure 8: Spectrogram of a denoised signal using the
three different methods, MS (top), MMSE (middle) and
NMF.

6 Conclusion

A NMF based method to enhance speech signal
when provided with spectral knowledge of the noise
has been presented. This method has been applied to
the reduction of the non stationary noise produced
by the sensors of a robotic assistant. When tested
on a corpus of speech signals, the proposed method
achieved better performances than well known VAD
based denoising.

Further works would include fine tuning of the
method, such as determining the optimal number of
iterations to obtain the best trade off between en-
hancement and computing cost, as well as the use of
spectro temporal patches as elements of dictionary.
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Abstract

This paper introduces research within the
ALADIN project, which aims to develop an as-
sistive vocal interface for people with a phys-
ical impairment. In contrast to existing ap-
proaches, the vocal interface is self-learning,
which means it can be used with any language,
dialect, vocabulary and grammar. This pa-
per describes the overall learning framework,
and the two components that will provide vo-
cabulary learning and grammar induction. In
addition, the paper describes encouraging re-
sults of early implementations of these voca-
bulary and grammar learning components, ap-
plied to recorded sessions of a vocally guided
card game, Patience.

1 Introduction

Voice control of devices we use in our daily lives is
still perceived as a luxury, since often cheaper and
more straightforward alternatives are available, such
as pushing a button or using remote controls. But
what if pushing buttons is not trivial? Physically
impaired people with restricted (upper) limb mo-
tor control are permanently in the situation where
voice control could significantly simplify some of
the tasks they want to perform (Noyes and Frankish,
1992). By regaining the ability to control more de-
vices in the living environment, voice control could
contribute to their independence of living and their
quality of life.

Unfortunately, the speech recognition technology
employed for voice control still lacks robustness to
speaking style, regional accents and noise, so that
users are typically forced to adhere to a restrictive

grammar and vocabulary in order to successfully
command and control a device.

In this paper we describe research in the ALADIN
project1, which aims to develop an assistive vocal
interface for people with a physical impairment. In
contrast to existing vocal interfaces, the vocal inter-
face is self-learning: The interface should automa-
tically learn what the user means with commands,
which words are used and what the user’s vocal char-
acteristics are. Users should formulate commands
as they like, using the words and grammatical con-
structs they like and only addressing the functional-
ity they are interested in.

We distinguish two separate modules that estab-
lish self-learning: The word finding module works
on the acoustic level and attempts to automatically
induce the vocabulary of the user during training, by
associating recurring acoustic patterns (commands)
with observed changes in the user’s environment
(control). The grammar induction module works
alongside the word finding module to automatically
detect the compositionality of the user’s utterances,
further enabling the user to freely express com-
mands in their own words.

This paper presents a functional description of the
ALADIN learning framework and describes feasibi-
lity experiments with the word finding and grammar
induction modules. In Section 2 we outline the over-
all learning framework, the knowledge representa-
tion that is used and the rationale behind the word
finding and grammar induction modules. In Sec-
tion 3 we briefly describe the Patience corpus used

1Adaptation and Learning for Assistive Domestic Vocal
INterfaces. Project page: http://www.esat.kuleuven
.be/psi/spraak/projects/ALADIN
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Figure 1: Schematic overview of the ALADIN framework.

in the feasibility experiments, as well as the experi-
mental setup. In Section 4 we show and discuss our
experimental results and we present our conclusions
and thoughts on future work in Section 5.

2 The ALADIN framework

The ALADIN learning framework consists of sev-
eral modules, which are shown schematically in
Fig. 1. On the left-hand side, the provided input is
shown, which consists of a spoken utterance (com-
mand) coupled with a control input, such as the but-
ton press on a remote control or a mouse click, pos-
sibly augmented with the internal state of a device
(for example the current volume of a television).

In order to provide a common framework for all
possible actions we wish to distinguish, we adopt
the use of frames, a data structure that encapsulates
the control inputs and/or device states relevant to the
execution of each action. Frames consist of one or
multiple slots, which each can take a single value
from a set of predefined values. In Section 2.1 we
discuss the frame representation in detail.

During training, the word finding module builds
acoustic representations of recurring acoustic pat-
terns, given a (small) set of training commands, each
described by a frame description and features ex-
tracted from the audio signal. Using the frame de-
scription, the module maps such acoustic representa-
tions to each slot-value pair in each frame. When us-
ing the framework for decoding spoken commands,
the output of the module is a score for each slot-
value pair in each frame, representing the probabil-
ity that this slot-value pair was present in the spoken
command.

During training, the grammar induction module
builds a model of the grammatical constructs em-
ployed by the user, using the frame description and

the output of the word finding module. The output of
the word finding module consists of estimates of the
slot-value pair scores described above, based on the
presence of automatically derived recurring acoustic
patterns.

The semantics module, operational during decod-
ing, processes the output of the word finding mod-
ule to create a single frame description most likely
to match the spoken command. This can then be
converted to a control representation the target de-
vice can work with. The module can make use of
a grammar module that describes which slot-value
pair combinations (and sequences) are likely to oc-
cur for each frame. Such a grammar description
should ideally be provided by the grammar induc-
tion module, but could optionally be hand-crafted.

2.1 Frame description
Each action that can be performed with a device is
represented in the form of a frame. A frame is a
data structure that represents the semantic concepts
that are relevant to the execution of the action and
which users of the command and control (hence-
forth C&C) application are likely to refer to in their
commands. It usually contains one or multiple slots,
each associated with a single value. The slots in
an action frame represent relevant properties of the
action. Such frame-based semantic representations
have previously been successfully deployed in C&C
applications and spoken dialog systems (Wang et al.,
2005).

For our research, we distinguish three types of
frames. The first, the action frame, is automatically
generated during training by the device that is con-
trolled with a conventional control method, such as
button presses. Depending on the frame, more slots
may be defined than are likely to be referred to in any
single command. The second frame type, the oracle
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Frame Slot Value
<from suit> c
<from value> 11
<from column> 3
<from hand> -
<to suit> h
<to value> 12
<to foundation> -
<to column> 4

Figure 2: An example of a Patience move and the
automatically generated movecard action frame. A
card is defined as the combination of a suit - (h)earts,
(d)iamonds, (c)lubs or (s)pades - and a value, from ace
(1) to king (13). We also distinguish slots for the ‘hand’ at
the bottom, the seven columns in the center of the playing
field and the four foundation stacks at the top right.

action frame, is a manually constructed subset of the
action frame based on a transcription of the spoken
command. In this subset, only those slots that are
referred to in the spoken command, are filled in. Fi-
nally, we define the oracle command frame, which is
a version of the oracle action frame that can assign
multiple values to each slot in order to deal with pos-
sible ambiguities in the spoken command.

We will illustrate these frame types with an exam-
ple from one the target applications in the ALADIN
project: a voice-controlled version of the card game
Patience. In this game, one of the possible actions
is moving a card in the playing field. This action
is described by an action frame dubbed movecard,

which contains slots specifying which card is moved
and to which position it is moved. Fig. 2 shows an
example of such a move, and the automatically gen-
erated action frame description of that move.

For instance, if the move in Fig. 2 was asso-
ciated with the spoken command “put the jack of
clubs on the red queen”, the oracle action frame
of that particular move would only have the fol-
lowing slot values filled in: <from suit>=c,
<from value>=11, <to suit>=h and
<to value>=12, since the columns are not
referred to in the spoken command. Also, since no
slot was defined that is associated with the color of
the card, the spoken command is ambiguous and
during decoding, such a command might also be as-
sociated with a frame containing the slot-value pair
<to suit>=d. As a result, the oracle command
frame will be constructed with <to suit>=h,d
rather than <to suit>=h.

2.2 Word finding
The word finding module is tasked with creating
acoustic representations of recurring acoustic pat-
terns, guided by action frames. As such, the learning
task is only weakly supervised: rather than having
knowledge of the sequence of words that were spo-
ken, as common in Automatic Speech Recognition
(ASR), we only have knowledge of the slot-value
pairs in the action frame, each of which may have
been referred to in the utterance with one or multi-
ple words, and in any order. To meet these require-
ments, we turn to a technique called non-negative
matrix factorization (NMF).

2.2.1 Supervised NMF
NMF is an algorithm that factorizes a non-

negative M×N matrix V into a non-negative M×R
matrix W and a non-negative R × N matrix H:
V ≈ W · H. In our approach, we construct the
NMF problem as follows:

V =

[
V0

V1

]
≈

[
W0

W1

]
H = WH (1)

with the matrix V1 composed of N spoken com-
mands, each represented by a vectorial representa-
tion of dimension M1. The columns of V0 asso-
ciate each spoken command with a label vector of
dimension M0 that represents the frequency with
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which a particular label occurred in that spoken
command. After factorization, the matrix W1 con-
tains R acoustic patterns of dimension M1, and the
matrix H indicates the weights with which these R
acoustic patterns are linearly combined for each spo-
ken command n, 1 ≤ n ≤ N , to form the observed
spoken commands in V1. The columns of the ma-
trix W0 describe the mapping between the R acous-
tic patterns in W1 and the M0 labels that can be
associated with each spoken command. In addition
to columns of W1 associated with labels, we use
a number of so-called ‘garbage columns’ to capture
acoustic representations not associated with labels,
for example to capture less meaningful words such
as ‘please’.

To decode a spoken command (the ‘testing’
phase), we find a vector h for which holds: v1

tst =
W1h

tst, with W1 the matrix found during train-
ing. vtst

1 is the M1 dimensional acoustic represen-
tation of the spoken command we wish to decode,
and htst is the R-dimensional vector that indicates
which acoustic patterns in W1 need to be linearly
combined to explain vtst

1 . Finally, we calculate the
label association with the spoken command vtst

1 us-
ing: a = W0h

tst, where a is a M0 dimensional
vector giving a score for each label.

For more details on how to carry out these fac-
torizations, we refer the reader to Lee and Seung
(1999). For a discussion on representing spoken
commands of varying length as a M1-dimensional
vector, and the constraints under which it holds that
the spoken command is the linear combination of
R such vectors from W1, we refer the reader to
(Van hamme, 2008; Driesen and Van hamme, 2012;
Driesen et al., 2012) and the references therein.

2.2.2 Frame decoding

In our framework, we consider each unique
slot-value pair of each frame (for example
<to suit>=h of the frame movecard) as
a single label, making the total number of labels
M0 equal to the cumulative number of different
values in all slots in all frames. This way, each
frame description is uniquely mapped to a binary
vector v1, and likewise, the decoded label vector a
is uniquely mapped back to a frame description.

Put the jack of clubs on the queen of hearts
O O I FV O I FS O O I TV O I TS

Figure 3: Example of a command transcription, annotated
with concept tags.

2.3 Grammar induction
The task of the grammar module is to automatically
induce a grammar during the training phase, that de-
tects the compositionality of the utterances and re-
lates it to the associated meaning. In this case, the
grammatical properties of the utterances are associ-
ated with action frames, containing slots and values.
This grammar induction is performed on the basis
of the output of the word finding module (hypothe-
sized ‘word’ units, represented as acoustic patterns
and possibly associated frame slot values) and the
generated frame descriptions of the actions. Further-
more, the grammar may also serve as an additional
aid during the decoding process, by providing infor-
mation regarding the probability of specific frame
slot sequences in the data.

There are different options with respect to the type
of grammar that can be induced. It could for instance
be a traditional context-free grammar, meaning that
the contents of the frame description of the action
are derived on the basis of a parse tree of the ut-
terance. Unfortunately, context-free grammars have
been proven to be very hard to automatically induce
(de Marcken, 1999; Klein, 2005), particularly on the
basis of limited training data.

Encouraging results have been reported in the un-
supervised induction of sequence tags (Collobert et
al., 2011). In the context of the ALADIN project,
we therefore decided to adopt a concept tagging ap-
proach as a shallow grammar interface between ut-
terance and meaning. In this vein, each command is
segmented into chunks of words, which are tagged
with the semantic concepts (i.e. frame slots) to
which they refer.

We use a tagging framework which is based on
so-called IOB tagging, commonly used in the con-
text of phrase chunking tasks (Ramshaw and Mar-
cus, 1995). Words inside a chunk are labeled with a
tag starting with I and words outside the chunks are
labeled with an O tag, which means that they do not
refer to any concept in the action frame. Fig. 3 illus-
trates the concept tagging approach for an example
command.
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3 Experimental setup

The experiments described in this paper pertain to
a vocal interface for the card game Patience. This
presents an appropriate case study, since a C&C in-
terface for this game needs to learn a non-trivial,
but fairly restrictive vocabulary and grammar. Com-
mands such as “put the four of clubs on the five of
hearts” or “put the three of hearts in column four”
are not replaceable by holistic commands, and iden-
tifying the individual components of the utterance
and their interrelation is essential for the derivation
of its meaning. This makes the Patience game a
more interesting test case than domotica applica-
tions such as controlling lights, doors or a television,
where the collection of unordered sets of keywords
is usually sufficient to understand the commands.

In this section, we will describe the corpus col-
lected to enable this case study, as well as the setup
for exploratory experiments with the techniques out-
lined in Section 2.

3.1 Patience corpus
The Patience corpus consists of more than two thou-
sand spoken commands in (Belgian) Dutch2, tran-
scribed and manually annotated with concept tags.
Eight participants were asked to play Patience on a
computer using spoken commands, which were sub-
sequently executed by the experimenter. The partic-
ipants were told to advance the game by using their
own commands freely, in terms of vocabulary and
grammatical constructs. The audio signals of the
commands were recorded and the associated actions
were stored in the form of action frames. There are
two types of frames: a movecard frame, describ-
ing the movement of a card on the playing field (e.g.
Fig. 2), and a dealcard frame that contains no
frame slots, but simply triggers a new hand. Oracle
action and command frames were derived on the ba-
sis of the automatically generated action frames and
the manually annotated concept tags.

Each participant played in two separate sessions,
with at least three weeks in between, so as to capture
potential variation in command use over time. The
participants’ ages range between 22 and 73 and we
balanced for gender and education level. We col-
lected between 223 and 278 commands (in four to

2Note however that the ALADIN system is inherently lan-
guage independent, which is why we present the examples in
English.

six games) per participant. The total number of col-
lected commands is 2020, which means an average
of 253 commands per participant and the average
number of moves per game is 55. The total num-
ber of frame slot-value pairs is 63.

The experimental setup tries to mimic the
ALADIN learning situation as much as possible.
For each participant, a separate learning curve was
made, since the learning process in the targeted
ALADIN application will be personalized as well.
For each learning curve, the last fifty utterances of
a participant were used as a constant test set. The
remaining utterances of the same participant were
used as training material. The chronological order
of the commands, as they were uttered by the partic-
ipant, was preserved, in order to account for the de-
velopment of the users’ command structure and vo-
cabulary use during the games. In each experiment,
the first k utterances were used as training data, k be-
ing an increasing number of slices of ten utterances
for the grammar induction experiments and 25 utter-
ances for the word finding experiments.

3.2 Word finding

Spoken commands are represented by a His-
togram of Acoustic Co-occurrence (HAC) features
(Van hamme, 2008), constructed as follows: First,
we extract mel-cepstral coefficients (MFCC) from
audio signals sampled at 16kHz, framed using time
windows of 25ms and shifted in increments of 10ms.
From each of these frames, 13 cepstral coefficients,
along with their first and second order differences
are determined, yielding a 39 dimensional feature
vector. Mean and variance normalization are applied
on a per-utterance basis. Second, k-means clus-
tering of 50000 randomly selected frames is used
to create a Vector Quantization codebook with 200
codewords for each speaker, using k-means cluster-
ing. Finally, three sets of HAC features are con-
structed by counting the co-occurrences of the au-
dio expressed as VQ codewords, with time lags of 2,
5 and 9 frames. The final feature dimension M1 is
thus M1=3× 2002 = 120000.

In these initial experiments, we use the oracle ac-
tion frames to provide supervision. In the NMF
learning framework, two acoustic representations
were assigned to each label, with an additional 15
representations used as garbage columns. The to-
tal number of acoustic representations R is thus
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R = 2 × 63 + 15 = 141. For training, W1 is ini-
tialized randomly and W0 is initialized so that two
columns are mainly associated with each label (i.e.,
a one in the corresponding label position and a small
([0, 1e− 5]) random value for the other labels). The
remaining 15 garbage columns are randomly initial-
ized. Finally, the entries of V1 and V0 are scaled
so their cumulative weight is equal. During training,
the rows of H pertaining to non-garbage columns
in W0 are initialized to be the same as V0, with
a small ([0, 1e − 5]) random value replacing values
that are zero. The rows of H pertaining to garbage
columns are initialized randomly. For the NMF fac-
torization, we minimized the Kullback-Leibler di-
vergence using 100 iterations of the procedure de-
scribed in Lee and Seung (1999).

In these experiments, frame decoding is guided
by a hand-crafted grammar, rather than an auto-
matically induced grammar. We defined 38 gram-
mar rules corresponding to various possible slot se-
quences, under the assumption that from slots pre-
cede to slots, and that suit slots precede value
slots. These 38 rules also include various slot se-
quences in which the command was underspecified.
A pilot experiment showed that this grammar cov-
ers 98% to 100% of the spoken commands, depend-
ing on the speaker. The hand-crafted grammar was
implemented as a labelvector-to-labelvector bigram
transition matrix, and Viterbi decoding was used to
generate a possible frame description for each gram-
mar rule. For scoring, the most likely frame descrip-
tion was selected based on the most likely Viterbi
path across grammar rules. Finally, we express re-
sults in terms of slot-value accuracy, which is the
ratio of the number of slot-value pairs correctly se-
lected, according to the oracle command frame, and
the total number of slot-value pairs in the oracle
command frame (expressed as a percentage).

3.3 Grammar induction

The exploratory experiments for the grammar in-
duction module serve as a proof-of-the-principle ex-
periment that showcases the learnability of the task
in optimal conditions and focuses on the minimally
required amount of training data needed to boot-
strap successful concept tagging. In these super-
vised learning experiments, the annotated corpus is
used as training material for a data-driven tagger,
which is subsequently used to tag previously unseen

data. As our tagger of choice, we opted for MBT,
the memory-based tagger (Daelemans et al., 2010),
although any type of data-driven tagger can be used.

In the targeted ALADIN application, the number
of utterances used to train the system should be as
small as possible, i.e. the training phase should be
as brief as possible in order to limit the amount of
extraneous physical work or assistance needed for
training by the physically impaired person. In or-
der to get an idea of the minimal number of train-
ing utterances needed to enable successful concept
tagging, we evaluated the supervised tagging perfor-
mance with increasing amounts of training data, re-
sulting in learning curves.

The metric used for the evaluation of the con-
cept tagger is the micro-averaged F-score of the pre-
dicted I chunks: the harmonic mean of the pre-
cision and recall of the chunks with I labels (i.e.
referring to slots in de frame description). This
means that the concept tags as well as the boundaries
of the predicted chunks are included in the evalu-
ation. Feature selection was performed on the ba-
sis of a development set (last 25% of the training
data) and establishes the best combination of disam-
biguation features, such as the number of (disam-
biguated) concept tags to the left, the tokens them-
selves (left/right/focus) and ambiguous tags (focus
token and right context). We compare our results
against a baseline condition, in which only the focus
word is used as a feature, in order to see the rela-
tive effect of the use of context information by the
tagger.

4 Results and discussion

4.1 Word finding

In Fig. 4a we can observe the results obtained with
a learning framework that combines word finding
with hand-crafted grammars. From these results, we
can observe that the slot-value accuracy obtained af-
ter using all available training material, varies be-
tween 40.4% for speaker 4 and 76.0% for speaker 1.
We can also observe that overall, the results for all
speakers show a fairly linear increase in accuracy as
more training material becomes available. The fact
that we do not yet observe that the accuracy levels
off with increasing training data, indicates that the
results are likely to further improve with more train-
ing data.
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Figure 4: Learning curves viz. word finding accuracy (left) and grammar induction I chunk F-score (right).

This is also likely given the complexity of the
learning task: In Patience, about half of the spoken
commands pertains to dealcard frames, which
means it is very likely that some slot-value pairs
have never even occurred in the training data, even
after 200 spoken commands. We expect, however,
that we need at least a few repetitions of each slot-
value pair to build a robust acoustic representation:
the accuracy of correctly detecting the dealcard
frame, which has many repetitions in the training
data, is close to 100% for all speakers. Given such
data scarcity, the fact that we obtain accuracies up to
76% is encouraging.

Another observation that can be made is that for
some speakers, such as speaker 1, there is a larger
variation between consecutive training sizes - for ex-
ample for speaker 1 the best accuracy is obtained for
a training size of 175 spoken commands. There are
several possible reasons. For one, even though the
NMF learning problem is initialized using the con-
straints imposed by the frame labeling, the factor-
ization process may not achieve the global optimal
solution during training. This could be addressed by
performing multiple experiments with different ran-
dom initializations (Driesen et al., 2012).

Another issue is that the number of dealcard

frames varies between speakers, due to the rela-
tively small test set size of fifty spoken utterances.
With the dealcard typically recognized correctly,
this may account both for some of the differences
between speakers, as well as for the variation be-
tween training sizes observed for some speakers: If
the number of movecard frames in the test set is
small, this makes the average accuracy more sen-
sitive to errors on these frames. This issue could
be addressed by an alternative evaluation scheme in
which multiple occurrences of the same utterance
are only counted once.

4.2 Grammar induction

Fig. 4b displays the learning curves for the super-
vised concept tagging experiments. There is a large
amount of variation between the participants in ac-
curacy using the first 100 training utterances. Six out
of eight curves reach 95% or more with 130 train-
ing utterances, and level off after that. For two par-
ticipants, the accuracies reach 100%, with training
set sizes of 40 and 100 utterances respectively. The
baseline accuracies, averaged across all participants,
are also shown in Fig. 4b. These are significantly su-
perseded by the individual learning curves with op-
timized features, showing that the use of context in-
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formation is important to enable successful concept
tagging on this dataset.

The fact that the tag accuracy for participant 6
remains relatively low (around 88%) is mainly due
to a rather high level of inconsistency and ambigu-
ity in the command structures that were used. One
remarkable source of errors in this case is a struc-
ture repeatedly occurring in the test set and occur-
ring only twice in the largest training set. It is a par-
ticularly difficult one: a structure in which multiple
cards are specified to be moved (in one pile), such
as in “the black three, the red four and the black five
to the red six”. In such cases, only the highest card
of the moved pile (black five in the example) should
be labeled with I FS and I FV tags (since only that
card is represented in the action frame) and the lower
cards should be tagged with O tags.

The commands given by participants 2 and 5 were
structurally very consistent throughout the games,
resulting in very fast learning. Participant 5’s learn-
ing curve reaches a tag accuracy of 100% using
as little as forty training utterances, underlining the
learnability of this task in optimal conditions. Par-
ticipant 3’s curve reaches 100% accuracy, but has
a dip at the beginning of the curve. This is due to
the fact that in the utterance numbers 20-50, the suit
specification was often dropped (e.g. “the three on
the four”), whereas in the utterances before and after
that, the suit specification was often included.

5 Conclusions and future work

In this paper, we introduced a self-learning frame-
work for a vocal interface that can be used with any
language, dialect, vocabulary and grammar. In ad-
dition to a description of the overall learning frame-
work and its internal knowledge representation, we
described the two building blocks that will provide
vocabulary learning and grammar induction. Our
experiments show encouraging results, both for vo-
cabulary learning and grammar induction, when ap-
plied to the very challenging task of a vocally guided
card game, Patience, with only limited training data.

Although the word finding experiments use the or-
acle action frames rather than the automatically gen-
erated frames as supervision information, the pre-
liminary experiments shown in this work are promis-
ing enough to have confidence that even with this
additional source of uncertainty, the goal of a self-
learning vocal interface is feasible. The concept tag-

ging experiments show that this type of representa-
tion is learnable in a supervised way with a high de-
gree of accuracy on the basis of a relatively limited
amount of data.

Future experiments will investigate how unsuper-
vised learning techniques can be used to bootstrap
concept tagging without using annotated and manu-
ally transcribed data. This will enable the output of
the grammar module to replace the manually crafted
grammar currently used by the word finding mod-
ule. Since the learning curves for the word finding
module still show significant room for improvement,
more data will need to be collected to adequately in-
vestigate the interaction between the two modules.

We expect the word finding results to improve
once speaker-specific grammars, provided by the
grammar induction module, can be incorporated.
The hand-crafted grammar employed in the word
finding experiments include almost all variations,
while a speaker-specific grammar will typically be
more restrictive. Another practical approach to im-
prove the user experience is to have the ALADIN sys-
tem produce an ordered set of several possible frame
descriptions, based on the knowledge of the playing
field and the rules of the game. Preliminary experi-
ments revealed that even with a small ordered set of
only five frame candidates, the slot-value accuracy
of the Patience word finding experiments increased
by 10% to 20% absolute. Furthermore, we expect
the number of repetitions needed for each slot-value
pair to reduce substantially if we allow sharing of
the acoustic representations between slots. For ex-
ample, it is very likely that the user will refer to the
suit of ‘hearts’ the same way, regardless of whether
it occurs in a from slot or in a to slot.

While the self-learning modules have not yet been
integrated and while there is still ample room for im-
provement within each module individually, the re-
sults of the feasibility experiments described in this
paper are encouraging. The insights gained from
these experiments form a solid basis for further ex-
perimentation and will serve to further streamline
the development of a language independent, self-
learning command & control vocal interface for peo-
ple with a physical impairment.
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Abstract 

Different Bengali TTS systems are already 
available on a resourceful platform such as a 
personal computer. However, porting these 
systems to a resource limited device such as a 
mobile phone is not an easy task. Practical 
aspects including application size and 
processing time have to be concerned. This 
paper describes the implementation of a 
Bengali speech synthesizer on a mobile device. 
For speech generation we used Epoch 
Synchronous Non Overlap Add (ESNOLA) 
based concatenative speech synthesis technique 
which uses the partnemes as the smallest signal 
units for concatenations. 

1 Introduction 

Technologies for handheld devices with open 
platforms have made rapid progresses. Recently 
open-platforms Android is getting momentum. 
Mobile devices with microphone and speaker, 
video camera, touch screen, GPS, etc, are served as 
sensors for experiencing with augmented reality in 
human life. Speech synthesis may become one of 
the main modalities on mobile devices as the 
screen size and several application scenarios (e.g., 
driving, jogging) limits the use of visual modality. 
Optimizing a speech synthesis system on mobile 
devices is a challenging task because the storage 
capacity and the computing performance are 
limited. Even if the storage capacity of the device 
is quite high, it is unlikely that users will let e.g., 
the half of their storage for speech synthesis 
purposes. So it is necessary to have small footprint.  

Until now, text-to-speech applications have been 
developed on many platforms, such as PC, 
electronic dictionary and mobile device. However, 
most applications are for English language. Early 
works on developing a TTS system on a mobile 
device focused mainly on migration of an existing 
TTS system from a resourceful platform to a 
resource-limited platform (W. Black and K. A. 
Lenzo, 2001; Hoffmann, R et al., 2003). Most of 
the effort was spent on code optimization and 
database compression. Since the space was quite 
limited, only a small diphone database could be 
utilized which reduced the quality of synthesized 
speech. To improve the output speech quality some 
researchers attempted to apply a unit selection 
technique on a resource limited device. 
(Tsiakoulis, et al, 2008) used a database small 
enough for an embedded device without much 
reduction in speech quality.  (Pucher, M. and 
Frohlich, 2005) used a large unit selection database 
but synthesize an output speech on a server and 
then transferred the wave form to a mobile device 
over a network. 

Bengali TTS systems have been already 
developed and produced reasonably acceptable 
synthesized output quality on PC, as Shyamal 
Kumar Das Mandal and Asoke Kumar Datta 
(2007). However the same has not yet been 
implemented for resource-limited or embedded 
devices such as mobile phones.  
The goal of our research is to develop a Bengali 
speech synthesizer that can produce an acceptable 
quality of synthesized output in almost real-time 
on mobile device. 
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2  Speech Synthesis Techniques 

Speech synthesis involves the algorithmic 
conversion of input text data to speech waveforms. 
Speech synthesizers are characterized by the 
methods used for storage, encoding and synthesis 
of the speech. The synthesis method is determined 
by the vocabulary size, as all possible utterances of 
the language need to be modeled. There are 
different approaches to speech synthesis, such as 
rule-based, articulatory modeling and 
concatenative technique. Recent speech research 
has been directed towards concatenative speech 
synthesizers. We develop our synthesizer based on 
Epoch Synchronous Non Overlap Add (ESNOLA) 
concatenative speech synthesis method, as 
Shyamal Kumar Das Mandal and Asoke Kumar 
Datta (2007).  

ESNOLA allows judicious selection of signal 
segment so that the smaller fundamental parts of 
the phoneme may be used as unit for reducing both 
the number and the size of the signal elements in 
the dictionary. This is called Partnemes. Further 
the methodology of concatenation provides 
adequate processing for proper matching between 
different segments during concatenation and it 
supports unlimited vocabulary without decreasing 
the quality. 

3 TTS  System Based on ESNOLA Method  

A schematic diagram of the speech synthesis 
system is shown in Figure 1. 

 
 

Figure 1: Text-to-Speech process diagram 
 

The Text-to-Speech system consists of two main 
parts: Text analysis module and Synthesizer 
module. 

3.1 Text Analysis Module  
The text analysis module has two broad sections 
one is the phonological analysis module and other 
is the analysis of the text for prosody and 
intonation. Bangla is a syllabic script, phonological 
analysis i.e. Grapheme to Phoneme conversation is 
a formidable problem (Suniti Kumar Chatterji, 
2002; Sarkar Pabitra, 1990) specially found in case 
of two vowels /a/ and /e/ and some consonant 
clusters. A set of phonological rule including 
exception dictionary is developed and 
implemented, as (Basu, J et al., 2009). The 
phonological rules also depend upon POS and 
semantics. But due to its requirement of language 
analysis it is taken care by exception dictionary.  

3.2 Synthesizer Module  
Synthesizer module has two parts. First generate 
token and second combine splices of pre-recorded 
speech and generate the synthesized voice output 
using ESNOLA approach as in Shyamal Kr Das 
Mandal, et al. (2007). In ESNOLA approach, the 
synthesized output is generated by concatenating 
the basic signal segments from the signal 
dictionary at epoch positions. The epochs are most 
important for signal units, which represent vocalic 
or quasi-periodic sounds. An epoch position is 
represented in Figure 2.  
 

 
 

Figure 2: Epoch position of a speech segment 
 

Steady states in the nucleus vowel segment of 
the synthesized signal are generated by the linear 
interpolation with appropriate weights of the last 
period and the first period respectively of the 
preceding and the succeeding segments. The 
generated signals require some smoothing at the 
point of concatenation. This is achieved by a 
proper windowing of the output signal without 
hampering the spectral quality. 
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The synthesized voiced output for the name 
“ভারত” is shown in Figure 3. 
 

 
 

Figure 3:  Represent a synthesized voiced output for a 
given text input / bʰarot / 

4 Implementation on Android 

The exact system specification is shown on Table 
1. An Android application will run on a mobile 
device with limited computing power and storage, 
and constrained battery life. Because of this, it 
should be efficient. Following actions are taken to 
run the application on Android – 

 
Table 1: System Specifications 

 
Features LG Optimus One P500 

Operating System Android OS, v2.2 
Processor ARM 11 
CPU speed 600 MHz 
RAM 512 MB 
Display 256K colors, TFT 
Input method Touch-screen 
Connectivity USB 
 
4.1 Memory Management 
 
On Android, a Context is an abstract class which is 
used for many operations but mostly to load and 
access resources. But keeping a long-lived 
reference to a Context and preventing the GC 
(Garbage Collection) from collecting it causes 
memory leaks issues. But in here this system has to 
have long-lived objects that needed a context. So 
to overcome this Application-Context Class is 
used. This context will live as long as your 
application is alive and does not depend on the 
activities life cycle. It is obtained by calling 
Activity.getApplication(). Apart from that the 
partneme database is kept in external storage card. 
Owing to memory constraints, the speech output 
file is deleted after the speech is produced. 
 

4.2 Optimizing the Source Code 
 
On Android virtual method calls are expensive, 
much more so than instance field lookups. So 
common object-oriented programming practices 
are followed and have getters and setters in the 
public interface.  

All total 596 sound files are stored in the 
partneme database. Total size of the database is 1.0 
Mb and application size is 2.26 Mb. 

The TTS system has two major functionality. 
Firstly, it can read the Bengali massage stored in 
the phones inbox and secondly, user can generate 
Bengali speech by typing the Bengali word in 
English alphabet format.  

The input text in English alphabet can be keyed 
in the provided text box (Figure 3). The ‘Speak to 
me’ button generates the speech file corresponding 
to the text keyed in and plays the audio file 
generated. Graphical user interface is shown in 
Figure. 4-5. 
   

   
         Figure 4        Figure 5 
 

Fig. 4-5 is the internal interface of the application 
 

Application can be distributed to end user 
directly by developer website or by Android 
Market an on device application store. This TTS 
application has not published yet but it can be 
downloaded on the android device connected to a 
desktop PC through the USB port. 

5 Performance And Quality Evaluation 

5.1 Processing Speed Test 
 
Measurement of processing speed is done by 
counting the synthesis time manually. We started 
measuring the time when a "speak" button (Figure 
5) is pressed until the first speech sound is 
pronounced. Results are shown in Table 2.  
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Table 2 speed time test 
Utterance 
(words) 

No. of 
syllables 

Processing Speed  
[in sec.] 

2 6 0.45 
3 8 0.56 
4 11 0.86 
5 15 1.19 

5.2 Speech Quality Evaluation 

To measure the output speech quality 5 subjects, 3 
male (L1, L2, L3) and 2 female (L4, L5), are 
selected and their age ranging from 24 to 50. All 
subjects are native speakers of Standard Colloquial 
Bangla and non speech expert. 10 original (as 
uttered by speaker) and modified (as uttered with 
android version) sentences are randomly presented 
for listening and their judgment in 5 point score 
(1=less natural – 5=most natural). Table 3 
represents the tabulated mean opinion scores for all 
sentences of each subject for original as well as 
modified sentences. 
 

Table 3 result of listing test 
 
  L1 L2 L3 L4 L5 
Modified 
Sentences 

Avg 3.82 1.76 2.62 2.73 3.5 
Stdev 0.73 1.15 0.82 0.81 0.5 

Original 
Sentences 

Avg 4.91 4.33 4.82 4.76 4.8 
Stdev 0.11 0.23 0.83 0.42 0.3 

 
The total average score for the original sentences is 
4.72 and the modified sentence is 2.88. Figure 6 
graphically represents the mean opinion score to 
visualize the closeness of the employed prosodic 
rules to the original sentences. 
 

 
 

Figure 6: Bar chart of the listening test 

6 Conclusion And Future Works  

In this paper, we describe our implementation of a 
Bengali speech synthesizer on a mobile device. 

Our goal is to develop a text-to-speech (TTS) 
application that can produce an output speech in 
almost real-time on an average smart phone. Our 
synthesizer is based on Epoch Synchronous Non 
Overlap Add (ESNOLA) suitable for 
implementing a fast and small TTS application. 
We modified several components in ESNOLA to 
make it run on android device. As for the output 
sound quality of TTS, there is plenty of room for 
improvement. We also plan to develop a more 
complete text analysis module which can handle 
the prosody at the sentence better way.  
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