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Introduction

The introduction of reasoning capabilities in question-answering (QA) systems appeared in the late 70s.
A second generation of QA systems, aimed at being cooperative, emerged in the late 80s - early 90s.
In these systems, quite advanced reasoning models were developed on closed domains to go beyond
the production of direct responses to a query, in particular when the query has no response or when it
contains misconceptions. More recently, systems such as JAVELIN, Inference WEB or Cogex, operating
over open domains, gradually integrated inferential components, but not as advanced as those of the 90s.
The performances of state-of-the-art systems such as the above (as highlighted e.g. in recent TREC-
QA tracks) show that reasoning components substantially improve the response relevance and accuracy.
They can also potentially be much more cooperative.

On the one hand, there is still a long way before being able to produce accurate, cooperative and robust
QA systems, because of the very large complexity of natural systems and of the need to make several
communities work together on common grounds.

On the other hand, recent foundational, methodological and technological developments in knowledge
representation (e.g. ontologies, knowledge bases incorporating various forms of incompleteness
or uncertainty), in speech processing, in multimedia and multimodality, and in advanced language
processing resources and techniques (for question processing as well as for generating responses) make
it possible to foresee the elaboration of much more accurate, cooperative and robust systems dedicated to
answering questions from multimedia supports or from textual data, from e.g. online texts or web pages,
operating either on open or closed domains.

The user interface aspects regarding both input and output (e.g. SMS or advanced interfaces, on line
help, dialogue, etc.) and their integration into interactive environments are also crucial for the viability
of such systems.

We thank all authors who submitted papers. The review process was implemented in a way such
that papers conform to the IJCNLP objectives and level. We thanks the important work made by our
reviewers.

Patrick Saint-Dizier

viii



Organizers:

Patrick Saint-Dizier (main contact), IRIT, France,
Philippe Blache, LPL, Aix, France,
Asanee Kawtrakul, Kasetsart University, Bangkok,
Alisa Kongthon, NECTEC, Thailand,
Marie-Francine Moens , KUL, Belgium,
Silvia Quarteroni, Politecnico Milano, Italy.

Program Committee:

Sivaji Bandyopadhyay, Jadavpur Univ. Kolkata, India,
Hutchatai Chanlekha, Kasetsart Univ., Bangkok, Thailand,
Meritxell Gonzalez, UPC, Barcelona, Spain
Marco Dinarelli, LIMSI, Paris, France
Rachel Edita Roxas, DLSU , Manilla, The Philippines,
Sophie Rosset LIMSI, France,
Chai Wutiwiwatchai, The Director of Human Language Technology Laboratory of NECTEC,
Thailand.

Invited Speakers:

Silvia Quarteroni,
Alisa Kongthon,
Philippe Blache.

ix





Table of Contents

The KOMODO System: getting Recommendations on how to realize an action via Question-Answering
Marc Canitrot, Pierre Yves Roger, Thomas de filippo and Patrick Saint-Dizier . . . . . . . . . . . . . . . . . 1

Question Answering, Semantic Search and Data Service Querying
Silvia Quarteroni . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

An Analysis of Questions in a Q and A Site Resubmitted Based on Indications of Unclear Points of
Original Questions

Masahiro Kojima, Yasuhiko Watanabe and Yoshihiro Okada . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Integrating Knowledge Resources and Shallow Language Processing for Question Classification
Maheen Bakhtyar and Asanee Kawtrakul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .22

A Rule Based Approach for Analysis of Comparative or Evaluative Questions in Tourism Domain
Bidhan Chandra Pal, Pinaki Bhaskar and Sivaji Bandyopadhyay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

A Semantic Based Question Answering System for Thailand Tourism Information
Alisa Kongthon, Sarawoot Kongyoung, Choochart Haruechaiyasak and Pornpimon Palingoon . . 38

xi





Conference Program

The KOMODO System: getting Recommendations on how to realize an action via
Question-Answering
Marc Canitrot, Pierre Yves Roger, Thomas de filippo and Patrick Saint-Dizier

Question Answering, Semantic Search and Data Service Querying
Silvia Quarteroni

An Analysis of Questions in a Q and A Site Resubmitted Based on Indications of
Unclear Points of Original Questions
Masahiro Kojima, Yasuhiko Watanabe and Yoshihiro Okada

Integrating Knowledge Resources and Shallow Language Processing for Question
Classification
Maheen Bakhtyar and Asanee Kawtrakul

A Rule Based Approach for Analysis of Comparative or Evaluative Questions in
Tourism Domain
Bidhan Chandra Pal, Pinaki Bhaskar and Sivaji Bandyopadhyay

A Semantic Based Question Answering System for Thailand Tourism Information
Alisa Kongthon, Sarawoot Kongyoung, Choochart Haruechaiyasak and Pornpimon
Palingoon

xiii





Proceedings of the KRAQ11 Workshop, pages 1–9,
Chiang Mai, Thailand, November 12, 2011.

The KOMODO System: getting Recommendations on how to realize an
action via Question-Answering

Marc Canitrot, Thomas de Filippo,
Pierre-Yves Roger

Prometil
42 Avenue du Gal Decroute

31100 Toulouse, France
m.canitrot@prometil.com

Patrick Saint-Dizier
IRIT-CNRS, 118, route de Narbonne

31062 Toulouse cedex France
stdizier@irit.fr

Abstract

In this paper, we present the KOMODO
system which is designed to provide tips
(advice and warnings) on the way to real-
ize a task from user queries. Information
is extracted from web services. We present
the different steps of the system: web page
selection, ranking and cleaning, extraction
of warnings and advice, relevance analy-
sis and contextualization, and production
of a response. The different language pro-
cessing steps are presented together with
an evaluation of the results. The system
is fully tested and a demonstration will be
made if possible during the presentation.

1 Introduction

Given a few key-words, such asput up wall pa-
per, Komodo is more than a question-answering
system: it provides a series of recommendations
or hints to realize this task. these are given under
the form of advice and warnings, together with a
few explanations. These recommendations are ex-
tracted from various web pages which are in gen-
eral procedures describing how to realize that task,
selected as relevant and reliable. Therefore, Ko-
modo explains how to do something, but it offers
more by compiling advice and warnings from var-
ious candidate pages.

Getting advice, hints and warnings is of much
importance for different types of unexperimented
users who have a task to realize but want to know
more about it before really starting. Obviously, it
is often possible to find a web page that explains,
on the basis of a procedure, how to realize this
task. However, quite frequently, these are not so
rich in recommendations, they basically describe
the different steps of the work under the form of
instructions to follow. Psychological experiments
have in fact shown that, besides instructions given

in procedures, users are very much interested in
what remains implicit in those texts: what you
are supposed to know or care about, but have no
means to ask or to guess. Komodo is aimed to fill
in this kind of gap.

Procedures are designed to guide people step by
step to realize precise tasks (Delin et ali. 1994)
(Takechi et ali. 2003). They consist of a se-
quence of instructions, designed with some ac-
curacy in order to reach a goal (e.g. assemble
a computer). Procedural texts may also include
subgoals. These are most of the time realized
by means of titles and subtitles. The user must
carefully follow step by step the given instructions
in order to reach the goal (Rosner et ali. 1992).
The How-to question answering aspect was devel-
oped in (Yin 2004), Aouladomar et al. 2005) and
(Delpech et al. 2008).

Procedures abound in a number of domains,
from apparently simple cooking recipes to large
maintenance manuals. They include documents
as diverse as teaching texts, medical notices, so-
cial behavior recommendations, directions for use,
assembly notices, do-it-yourself notices, itinerary
guides, savoir-faire guides etc. (Aouladomar et al.,
2005). Procedural texts follow a number of struc-
tural criteria, whose realization may depend on the
author’s writing abilities, on the targeted user, and
on traditions associated with a given domain. Pro-
cedural texts can be regulatory, procedural, pro-
grammatory, prescriptive or injunctive.

We have developed a quite detailed analysis of
procedural texts, identifying their main basic com-
ponents as well as their global structure. Procedu-
ral texts are complex structures, they often exhibit
a quite complex rational (the instructions) and ’ir-
rational’ structure which is mainly composed of
advices, conditions, preferences, evaluations, user
stimulations, etc. They form what is called the ex-
planation structure, which motivates and justifies
the goal-instructions structure, which is the back-
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bone of procedural texts. A number of these ele-
ments are forms of argumentation, they provide a
strong and essential internal cohesion and coher-
ence to procedural texts (Anscombre et al. 1981).

An important aspect of this project at a cogni-
tive level is the accurate identification of the expla-
nation structure as found in procedural texts in or-
der (1) to better understand explanation strategies
deployed by humans in precise, concrete and op-
erational situations (VanderLinden 1003) and (2)
then to be able to provide a set recommendations
that would guide users when the perform a task,
more or less independently of the precise proce-
dure they follow.

We have already studied the instructional as-
pects of procedural texts and implemented quite
an efficient prototype within the<TextCoop>
project that tags texts with dedicated XML tags.
The Dislog language (Discourse in Logic) allows
the specification of rules that describe the various
forms discourse structures can take (Anonymous
2011). In this paper, after a general presentation
of the explanation structure in procedures, we fo-
cus on the form warnings and advice take in proce-
dures and how these can be extracted using Dislog.
We then survey the main steps of the Komodo sys-
tem from the query to the production of a series
of recommendations (advice and warnings) meant
to inform a user who wants to realize a certain
taks. The Komodo system is now operational, if
accepted a demo will be given during the talk. At
this moment, it basically works for French, a trans-
position to English is planned. Some elements
of procedural text processing, in particular vari-
ous forms of explanations have been also tested
for Thai.

2 The explanation structure in
procedural texts

We first present, in this section, the general orga-
nization of the explanation structure as it emerged
from corpus analysis.

From our development corpus (1700 web texts
of 1 to 3 pages of raw text from 24 different do-
mains, large public and professional), we estab-
lished a classification of the different forms expla-
nations may take. Basically, the explanation struc-
ture is meant to guide the user in two ways: (1) by
making sure that he will effectively realize actions
as they are specified, via arguments (Amgoud et
ali. 2005), (Amgoud et ali. 2001)) such as threats,

rewards, advices and warnings which are ’coerci-
tive’ in a certain sense, and (2) help considerations
such as evaluation of work realized so far and en-
couragements of different kinds.

Basically, the explanation structure is meant to
guide the user by making sure that he will ef-
fectively realize actions as they are specified, via
e.g. threats, rewards, evaluations, advices and
warnings (Moschler 1985) (Bourse et al 2011).
This structure has a strong causal structure (Talmy
2001). The main structures are facilitation and
argumentation structures; they are either global
(they are adjoined to goals, and have scope over
the whole procedure) or local, included into in-
structional compounds. These structures are sum-
marized as follows (the terms we use are either
borrowed from works on rhetorical relations or are
just ours if none exist):

• facilitation structures, which are rhetorical
in essence (Kosseim et al 2000) (Van der Lin-
den 1993), correspond toHow to do X ?ques-
tions, these include two subcategories:
(1) user help, with: hints, evaluations and en-
couragements and
(2) controls on instruction realization, with
two cases: (2.1) controls on actions: guid-
ance, focusing, expected result and elabora-
tion and (2.2) controls on user interpretations:
definitions, reformulations, illustrations and
also elaborations.

• argumentation structures, corresponding to
why do X ?questions. These have either:
(1) a positive orientation with the author in-
volvement (promises) or not (advices and jus-
tifications) or
(2) a negative orientation with the author in-
volvement (threats) or not (warnings).

In what follows, we will mainly concentrate on
this second point, and in particular on warnings
and advices which are the most frequently encoun-
tered (since there are rarely involvements from the
author). These will be used to construct the know-
how knowledge base. Roughly, we have about
25% of instructions which have recommendations
in do-it-yourself texts, and up to 60% in social pro-
cedural texts. Argumentation structures are rela-
tively general to an applications domain, while fa-
cilitation structures are much more specific to the
text and the targeted audiences.
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Explanations and arguments help the user un-
derstand why an instruction must be realized and
what are the risks or the drawbacks if he does not
do it properly. The following example is typical of
what is usually found:
[instructional compound

[Goal To clean leather armchairs,]
[argument:advice

[instruction choose specialized products dedicated
to furniture,

[instruction and prefer them colorless]],
[advicesupport they will play a protection role,

add beauty, and repair some small damages.]]]

We have here an argument of type advice which
is composed of 2 instructions (later called a con-
clusion) and a conjunction of three supports which
motivate the 2 instructions.

3 Identifying arguments in procedures

Argument detection and analysis has been devel-
oped in the<TextCoop> project and presented in
previous papers. Lets us summarize the main re-
sults here for the sake of understanding.

3.1 Processing warnings

Warnings are basically organized around a unique
structure composed of an ’avoid expression’ com-
bined with a proposition. The variations around
the ’avoid expressions’ capture the illocutionary
force of the argument via several devices, ordered
here by increasing force :
(1) ’prevention verbs like avoid’ NP / to VP (avoid
hot water)
(2) do not / never / ... VP(infinitive) ... (never put
this cloth in the sun)
(3) it is essential, vital, ... to never VP(infinitive).
In cases where the conclusion is relatively weak in
terms of consequences, it may not have any spe-
cific mark, its recognition is then based on the ob-
servation that it is the instruction that immediately
precedes an already identified support.

Supports are propositions which are identified
from various marks:
(1) via connectors such as:sinon, car, sous peine
de, au risque de(otherwise, under the risk of), etc.
or via verbs expressing consequence,
(2) via negative expressions of the form:in order
not to, in order to avoid, etc.
(3) via specific verbs such as risk verbs introduc-
ing an event (you risk to break). In general the
embedded verb has a negative polarity.

(4) via the presence of very negative terms, such
as: nouns: death, disease, etc., adjectives, and
some verbs and adverbs. We have a lexicon of
about 200 negative terms found in our corpora.

Some supports have a more neutral formulation:
they may be a portion of a sentence where a con-
clusion has been identified. For example, a propo-
sition in the future tense or conditional following a
conclusion is identified as a support. However, as
will be seen below, some supports may be empty,
because they can easily be inferred by the reader.
In that case, the argument is said to be truncated.

Patterns are implemented in Perl and are in-
cluded into the TextCoop software. From the
above observations, with some generalizations and
the construction of lexicons of marks, we have
summarized the extraction process in only 8 pat-
terns for supports and 3 patterns for conclusions.
In procedural texts, arguments are tagged by XML
tags. We carried out an indicative evaluation (e.g.
to get improvement directions) on a corpus of 66
texts over various domains, containing 262 argu-
ments. We get the following results for warnings:

conclusion support (3) (4)
recognition recognition

88% 91% 95% 95%

(3) conclusions well delimited (4) supports well
delimited, with respect to warnings correctly iden-
tified.

3.2 Processing Advice

Conclusions of type advice are identified essen-
tially by means of two types of patterns (in
French):
(1) advice or preference expressions followed by
an instruction. The expressions may be a verb or a
more complex expression:is advised to, prefer, it
is better, preferable to, etc.,
(2) expression of optionality or of preference fol-
lowed by an instruction:our suggestions: ...,or
expression of optionality within the instruction
(use preferably a sharp knife).
In addition, as for warnings, any instruction pre-
ceeding a support of type advice is a conclusion.

Supports of type advice are identified on the ba-
sis of 3 distinct types of patterns:
(1) Goal exp + (adverb) + positively oriented term.
Goal expressions are e.g.: in order to, for, whereas
adverb includes: better (in French: mieux, plus,
davantage), and positively oriented term includes:
nouns (savings, perfection, gain, etc.), adjectives
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(efficient, easy, useful, etc.), or adverbs (well, sim-
ply, etc.). For this latter class of positively oriented
terms we constructed a lexicon that contains about
50 terms. terms.
(2) goal expression with a positive consequence
verb (favor, encourage, save, etc.), or a facilita-
tion verb (improve, optimize, facilitate, embellish,
help, contribute, etc.),
(3) the goal expression in (1) and (2) above can be
replaced by the verb ’to be’ in the future:it will be
easier to locate your keys.

Similarly as above, we carried out an indicative
evaluation on the same corpus of 66 texts contain-
ing 240 manually identified advices. We get the
following results for advices:

conclusion support (3) (4) (5)
recognition recognition

79% 84% 92% 91% 91%

(3) conclusions well delimited, (4) supports
well delimited, both with respect to advices cor-
rectly identified. (5) support and conclusion cor-
rectly related.

The structures of English are quite similar. A
short example of an annotated text is given in Fig.
1 below.

4 Constructing an repository of advice
and warning for a task: capturing the
domain know-how

Besides studying the textual structure of procedu-
ral texts and responding to How-to questions from
the analysis of these texts, a major challenge of
this work is the construction of adomain know-
how knowledge base, which is probably quite ba-
sic, but which could be subject to interesting gen-
eralizations. This domain know-how is essentially
composed of recommendations under the form of
advice and warnings related to the execution of the
task at stake, possibly coupled with a few addi-
tional explanations (e.g. illustrations, reformula-
tions, etc.)

There are repositories of advice organized by
sector of activity available on the Web (e.g.
http://www.conseils-gratuit.com). These are real-
ized manually: most of these advice come from
hints sent by readers of these pages. These repos-
itories contain in general simple advice and also
small procedures which are hints to better realize
a certain task. Automatically constructing such
repositories is of much interest but also a major

challenge in advanced question-answering. We
will focus here on textual information, but it is
clear that images and possibly videos should com-
plement the text.

Let us now present the different steps of the
task.

4.1 Overview of the main steps

The main steps are:

• getting the user query and submitting it to a
search engine (Exalead in our case),

• processing the returned links: elimination of
irrelevant links, ads, etc.

• downloading the first 50 pages returned by
Exalead which have not been filtered out at
the previous stage,

• sorting the returned pages by decreasing pro-
cedural quality in order to eliminate ill-
formed pages, ads, poorly realized pages,
etc., approximately the 20 first ones are kept.
This decision is based on a relevance metrics
we have elaborated.

• cleaning those 20 web pages: keeping only
the textual information and some typography
elements,

• parsing these pages at discourse level us-
ing the <TextCoop> system, the result is
an XML tagging of the instructional aspects,
prerequisites, advice and warnings based on
the patterns given above and a few explana-
tion forms.

• in order to get the best and the most relevant
advice and warnings, only advice and warn-
ings from the ’best’ paragraphs (according to
our relevance metrics) are extracted possibly
with their context.

• construction of a response web page and
a know-how repository (query - set of re-
lated advice and warnings) for future similar
queries.

The following domains have been investigated
and are addressed in the Komodo system: house,
cooking, garden, computer, do it yourself, ani-
mals, beauty. In the next subsections the above
steps are developed, in particular those related to
language processing and question-answering. The
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[procedure
[title How to embellish your balcony
[Prerequisites 1 lattice, window boxes, etc.]
....
[instructional−compound In order to train a plant to grow up a wall, select first a sunny area, clean the floor and make sure
it is flat......

[Argument [Conclusion:Advice You should better let a 10 cm interval between the wall and thelattice.]
[Support:Advice This space will allow the air to move around, which is beneficial for the health of your plant.]

...... ]]]]

Figure 1: An annotated procedure

work has been realized on French: English glosses
are given here for the sake of readability. The
investigations reported below have been realized
from a development corpus of 1700 procedural
texts, from 24 different domains.

The kernel of the system,<TextCoop> and the
language resources are realized in SWI Prolog. In-
terfaces, web page collection and result construc-
tion are realized in Java, returned pages are pro-
cessed ’in parallel’ via a multithread implementa-
tion to enhance efficiency.

4.2 Downloading relevant procedural texts

The user query, which refers to a task to be re-
alized, is submitted to the Exalead search engine,
which handles query enrichment if needed. Con-
trary to Google, Exalead returns links which di-
rectly points to web pages. These links are ana-
lyzed in order to keep only those which correspond
to professional sites. Redundant addresses are also
eliminated. This first step of filtering does depend
on the domain. For do-it-yourself, it is easy to ac-
cess the main platforms that explain how to realize
an action. This is not so easy e.g. for social rec-
ommendations where blogs are the richest sources
in terms of advice. In this latter case, a list of ’hot’
links is construcxted and constantly updated.

A total of 50 links are kept after this first filter-
ing. Then, those pages which are directly refered
to by these links are downloaded in parallel in or-
der to limit loading delays.

These pages are then ’cleaned’. By this term,
we mean keeping only the elements which are use-
ful for our purpose: the text and a limited number
of typographic marks. Our cleaning programme
has a set of parameters that describe the typo-
graphic symbols (and possibly their context) that
we wish to keep. The others are eliminated. This
operations is crucial to eliminate ads, summaries,
etc. We also have a list of ’stop-terms’ which
provoke the elimination of the sentence in which

they occur (e.g. click here to get a free coupon).
This process eliminates in general between 20 and
60page contents.

The next step aims at identifying among those
50 pages those which are really procedural. In-
deed a number of these pages often turn out to be
of little or no interest. In addition, texts which are
really short (less than 80 words) are excluded a
priori: it is unlikely that they contain any advice or
warnings. From the inspection of 280 texts in our
corpus, we defined a simple metrics that can detect
the procedural level of of a text. This metrics has
been elaborated by contrasting regular texts with
procedural ones. Procedural texts are much richer
in terms of action verbs, in the infinitive or imper-
ative form (these are morphologically different in
French). They also have a large number of typo-
graphic which is not often encountered in regular
texts:

mark procedure regular text

action verbs 85% 52%

imperative forms 44% 17%

infinitive forms 40% 25%

typographic marks 17% 2%

Verb ratios are computed as follows: number
of imperative verbs w.r.t. total number of verbs
found. Typographic marks rate: number of marks
w.r.t. total number of words in the text. Html
marks count for one mark per html tag.

As can be seen the contrast is quite high be-
tween regular and procedural texts. Furthermore,
we are interested in collecting the best texts, i.e.
those with a rich typographic mark, with very stan-
dard verb forms in imperative or infirnitive forms.
We can then use this metrics to sort those texts
considering the most procedural ones first. The
metrics is defined as follows:
rate = NV/TV + 2x(TM/NW ).
where NV is the total number of verbs in the im-
perative or infinitive form, TV is the total number
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of verbs found in the text. TM is the total number
of typographic marks found (which are related to
procedures) and NW is the total number of words
in the text. To have a better taking into account
of the importance of typography, a weight of 2 is
introduced for that parameter. This metrics is very
simple, but seems to be sufficient for the task at
stake.

Analysing the results of applying the metrics to
gardening, do-it-yourself, health care and cooking,
we get the following results:

text rank metrics ratio evaluation

1-5 > 0.80 highly procedural

6 - 10 0.80 to 0.70 very procedural

10-15 0.69 to 0.65 good

15-20 0.64 to 0.62 good

20-30 0.61 to 0.54 average

It seems therefore that a threshold of 0.62 for
a text would guarantee that the text considered is
of a good procedural quality. In the above exper-
iment, this means keeping about 20 texts, but this
number may be higher or smaller depending on the
query and the domain.

4.3 Processing relevant procedures with
<TextCoop>

Our aim is to provide users with relevant advice
and warnings related to their query. In fact, a
closer look at the selected procedural texts shows
that they indeed contain warnings and advice but
a number of of them turn out to be irrelevant w.r.t.
the user query. For example, a text may contain an
introduction with general purpose advice. Provid-
ing these advice in the response would mean some
analysis and sorting work for the reader which
may not feel so confident about the overall result.

The relevant advice and warnings are all in the
text sections or paragraphs which indeed describe
the actions to undertake to realize the procedure.
To select these text portions, we use another sim-
ple metrics that computes the number of verb do-
mains w.r.t. the total number of words. Text por-
tions above a certain threshold (which is a domain
dependent parameter) are kept and processed by
<TextCoop>. The set of verbs typical of the do-
main is constructed via the analysis of quite a large
number of procedures in that domain. The num-
ber of verbs associated with a domain turn out to
be much higher than expected. For the gardening
domain, we identified about 500 verbs, which is

very high. To get this set of verbs, about 1250 pro-
cedures have been inspected. This figure is very
high considering the number of available texts in
gardening in French. For the gardening domain,
the threshold above which paragraphs are relevant
for warnings and advice extraction is O.O5. In that
domain relevant verb frequency ranges from O.O2
to O.20. The threshold of O.O5 allows the extrac-
tion of about 64% of the total text, which is a really
efficient filtering.

These text portions are then submitted for dis-
course processing to<TextCoop>. This sys-
tem identifies: titles and subtitles, prerequisites,
instructions, illustrations, goal expressions and
warnings and advice. Assuming that 20 texts are
selected and keeping only the relevant paragraphs,
between 1 and 7 warnings or advice are extracted
by text, with an average of 3 per text. This means
about 60 warnings or advice (almost in equal pro-
portion) are extracted over the 20 texts.

This figure, however, varies greatly from a do-
main to another. For 20 texts, we have:

domain nb of words nb of A/W

DIY 1100 60

cooking 800 22

gardening 1450 54

health care 1950 38

computer 1550 33

nb of words is the total number of words of all
the 20 procedures.

As can be seen, the DIY domain is very rich in
advice and warnings, health care is very verbose
and advice are not always very easy to identify.
The computer domain is for specialists: it there-
fore contains less advice or warnings.

4.4 Response construction

At this stage, there are still three main problems to
resolve:

• redundancy elimination: the best advice or
warning extracted among those which are al-
most synonyms should be kept,

• contextualisation: quite frequently an advice
or a warning cannot be understood in isola-
tion: it is therefore necessary to introduce
some form of contextual information, e.g. for
an easy pronominal or event reference resolu-
tion,
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• relevance: all advice and warnings are a pri-
ori relevant, however some are more crucial
than others: sorting them by decreasing order
of importance would be helpful for the user,
in particular when ther eare many.

Redundancy elimination is a very difficult to re-
solve efficiently, since it requires a lot of domain
knowledge, and lexical and textual inference to de-
tect equivalent information. To resolve this diffi-
culty, we organize warnings and advice per web
page. In that case we have between one and 7 ad-
vice or warning per page, which is not so much,
and redundancy is less visible because it occurs
over different pages. In fact, then, this redundancy
may be useful as a way to insist e.g. on a precau-
tion to take.

This approach of displaying the response per
web page also avoids the crucial problem of sort-
ing advice and warnings by decreasing impor-
tance. However, to be cooperative with the user,
we evaluate the strength of those statements, via
the analysis of adverbs and injunctive forms, as
described in the patterns above, and display each
advice or warning with a logo that indicates its im-
portance a priori.

Finally, contextualization is dealt with as fol-
lows. Warnings and advice which do not contain
any kind of reference are displayed alone. The
others are displayed with the instruction that im-
mediately precedes them. Our observations show
that this adequately resolves the context problem
in about 90% of the cases.

An example is given in a screenshot in fig 2 (last
page of this document).

5 Conclusion

The work presented here describes the different
stpes of the Komodo project, which is designed
to provide users with a set of recommendations
under the form of advice and warnings useful to
know before starting any task, a priori described
by a procedure.

The system is interactive (a demo will be given
if accepted): from his query a user gets a series of
recommendations and links to the relevant pages
in case he wants to know more about them or ac-
cess the whole procedure. The kernel of the sys-
tem,<TextCoop> and the language resources are
realized in SWI Prolog. Interfaces, web page col-
lection and result construction are realized in Java,
returned pages are processed ’in parallel’ via a

multithread implementation to enhance efficiency.
In our still experimental version a query is fully
processed in an average of 4 seconds, which is still
a bit high. Collecting web pages takes about 1.5
seconds and linguistic processing about 2 seconds.

Pairs query - responses are stored a database,
called know-how database. This is useful for fre-
quently asked questions. However, to avoid hav-
ing outdated data, a robot updates reponses regu-
larly so that at least once a week each query has an
updated set of recommendations.
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Abstract

Question Answering (QA) systems have
profoundly evolved since their incep-
tion as natural language interfaces to
databases. QA technology has indeed be-
come state-of-the-art on open-domain, un-
structured information retrieval and more
recently touched the Semantic Web and
the problem of querying structured data
(e.g. RDF triples) on the Web. A natu-
ral new challenge is QA over data services,
supporting simple natural language query
interfaces to the composition of such ser-
vices for extracting complex results. This
paper discusses the above challenges and
illustrates natural language QA over data
services with a concrete example.

1 Introduction

Question Answering systems, originally designed
as natural language interfaces to databases (Waltz,
1978), have nowadays evolved towards the open
domain. This involves supporting natural lan-
guage questions of arbitrary complexity (requiring
e.g. definitions, explanations or complex factoids)
and extracting answers from potentially unlimited
data sources (Kwok et al., 2001).

Information Retrieval (IR) on unstructured data,
e.g. Web documents and large textual collections,
has been widely researched and is now a ma-
ture technology, partly thanks to evaluation cam-
paigns such as TREC1. The same goes for QA sys-
tems, which are currently able to solve complex
questions by exploiting search engines as their in-
formation retrieval modules (see e.g. (Moschitti
and Quarteroni, 2010; Delpech and Saint-Dizier,
2008)).

On the other hand, recent work in the Se-
mantic Web community has brought to the

1trec.nist.gov

(semi-)automatic creation of semantic informa-
tion from partially structured Web resources such
as Wikipedia2, resulting in wide-coverage knowl-
edge bases like YAGO (Suchanek et al., 2007).
This in turn has promoted the notion of seman-
tic search, which may be defined as IR augmented
with semantic information in the purpose of rea-
soning about the concepts involved in queries and
answers (Fazzinga and Lukasiewicz, 2010). Also
in the Semantic Web area, natural language inter-
faces to ontologies have been proposed in a num-
ber of studies as an alternative to keyword-based
interfaces or interfaces based on query languages
(Damljanovic et al., 2010b; Kaufmann and Bern-
stein, 2007). Generally speaking, NL interfaces to
ontologies attempt to perform an exact mapping
of the NL query into a logical formula in order to
access knowledge structured in e.g. RDF triples.

Even more recently, the exponential growth of
data providers on the Web has made proprietary
data increasingly available through Web APIs, e.g.
Google Places3, and/or search-specific languages,
e.g. the Yahoo Query Language4. Data sources
are usually wrapped as data services, specified by
input and output parameters; normally, the body
of data services includes queries and the output
is a data collection, with a structured or semi-
structured schema.

Enabling natural language interfaces to data ser-
vices is still an ambitious goal towards which
there is little research; this paper analyze aspects
of the above-mentioned technologies that bring
this objective closer. It also illustrates ongoing
work within the Search Computing project5 that
aims at accessing powerful result composition and
ranking infrastructures via natural language multi-

2wikipedia.org
3code.google.com/apis/maps/

documentation/places
4developer.yahoo.com/yql
5search-computing.it
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domain questions.
The paper is organized as follows. Section 2 in-

troduces a number of dimensions of question an-
swering challenges; Section 3 discusses QA to-
wards data services; Section 4 describes an ap-
proach towards natural language interfaces to data
services. Finally, Section 5 illustrates a use case
supporting natural language query processing and
Section 6 concludes.

2 Questions: from documents to services

Table 1 reports a small snapshot of state-of-the-art
information retrieval along two dimensions: query
language (logical vs natural) and data sources (un-
structured documents, ontologies and services).
While querying unstructured documents in natu-
ral language offers challenges in terms of the dif-
ficulty of specific types of questions (e.g. defini-
tions (Moschitti and Quarteroni, 2010) and pro-
cedures (Delpech and Saint-Dizier, 2008)) and
the robustness/confidence of information extrac-
tion from text, ontologies and data services offer
different types of issues. On the one hand, infor-
mation is structured and may be retrieved with a
high degree of confidence, however the main prob-
lems deal with interfacing with data sources, i.e.
mapping the user’s query into a logical format, and
possible with executing such a query by compos-
ing different data services. Sections 2.1 and 2.2
deal in particular with the issues of performing QA
over ontologies and data services.

2.1 Semantic Search

Question Answering over semantic information
has been proposed in recent years (McGuinness,
2004) as a natural consequence of the develop-
ment of Semantic Web technologies. QA is in-
deed agreed to be one of the ultimate objectives
of Semantic Search (Fazzinga and Lukasiewicz,
2010), encouraged by the fact that a number of
user studies have found natural language queries
to be the most user-friendly and time-efficient in-
put format to semantic information (Kaufmann
and Bernstein, 2007; Damljanovic and Bontcheva,
2009). However, open domain QA on this type of
resources is far from being a consolidated disci-
pline, partly due to the gap between well-defined
semantic resources as can be found for specific do-
mains and the unstructured nature of Web infor-
mation at large.

Another important issue is the nature of interac-

tion with a semantic QA service, as performing the
lexical to semantic level mapping needed to inter-
pret natural language queries into combinations of
domain concepts is an only partially solved prob-
lem. Typical approaches in this direction involve
a combination of statistical techniques (syntactic
parsing) and semantic operations to identify on-
tology concepts in the user’s input. For instance,
QUERIX (Kaufmann et al., 2006) combines the
Stanford parser (Klein and Manning, 2003) with
WordNet6 to obtain RDF triples from natural lan-
guage user queries, while PANTO (Wang et al.,
2007) translates the syntactic parse tree of a natu-
ral language query into SPARQL by exploiting a
reference lexicon. This often involves user inter-
action to support the system’s interpretation, as in
(Damljanovic et al., 2010b).

A crucial question is to figure out whether open
domain QA techniques, which leverage statistical
methods and require minimal (if any) intervention
at design stage, can be successfully combined with
semantic search techniques, in order to leverage
the benefits of both. In this perspective, the devel-
opment and widespread usage of vast knowledge
bases such as DBPedia7, GeoNames8 and YAGO
(Suchanek et al., 2007) demonstrates that seman-
tics can encompass universal vocabularies and do-
mains, opening the way to open-domain search.

2.2 Querying Data Services

Recent initiatives such as the W3C Linked Open
Data9 community project are fostering the adop-
tion of Linked Data (LD) as a best practice.
Clearly, the widespread presence of data services
makes them a valuable resource for IR; however,
the problems typically addressed in this field con-
cern service discovery (Carenini et al., 2008), au-
tomatic composition (Martin et al., 2007; Fensel et
al., 2011) and mediation (Manolescu et al., 2005)
rather than the issue of interfacing to data services.

In particular, natural language interfaces are
still at an early stage: for instance, (Lim and
Lee, 2010) propose a mapping of natural language
query blocks to services using predefined work-
flow templates, however it may be generally said
that “core NLP” methods are still far from the
data service querying problem. Section 3 reports

6wordnet.princeton.edu
7www.dbpedia.org
8http://www.geonames.org/ontology
9esw.w3.org/SweoIG/TaskForces/

CommunityProjects/LinkingOpenData
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Table 1: Querying documents, ontologies, services
Query Language Documents Ontologies Data services
Logical - Semantic search (Fazzinga and

Lukasiewicz, 2010)
LOD, YQL, OWL-S (Martin
et al., 2007)

Natural Open-domain QA (Moschitti
and Quarteroni, 2010; Delpech
and Saint-Dizier, 2008)

QUERIX (Kaufmann et al., 2006),
PANTO (Wang et al., 2007),
(Damljanovic et al., 2010b)

(Lim and Lee, 2010), SeCo
(Bozzon et al., 2011b)

progress in the direction of open-domain QA over
data services.

3 Towards QA over Data Services

In order to conduct QA over data services, the se-
mantics of the latter needs to be aligned to the se-
mantics of natural language interpretation; such a
mapping should be carried out with minimal hu-
man contribution, maximal domain coverage, and
a high level of robustness. Ideally, natural lan-
guage interpretation of the user’s question should
map the user’s intent (expected answer type in QA
terminology) and the main concepts mentioned in
the question to the same knowledge representation
used by service interfaces to execute queries over
their respective data services.

To this end, we have been working on a prag-
matic approach to the description of data ser-
vices in the SeCo project (Bozzon et al., 2011a),
that aims at efficiently and effectively composing
data services in order to address complex queries.
Here, the infrastructure supports the efficient ex-
ecution of queries over service compositions and
different ranking schemes are also deployed for re-
sult presentation flexibility. The models used for
service description and annotation in the purpose
of querying are described in Section 3.1, while
querying itself is described in Section 3.2.

3.1 Pragmatic Service Annotation

We model data services at different levels of ab-
straction according to a three level Service De-
scription Framework (SDF). The topmost concep-
tual level, denoted as service mart level, repre-
sents the domain entities described by services
(e.g. Theater).

Then, the logical view sees possible implemen-
tations of data services focused on specific entities
in terms of access patterns (APs), i.e. relations be-
tween the I/O parameters they involve. For exam-
ple, an AP returning movies shown near the user’s
current position would be named GET Movie
WITH Theater BY CurrentPosition.

Finally, at the physical level, service interfaces
encode the actual interaction protocol; different
service interfaces may be associated to the same
AP, e.g. a YQL service returning US movies based
on the user’s position or a wrapper to the Google
movies service returning Italian movies and the-
aters by location. The above three views com-
pose the so-called Service Description Framework
(SDF).

Access Pattern information from data services
is used for building a common domain dia-
gram (DD), for which we use a simple Entity-
Relationship model. Each data service is “fo-
cused” upon a DD entity, has a schema which
includes several related entities, and is linked to
other data services through relationships. Figure
1 illustrates a sample DD deriving from services
dealing with movies and theaters.

ActorActor TheaterTheaterMovieMovie

CurrentCurrentCurrent
Position
Current
Position

DirectorDirector AwardAward

Figure 1: A sample Domain Diagram

One or more existing knowledge bases (KBs)
are used as a reference for DD terminology and
entities in order to validate it and support natural
language querying; for instance, Section 4 shows
an example of usage of YAGO (Suchanek et al.,
2007) as the reference KB.

In addition to the DD, a knowledge base proxy
(KBP) is constructed by using the reference KB to
extract the most relevant concepts for describing
the DD and reasoning upon those concepts.

The SDF is progressively populated in a
bottom-up fashion by processing service inter-
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faces available from data service providers and de-
vising the corresponding APs by identifying the
relevant DD entities they involve. In case no suit-
able entities are found in the DD, the reference KB
is used as a source of entities that are immediately
“projected” over the DD. Once access patterns are
created and their focal entity is identified, the cor-
responding service mart is the one identified by
such a focal entity.

3.2 Query Processing

Once available services have been registered fol-
lowing the method in Section 3.1, they can be
queried in a variety of ways, including via Graph-
ical User Interfaces or via textual input. In all
cases, the general processing of a query over the
registered data services is organized according to
three steps, as summarized in Figure 2.

Service Interface 
selection

Access Pattern 
selection

Service Mart 
selection

Domain Diagram

Reference KB

Proxy KB

NLP Query
Form-based 
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Figure 2: Top-down query processing steps over
the Service Description Framework, with the con-
tribution of domain semantics encoded in the Do-
main Diagram, the Knowledge Base Proxy and the
reference Knowledge Base.

Starting from the queries submitted by the user
in various formats at the application level, the
steps progressively “formalize” the semantics of
such queries at the conceptual, logical and physi-
cal level, mapping their terms into objects of the
Service Description Framework. In brief, the core
entities must be identified in the user’s query in
order to locate relevant service marts; once the lat-
ter are known, a suitable access pattern must be
chosen for each service mart in order to fill in the
query’s input/output parameters; finally, a physical
service implementation must be chosen to route

the query to the appropriate data service.
As SeCo allows for the composition and con-

catenation of different data services, constraints
must be formulated according to how APs are
combined. These are expressed in a specific query
format named SeCoQL (Braga et al., 2011), an
SQL variation supporting queries over data ser-
vices. A SeCoQL query is the final outcome of
the query process in Figure 2.

Section 4 illustrates how a natural language
query may be mapped to a logical query language
expression invoking service interfaces and APs
that refer to the Semantic Annotation Framework.

4 Natural Language Service Querying

Addressing a natural language (NL) query over
the service registration architecture outlined in the
previous section implies the difficulty of general-
izing over text by mapping the lexical level to the
conceptual representation of the domain at hand.
We represent natural language query processing as
a three-step process: first, a (probabilistic) match-
ing is made between each query’s syntactic focus
and a focal DD entity connected to a service mart;
then, a number of refinement operations allow to
obtain the I/O parameters of APs; finally, AP pa-
rameters are mapped into lower-level service inter-
face parameters to complete query specification.
We summarize these steps as intent classification,
access pattern selection and service interface se-
lection, as described in the remainder of this sec-
tion.

4.1 Step 1: Intent Classification

The processing of a natural language query starts
with intent classification, i.e. a categorization
of the user’s query in terms of eligible service
marts. Such a query categorization method must
be able to decompose an arbitrarily complex,
multi-domain query q into N subqueries qi, i ∈
{1, .., N}. Then, it must map each qi into a class
cj from the set of all query classes C, such that
each cj is mapped to a service mart in the con-
ceptual model – or other to account for uninter-
pretable input.

Query decomposition can be performed in
many ways; for instance, a method based on syn-
tactic parsing will determine a sentence’s sub-
clauses as well as their syntactic relationships (co-
ordination or subordination).

Once subqueries are identified, the next step

13



toward intent classification is the identification
of the question’s syntactic foci, i.e. its salient
words/phrases, each of which is to be later
matched to one of the available service marts. This
is performed according to domain-independent
criteria based on morphological and/or (shallow)
syntactic analysis (Li et al., 2009; Damljanovic et
al., 2010a). This process can be re-conducted to
the question classification phase in open-domain
Question Answering, which consists in estimat-
ing the most likely expected answer type from a
domain-independent taxonomy – see e.g. (Li and
Roth, 2002).

A pilot experiment To investigate intent classi-
fication, we ran a pilot experiment in question fo-
cus identification by comparing a number of exist-
ing focus extraction algorithms on a collection of
50 spontaneous user queries dealing with movies,
theaters, lodgings and events, collected within the
SeCo project. Queries in the collection have a sin-
gle focus and do not require an initial decompo-
sition, e.g. “where can I stay for one night close
to cinema Plinius?”. On the latter corpus, we have
reached a recall of 69% when applying the state-
of-the-art focus identification algorithm proposed
by (Li et al., 2009). In addition, we were able
to observe that, out of the 33 correctly identified
foci, 14 could directly be mapped to a specific ser-
vice mart (e.g. “movie”, “events”); of the remain-
ing queries, 5 referred to a synonym of a service
mart identifier (e.g. “cinemas”, a synonym of The-
ater), while 3 referred to subclasses of an identi-
fier (e.g. “exhibition” is a type of Event). For all of
the above cases, the presence of a KB indexing in-
stances and preferred meanings of such terms has
enabled the lexical to conceptual mapping. The
9 remaining foci referred to terms amenable to
a specific service mart only after context disam-
biguation, e.g. “room” or “place”, which both re-
fer to the Hotel service mart; again, such context
disambiguation is feasible by looking at KB prop-
erties of concepts around the focus entity.

This suggests that the accuracy of mapping foci
to service marts is greatly dependent on both the
precision of focus extraction and the ability to
generalize and perform shallow reasoning abilities
over the DD and KB; a machine learning approach
may provide a more robust result than simple rule-
based mapping in case a representative dataset is
available.

4.2 Step 2: Access Pattern Selection

Once focal entities are identified, the subsequent
step in NL query processing consists in selecting
the AP that best responds to the user information
needs for each focus. One possibility is to make a
hypothesis about the best AP to represent the DD
entities/attributes extracted so far from the user’s
query and then interacting with the user for ob-
taining the missing information. The best match
with respect to the user’s query is computed by se-
lecting the AP that:

1. uses all the inputs provided by the user or by
other outputs of previously selected APs;

2. requires the minimum number of additional
inputs with respect to the ones provided by
the user;

3. produces the maximum number of outputs
with respect to the ones explicitly requested
by the user;

4. connects properly to the other entities re-
quested by the user through DD relationships.

Information from the Knowledge Base Proxy
can be valuable in the entity extraction phase;
query terms can be associated with specific entities
or attributes by looking at KBP indexes; in par-
ticular, terms such as “Times square” or “Central
Park” help situating the query’s location within
New York, and terms such as “Angelina Jolie” or
“Brad Pitt” are mapped to actor’s names.

KBP relationships can also be very useful in AP
selection; a notable case is the use of inheritance
associated with IS-A relationships. Assume that
one of the query foci is entity E1 and that we can-
not find a suitable AP of E1 for translating the
query, but then assume that entities E1 and E2 are
linked by an IS-A relationship; then, we may also
consider those of E2 as suitable APs for the query.
For example, considering that the IS-A relation-
ship holds in YAGO between Hostel and Hotel,
if we recognize hostel instances such as (“inn”,
“ymca”) in the query, then we may consider using
an AP focused on the Hotel entity.

Generally speaking, the eligibility of an AP
may be formalized as a function giving differ-
ent weights to the mappings from AP parame-
ters to query terms; for instance, mappings us-
ing DD concepts are preferable to mapping using
KBP concepts, while use of semantic relationships
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such as IS-A are weighted by introducing suitable
semantic distances, e.g. to a common subsumer
node (Jiang and Conrath, 1997).

4.3 Step 3: Service Interface Selection

After APs are selected, each AP should be associ-
ated with exactly one service interface. Since by
construction service interface parameters and AP
parameters match directly, selection at this level is
based on additional context knowledge, that can be
inferred from the query, for instance by looking for
the best implementation that covers the instances
used in the query. This can be obtained by exploit-
ing the defined selectors and the Knowledge Base
Proxy; for instance, suppose that the user is look-
ing for movies in San Francisco. If the available
SIs cover Canada, the US, and the West Coast re-
spectively, one can exclude the first one and prefer
the third one over the second one. We next exem-
plify natural language question processing within
a QA use case.

5 A Question Answering Scenario

Let us assume that our Semantic Annotation
Framework consists of the Domain Diagram in
Figure 1 and YAGO as a reference knowledge
base. We suppose that the natural language query
q = “Where is a theatre that shows an action
movie near Times Square?” is issued by via a
search engine-style interface. To understand q, we
first need to process it to extract relevant domain
information, i.e. its entities and attributes; then, a
logical query must be formulated to represent the
semantics of q in terms of service marts, APs and
service interfaces.

The entity/attribute extraction phase makes high
usage of the KBP, which in turns contains YAGO
resources supporting the identification of land-
marks such as “Times Square”, and the instance
index in each KBP attribute which allows to di-
rectly match a natural language string with the
instance of a specific DD entity attribute (e.g.
“Times Square” as a possible value for the DD at-
tribute CurrentPosition.address). Similar analysis
may be used to recognize “action” as a value for
the genre attribute of entity Movie. As a result,
we are able to annotate q with DD attribute values,
having:
qann = “Where is a theater that shows
an Movie.genre[action] movie near CurrentPosi-
tion.address[Times Square]?”

Syntactic analysis conducted via the Stanford
parser (Klein and Manning, 2003) will return the
tree in Figure 5, which we name qtree.

Note that qtree contains a main clause (main)
“Where is a theater” with a clearly distinguishable
sub-clause (sub) “that shows an action movie near
Times Square”, introduced by SBAR .

Now, a focus extraction approach such as e.g.
the one in (Li et al., 2009) allows us to extract the
syntactic focus of both main and sub, i.e. “the-
atre” resp. “movie”; in particular, main, whose
focus is “theatre”, is mapped to the Theater ser-
vice mart thanks to a simple lookup of the KBP
that shows that the two words are synonyms (The-
ater is the preferred meaning of the string “the-
atre” in YAGO).

Next, a suitable AP is identified for each focus
entity. Let us assume that the only available AP
for Movie is

AP1 GET Movie BY Movie.genre

returning movies based on their genre, and that the
available APs for Theater are

AP2 GET Theater WITH Movie BY
CurrentPosition

AP3 GET Theater WITH Movie BY
Movie.title

respectively returning theaters based on the cur-
rent position and based on the titles of movies
they show. The annotation of q suggests AP2 as
the most eligible AP. In turn, sub, whose focus
is “movie”, may be directly mapped to the Movie
service mart; we then select AP1, its only AP.

Finally, joining AP1 and AP2 to fully express
the semantics of q and get to a logical query (e.g.
the SeCoQL query in Figure 4) requires a number
of additional actions.

First, the values of Movie.title, appearing as
AP2’s output and AP1’s input, must match (ON
predicated of the JOIN clause in Figure 4). Sec-
ondly, the KB can be used to obtain the mapping
of “Times Square” to “New York City”; this in
turn allows to identify the theater’s country via
KB. The latter piece of information is used both
to infer a query parameter (WHERE $W=’US’ in
Figure 4) and to select a service interface for The-
ater associated with US theaters (USING S2 in
Figure 4).
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Figure 3: Top syntactic parse tree of the question “Where is a theatre that shows an action movie near
Times Square?” according to the Stanford Parser (Klein and Manning, 2003). A subordinate clause is
introduced by SBAR

DEFINE QUERY Cinema($X:String,
$U:String, $V:String) AS

SELECT M.*, T.* FROM
AP1(Movie.genre: $X) AS M USING S1

JOIN
AP2(Theater.addr: $U, Theater.city: $V,
Theater.country: $W) AS T USING S2

ON M.Movie.title=T.Movie.title
WHERE $W=’US’

Figure 4: SQL-like query representing “Where is
a theatre that shows an action movie near Times
Square?”. S1 and S2 denote service interfaces im-
plementing AP1 and AP2, respectively.

6 Conclusions

This paper discusses issues and opportunities of-
fered by Question Answering over data services,
which may be regarded as a natural next step of IR
with respect to QA over unstructured documents
(a consolidated discipline) and over semantic re-
sources (a relatively recent one).

The main issues of QA over data services in-
volve on the one hand the mapping from natural
language questions to a semantic representation
of the domain and functionalities covered by such
services, and on the other the acquisition of the
necessary parameters in order to execute physical
queries over the latter.

As a possible solution toward this goal, this pa-
per illustrates an architecture that registers service
interfaces within an ER domain model where enti-
ties, relationships and attributes are sourced from
an open-domain universal knowledge base (i.e.

YAGO). This approach is motivated by the argu-
ment that aligning the semantics of data services
with the semantics of natural language queries is
the first step towards Question Answering over
Web services.

However, the challenge of QA over data ser-
vices is far from being reached. Future work in
this direction chiefly involves 1) efficient strate-
gies (e.g. dialog-based) to acquire service inter-
face parameters from the user in order to feed them
to a query execution engine, and 2) effective an-
swer extraction and presentation approaches.
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Abstract
In this study, we analyzed how answerers
indicated unclear points in questions, and
how questioners modified and resubmitted
their questions based on indications of un-
clear points.

1 Introduction

In these days, many of us use question and answer
(Q&A) sites where we share our problems and get
solutions of them. For example, about 3.11 million
questions were submitted to Yahoo! chiebukuro 1

from April/2004 to October/2005. Because of this
large numbers of questions, questioners had better
submit questions which give enough information to
answerers. However, it is difficult to make good
questions. For example, in Yahoo! chiebukuro, we
often found unclear questions (e.g. Q1 in Figure
1) and their answers where answerers indicated un-
clear points of the questions (e.g. A1 in Figure 1).

(Q 1) I cannot access a web page which I could
read yesterday. What should I do?

(A 1) Show URL.

In (A 1), the answerer pointed out that the ques-
tioner did not describe important information to an-
swer the question: URL. Unclear questions may de-
crease chances of getting good answers. As a result,
it is important to investigate supporting methods of
making clear questions. One idea is to indicate un-
clear points of questions, as the questioner of (A 1)
did. In order to obtain helpful knowledge and de-
velop a help system for making clear questions, it
is important to analyze

• how answerers indicated unclear points in
questions, and

1Yahoo Answers in Japan. http://chiebukuro.yahoo.co.jp

Figure 1: An example of a resubmitted question
based on the indication of unclear points in the orig-
inal question.

• how questioners modified and resubmitted
their questions based on indications of unclear
points in their original questions.

Our approach differs from previous analyses on Ya-
hoo! Answers (Su et al., 2007) (Adamic et al.,
2008). In this study, we used the data of Yahoo!
chiebukuro for observation and examination. The
data of Yahoo! chiebukuro was published by Ya-
hoo! JAPAN via National Institute of Informatics
in 2007 2. This data consists of about 3.11 million
questions and 13.47 million answers which were
posted on Yahoo! chiebukuro from April/2004 to
October/2005.

2 Types of indication of unclear points in
questions and modification of questions

2.1 Types of indication of unclear points in
questions

We observed answers submitted to PC category of
Yahoo! chiebukuro and found the following five
types of indication of unclear points in questions
(Table 1).

TYPE (A1-1) Answerers wanted detailed ac-
counts of what questioners did.

(Q 2) I got a warning from Symantec. How do I
extend the software license.

2http://research.nii.ac.jp/tdc/chiebukuro.html
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Table 1: Types of indication of unclear points in
questions

TYPE indication of unclear points in questions
A1-1 detailed accounts of what questioners did
A1-2 detailed accounts of what happened
A1-3 detailed accounts of conditions
A1-4 information other than (A1-1), (A1-2),

and (A1-3)
A1-5 unhelpful solution

(A 2) Did you buy an extension key?

TYPE (A1-2) Answerers wanted detailed ac-
counts of what happened.

(Q 3) When I try to maximize my IE window, it is
positioned about 2cm below from the top of
the screen! What should I do?

(A 3) What’s there? blank?

TYPE (A1-3) Answerers wanted detailed ac-
counts of conditions. For example, the indication
of (A 1) is classified into this type.

TYPE (A1-4) Answerers wanted detailed ac-
counts of information which were not asked in an-
swers of TYPE (A1-1), (A1-2), and (A1-3).

(Q 4) I don’t know the connection type. What
should I do?

(A 4) Which connection type do you want to
know?

TYPE (A1-5) Answerers submitted solutions,
however, they were not helpful to solve question-
ers’ problems. In these cases, answerers did not
indicate unclear points of questions. However, we
think these unhelpful solutions are one type of in-
dication of unclear points of questions. This is be-
cause these unhelpful solutions often made ques-
tioners aware of unclear points of their questions.
For example, the answerer of (A 5) showed one so-
lution with detailed instruction. The questioner of
(Q 5) tried to solve his/her problem according to the
instruction and found the solution was unhelpful.

(Q 5) Windows XP crashed. How do I boot my
computer?

(A 5) Just put a recovery disc into CD/DVD drive.
And restart your PC.

(Q 6) Windows XP crashed. I put a recovery disc
into CD drive, but my PC didn’t work. How
do I boot my computer?

Table 2: Types of modification of questions based
on indication of unclear points

TYPE modification of questions
Q2-1 added explanation based on the indication
Q2-2 added explanation based on other informa-

tion
Q2-3 described the solution was unhelpful
Q2-4 asked about unknowns in the indication
Q2-5 resubmitted in disregard of the indication

2.2 Types of modification of questions
We observed resubmitted questions in PC category
of Yahoo! chiebukuro and found the following five
types of modification of questions (Table 2).

TYPE (Q2-1) Questioners added explanations
based on the indications of unclear points to their
questions and resubmitted them. In this type, it is
likely that answerers asked about what questioners
knew or could find out easily.

(Q 7) How do I reset my iMac to default settings,
except IE and Outlook settings.

(A 7) Show the versions of OS, IE, and Outlook
Express.

(Q 8) How do I reset my iMac to default settings,
except IE and Outlook settings. My mac OS is
version 9 and both IE and Outlook are version
5.

TYPE (Q2-2) Questioners added explanations
based on information other than the indications to
their questions and resubmitted them. In this type,
it is also likely that answerers asked about what
questioners knew or could find out easily.

(Q 9) Can I boot my XP PC with Windows 98
HDD?

(A 9) Did you install 98 first? You cannot boot
your PC by using Windows 98 if your primary
OS is XP.

(Q 10) Can I boot my XP PC with Windows 98
HDD? I don’t want to set up a dual boot sys-
tem. I want to know my PC gets in trouble
when I boot it with Win 98 HDD.

TYPE (Q2-3) In resubmitted questions, ques-
tioners described that solutions received from an-
swerers were unhelpful to solve their questions. For
example, in (Q 6), the questioner described the so-
lution received from the answerer of (A 5) was un-
helpful to solve his/her problem. In this type, it
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is likely that answerers showed one solution which
questioners did not know.

TYPE (Q2-4) In resubmitted questions, ques-
tioners asked about unknown points in the indi-
cation received from answerers. For example, the
questioner of (Q 11) received one solution and got
the key to solve his/her problem: module deletion.
However, he/she did not know it and submitted (Q
12) for requesting detailed information about it.

(Q 11) I removed all macros from my excel file.
Then, whenever I open the file, excel asks me
if I want to enable/disable macros. How do I
stop it?

(A 11) Open visual basic editor and delete the
module.

(Q 12) I removed all macros from my excel file.
Then, whenever I open the file, excel asks me
if I want to enable/disable macros. I want to
stop it. The module should be deleted by using
visual basic editor. But, how do I do it?

TYPE (Q2-5) Questioners resubmitted almost
the same questions as they had. They did not men-
tioned any kinds of information received from an-
swerers. For example, in (Q 14), the questioner did
not mention any kinds of information described in
(A 14) although he/she selected (A 14) as a best
answer.

(Q 13) My optical mouse is faulty. The cursor
sometimes freezes. Is it end of life?

(A 13) Look the back side and remove dust gath-
ered around the red light.

(Q 14) My optical mouse is faulty. The cursor
sometimes freezes. Is it end of life?

3 Extraction of original and resubmitted
questions and their answers from
Yahoo! chiebukuro

We intended to extract

• original questions which included unclear
points (e.g. Q1 in Figure 1),

• answers which indicated unclear points in the
original questions (e.g. A1 in Figure 1),

• resubmitted questions based on the indications
of unclear points in the original questions (e.g.
Q2 in Figure 1), and

• answers to the resubmitted questions

from PC category of Yahoo! chiebukuro in the next
way.

step 1 extract an answer which indicated unclear
points in a question (e.g. A1 in Figure 1). This
kind of answer can be extracted by using a
method based on machine learning techniques
(Isogai et al., 2009).

step 2 extract the question which had the answer
extracted in step 1 (e.g. Q1 in Figure 1). This
question is regarded as an original question.

step 3 extract the first question submitted by the
questioner after he/she received the answer ex-
tracted in step 1.

step 4 examine whether the questions extracted in
step 1 and step 3 met one of the following con-
ditions:

• they shared more than 10 content words
when both of them consisted of more
than 20 content words, or

• they shared more than 5 content words.

When one of the conditions was satisfied, the
question extracted in step 3 is regarded as a
resubmitted question (e.g. Q2 in Figure 1).

step 5 extract the answers to the resubmitted ques-
tion extracted in step 4 (e.g. A2 in Figure 1).

4 Experimental results

We applied our method described in section 3 to
171848 questions and 474687 answers which were
submitted to PC category of Yahoo! chiebukuro
from April/2004 to October/2005, and extracted
4271 cases of questions and their answers. Among
them, we selected 200 cases randomly and found
133 cases of them where

• an original question (e.g. Q1 in Figure 1),

• the answer which indicated unclear points in
the original questions (e.g. A1 in Figure 1),

• the resubmitted questions based on the indica-
tion of unclear points in the original questions
(e.g. Q2 in Figure 1), and

• the answers to the resubmitted questions (e.g.
A2 in Figure 1)

were extracted adequately. We observed these 133
cases and show
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Table 3: The results of the analyses: (1) how an-
swerers indicated unclear points in original ques-
tions (A1-1, 2, 3, 4, and 5), (2) how questioners uti-
lized indications in answers when they resubmitted
their questions (Q2-1, 2, 3, 4, and 5). The numbers
in parentheses are the numbers of best answers.

(a) 122 cases where questioners obtained good answers.

A1-1 A1-2 A1-3 A1-4 A1-5 total
Q2-1 5 (5) 15 (14) 21 (16) 4 (4) 10 (10) 55 (49)
Q2-2 0 (0) 1 (1) 1 (1) 7 (6) 6 (4) 15 (12)
Q2-3 1 (1) 0 (0) 0 (0) 0 (0) 18 (14) 19 (15)
Q2-4 1 (1) 4 (3) 0 (0) 0 (0) 12 (10) 17 (14)
Q2-5 0 (0) 4 (4) 1 (1) 1 (1) 10 (8) 16 (14)
total 7 (7) 24 (22) 23 (18) 12 (11) 56 (46) 122 (104)

(b) 11 cases where questioners did not obtain good answers.

A1-1 A1-2 A1-3 A1-4 A1-5 total
Q2-1 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Q2-2 0 (0) 0 (0) 0 (0) 1 (1) 0 (0) 1 (1)
Q2-3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Q2-4 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
Q2-5 0 (0) 2 (1) 2 (1) 1 (1) 5 (4) 10 (7)
total 0 (0) 2 (1) 2 (1) 2 (2) 5 (4) 11 (8)

1. whether questioners obtained good solutions
or useful clues by resubmitting their ques-
tions, especially, when they added explana-
tions based on indications to their questions.

2. how answerers indicated unclear points in
questions.

3. whether questioners gave good evaluations to
answerers who indicated unclear points of
their questions.

4. how questioners utilized indications of unclear
points of their original questions when they re-
submitted their questions.

Table 3 shows the results of these analyses.
First, we examined whether questioners obtained

good solutions or useful clues by resubmitting their
questions. As shown in Table 3, there were 26 cases
where questioners resubmitted TYPE (Q2-5) ques-
tions (questions resubmitted in disregard of indica-
tions), and then, 16 of these 26 cases where ques-
tioners obtained good solutions or useful clues. On
the other hand, there were 107 cases where ques-
tioners resubmitted TYPE (Q2-1), (Q2-2), (Q2-
3), and (Q2-4) questions, in other words, they ac-
cepted indications from answerers and modified
their questions. Then, there were 106 of these 107
cases where questioners obtained good solutions or
useful clues. As a result, questioners can increase
their chances to obtain good solutions or useful
clues when they accepted indications from answer-
ers and modified their questions.

Secondly, we examined how answerers indicated
unclear points in questions. As shown in Table 3,
TYPE (A1-5) answer (unhelpful solution) was the
most common answer. As a result, questioners had
chances to recognize unclear points in their ques-
tions even if they received unhelpful solutions.

Thirdly, we examined whether questioners gave
good evaluations to answerers who indicated un-
clear points of their questions. As shown in Ta-
ble 3, there were 112 cases (84%) where ques-
tioners gave good evaluations to answerers who in-
dicated unclear points of their questions. On the
other hand, in PC category of Yahoo! chiebukuro,
474687 answers were submitted and 171848 of
them (36%) were received good evaluations. As
a result, many questioners gave good evaluations
to answerers who indicated unclear points of their
questions.

Finally, we examined how questioners utilized
indications of unclear points of their original ques-
tions when they resubmitted their questions. In this
experiment, there were 107 cases where question-
ers resubmitted TYPE (Q2-1), (Q2-2), (Q2-3), and
(Q2-4) questions, in other words, they accepted in-
dications from answerers and modified their ques-
tions. Then, there were 17 of these 107 cases where
questioners resubmitted TYPE (Q2-4) questions, in
other words, they had unknown points in indica-
tions received from answerers and needed to ask
about what they were. In other 90 cases, question-
ers resubmitted TYPE (Q2-1), (Q2-2), and (Q2-3)
questions, in other words, they knew or could find
out easily what answerers indicated. As a result,
just to indicate unclear points in questions is useful
to make good questions.
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Abstract

Typically, Question Classification (QC)
is the first phase in Question Answer-
ing (QA) systems. This phase is respon-
sible for finding out the type of the ex-
pected answer by having the answer space
reduced by pruning out the extra infor-
mation that is not relevant for the answer
extraction. This paper focuses on some
Location based questions and some En-
tity type questions. Almost all the previ-
ous QC algorithms evaluated their work by
using the classes defined by Li and Roth
(2002). The coarse grained classes Loca-
tion and Entity both have fine grained class
Other. In this paper we target and present
the mechanism to create new classes to re-
place the Other classes in Location and
Entity class. Additionally, we also present
an automatic hierarchy creation method to
add new class nodes using the knowledge
resources and shallow language process-
ing. We also show how language process-
ing and knowledge resources are impor-
tant in the question processing and its ad-
vantage on Answer Extraction phase.

1 Introduction

Usually people are interested in the exact answer
and do not desire to look for the answer them-
selves in long list of documents. Exact answer is
more interesting and useful than getting a list of
documents.

Query analysis, processing or classification
phase have been always emphasized. The follow-
ing examples 1 show the importance of this phase
with respect to the Answer Extraction.
Example 1: Who was the first American to walk

1Questions and answer sentence taken from TREC-10
Text-REtrieval-Conference-10 (2001)

in space?. The answer sentence obtained is “In
1965 astronaut Edward White became the first
American to “walk” in space during the flight of
Gemini 4”2. Suppose the question is classified as
Human:Individual by some classification mecha-
nism. We notice that the answer line contains the
matching string “first American to walk in space”
therefore, the answer to the question is to be se-
lected from the remaining part “1965”, “Edward
White” or “Gemini 4”. Correct classification now
leads us to the answer Edward White.

Example 2: What day and month did John
Lennon die?. If this question is classified as Num-
ber:Date, it means that only date type will be tar-
geted from the text. This implies that the question
when correctly classified will give a hint about the
answer which helps the system in judging and ex-
tracting the answer from the corpus.

The questions can be categorized mainly in two
ways i.e. considering the question word and sec-
ond the answer type. Ray et al. (2010) categorizes
the factoid questions first in the categories such
as “who”, “why”, “what”, “where”, “how” and
“when” and classify them based on the two level
hierarchy of classes defined by Li and Roth (2002)
and shown in Table 1.

2 Problem Statements

Question Classification is important and helpful
for extracting the answers. A correct and meaning-
ful classification will lead the system to more ef-
ficient and correct answer extraction mechanisms.
On the other hand, a wrong or meaningless classi-
fication will not improve the answer extraction and
might become a cause of inaccurate final results.

2This line is taken from the document number DOCNO:
AP890527-0145 and contains the answer to this question
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Table 1: Coarse and Fine grained classes
Coarse Fine
ABBR abbreviation, expansion
DESC definition, description, manner, reason

ENTY

animal, body, color, creation,
currency, disease/medical, event,
food, instrument, language, letter,
other,plant, product, religion, sport,
substance, symbol, technique, term,
vehicle, word

HUM description, group, individual, title
LOC city, country, mountain, other, state

NUM

code, count, date, distance, money,
order, other, percent, period, speed,
temperature, size, weight

2.1 Insufficient classes in the taxonomy

Question classes defined and labeled in UIUC3

dataset by Li and Roth (2002) are most widely
used in the previous work (Quan et al. (2011),
Song et al. (2011), Yu et al. (2010), Buscaldi et
al. (2010), Huang et al. (2007) and Boldrini et
al. (2009)). Many of the researchers developed
their systems using these classes and the labeled
question dataset. In the labeled dataset, if a ques-
tion is not mapped to some class, it is placed into
the fine grained class Other. Assigning to a class
Other is not very helpful in the answer extrac-
tion. For example, in case of Location category,
Location:Other will only prune out city, country,
mountain and state as possible answer categories.
Therefore, a close analysis of questions belonging
to this class is needed and a new set of classes is
required to overcome this deficiency.

We currently focus on two of the coarse grained
classes; Location and Entity; and all their fine
grained classes. It is also observed that many of
the fine grained classes are missing in the exist-
ing class hierarchy which needs to be mapped to
the questions. For instance, the class river, lake or
any other water body is not present in the existing
class taxonomy whereas some questions require
such classes e.g. the question What body of water
are the Canary Islands in ? is currently placed in
class LOC:Other by Li and Roth (2002). This as-
signed class neither gives an exact hint nor helps to
filter the candidate answers. Whereas, mapping it
to a class such as waterbody makes it more mean-

3http://cogcomp.cs.illinois.edu/Data/QA/QC/

ingful and easier to find the answers. Similarly,
the question “what is Bill Gates of Microsoft e-
mail address” ? is labeled as LOC:Other by the
authors. If this question is searched using a search
engine, a lot of documents will be returned having
all the key concepts in the question. A chunk of
text containing the answer is as follows, “All the
Good Emails get sent to another Bill Gates Email
Address, which he checks twice a week. Because
He knows everyone will be looking for his email
address under @microsoft.com. The Employees
who checks his email under billg@microsoft.com
send it to the one he checks” 4. This chunk
from the document contains all the question key-
words. Without the classes defined, we do not
know which part of the chunk is more important.
Whereas, if we determine that the answer should
be an email address, then we only need to target
the email addresses in the text without taking care
of the rest of the document. Therefore, the detail
of classes and subclasses is needed to cover more
and more questions instead of assigning them to
the LOC:Other class.

Li and Roth (2002) show that among 500 ques-
tions in TREC 10, 62% of the location questions
belong to the class Other. The highest number
of questions lie under the location category Other
which is actually not very helpful or meaningful
in extracting the answer. It means that about 62%
of the location questions will be answered during
the answer extraction phase without making use
of the classes, despite the efforts put into classifi-
cation phase. Similarly, 13% of the entity ques-
tions belong to the class Other. Entity class has
22 fine grained classes and the large number of
questions are mapped to Other after animal and
substance. Later, Li and Roth (2006) again gave a
statistics of distribution of questions in each class
of TREC 10 and 11 Text-REtrieval-Conference
(1999 to 2007) questions, collectively. They ob-
served that out of 1000 questions, 195(19.5%)
are Location based. In Location based questions,
there are 22.6% questions mapped to class city,
10.8% questions about class country, 2.6% about
mountain, 58.5% are mapped to class other, and
5.6% questions are mapped to class state.

One of the main advantage of replacing the class
Other with fine grained classes is that it makes as-
signment of a single question to multiple classes/-

4http://email.about.com/b/2009/05/30/how-can-i-email-
bill-gates-what-is-bill-gatess-email-address.htm
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fication scheme but initially only for the specific
pattern of questions as discussed earlier.

Answer extraction phase requires the question
to be classified in some manner. If a classifica-
tion mechanism is developed by using our set of
classes, then answer extraction technique be more
helpful to extract the answer.

5 Conclusion and Future Work

We propose a new hierarchy for the questions
that earlier belonging to the class Location:Other
or Entity:Other . We show that classifying the
questions into “Other” is not very useful for the
answer extraction phase. These two classes are
now represented as a hierarchy which is popu-
lated using some NLP techniques and knowledge
resources i.e. WordNet and DBPedia. We also an-
alyzed how the new hierarchy helped to prune out
the extra unnecessary details for efficient answer
extraction.

This is the initial work carried out with ex-
tremely limited questions. We only focused on
the question with a specific pattern for generat-
ing the new hierarchy using knowledge resources.
We plan to work on the remaining question types
and patterns in the future. Moreover, we also plan
to target the other coarse classes, “NUM” having
sub-type “Other”.
Additionally, we plan to label the questions and
publish with the hierarchy obtained for all the
questions set so a new set of classes is obtained
and is comparable for the other researchers.

References

E. Boldrini, S. Ferrández, R. Izquierdo, D. Tomás,
O. Ferrández, and J. L. Vicedo. 2009. A proposal
of expected answer type and named entity annota-
tion in a question answering context. In Proceed-
ings of the 2nd conference on Human System In-
teractions, HSI’09, pages 315–319, Piscataway, NJ,
USA. IEEE Press.

Davide Buscaldi, Paolo Rosso, José Manuel Gómez-
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Abstract 

Comparative or evaluative questions are 
the non-factoid class of questions that 
contain comparative or evaluative key-
words, which may or may not be directly 
quantifiable. This entails the need for ex-
traction of comparative and evaluative 
features, identification of semantic mean-
ing of those features and converting them 
to quantifiable criteria before data can be 
obtained from the source text. This paper 
presents the study of the comparative or 
evaluative questions along with a rule 
based approach to syntactically extract 
and semantically analyze comparative or 
evaluative features, and give a basic idea 
to generate the answer. 

1 Introduction 

Answering of the Comparative or Evaluative 
questions needs some extra effort mainly because 
of two reasons. The first reason is the extraction 
of the Comparative or Evaluative keywords and 
features (CEF) from the question and syntactical-
ly and semantically analyzing them. Secondly, 
the non-quantifiable Comparative or Evaluative 
expressions have to be transformed into quantifi-
able criteria so that appropriate answer can be 
generated. 

 The Comparative or Evaluative expressions 
mainly belong to the adjective (like good, better, 
best) or the adverbs followed by the adjective 
(like more popular, most popular). The expres-
sion depicts the degree of comparison (e.g. gen-
eral or positive/ negative, comparative, superla-
tive). The Comparative or Evaluative expression 
may (for example, cheapest hotel to stay in Las 
Vegas where ‘cheapest’ is the comparative ex-
pression) or may not be (for example, best hotel 
to stay in Las Vegas where ‘best’ is comparative 
expression) directly quantifiable. So, a mecha-
nism is necessary to convert all the Comparative 

or Evaluative expressions into quantifiable crite-
ria. The Comparative and Evaluative Features 
(CEF) include the entity upon which comparison 
is done (e.g. all hotels in Las Vegas) and the con-
straints, which are used to choose the most ap-
propriate entity. In brief, the task of question 
analysis part can be divided into 3 basic opera-
tions. 

1. Extraction of Comparative or Evaluative 
Expression and CEFs. 

2. Classification of question according to user 
information need. 

3. Transforming the Comparative or Evalua-
tive expression into quantifiable criteria. 

  Another issue with the comparative or evalu-
ative question is that, it requires great deal of 
domain knowledge to transform comparative or 
evaluative keywords into quantifiable criteria. 
For example, if ‘best’ is the comparative key-
word and used as ‘best hotel’ (e.g., what are the 
best hotels in Las Vegas?) in tourism domain and 
‘best insurance policy’ (e.g. what are the best 
insurance policy for my child education?) in 
business domain then system has different set of 
paradigms to transform ‘best’ into quantifiable 
criteria. The topic is elaborately discussed in sec-
tion 3. 

In the next section, the related works of the 
Comparative or Evaluative questions are de-
scribed. The challenges are described in Section 
3. In the next section 4, the degree of comparison 
is described. The decomposition of non-
quantifiable expressions is described in Section 
5.  Section 6 elaborates our approach to build the 
question analyzer. System evaluation is de-
scribed in Section 7. Future works are discussed 
in Section 8. 

2 Related works  

Friedman (1989) presents a general approach to 
process comparative expressions by syntactically 
treating them to conform to a standard form con-
taining the comparative operator and the clauses 
that are involved in the comparison. Another ap-
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proach would be to automatically extract com-
parative relations in sentences via machine learn-
ing. 

Olawsky (1989) attempts to study the seman-
tic context by generating a set of candidate inter-
pretations of comparative expressions. Then, the 
user is prompted to choose among these to speci-
fy his intent. 

Kennedy (2006) proposed that comparisons 
may be in relation to properties within the same 
object, degree of comparisons of the same prop-
erty between different objects, or different prop-
erties of different objects. The properties at stake 
in the comparison are embedded in the semantics 
of the words in the question, and possibly in the 
context that comes with the question. To date, 
there is obviously no widely available lexical 
resource containing an exhaustive list of compar-
ative predicates, applied to precise terms, togeth-
er with the properties involved. These can possi-
bly be derived, to a limited extent, from existing 
resources like Frame-Net or from ontology 
where relationships between concepts and terms 
can be mapped. However, this is tractable for 
very simple situations, and in most cases, identi-
fying those properties is a major challenge. 

Nathalie et al (2009) have proposed the tech-
nique to handle comparative and evaluative ques-
tion answering for business domain. They have 
proposed the procedure to identify the terms in 
the question based on which comparison or eval-
uation can be done. 

This paper gives the idea of a question an-
swering system which is capable of handling 
comparative and evaluative questions related to 
tourism domain and attempts to resolve the chal-
lenges identified by Patrick et al (2009). 

3 Challenges 

Patrick et al (2009) show the challenges that the 
comparative and evaluative question answering 
system face.  

Type of comparison: Comparisons may be 
the relation to properties within the same object, 
or degree of comparisons of the same property 
between different objects, or different properties 
of different objects. In some simple situations, 
Jindal and Liu (2006) show that comparative re-
lations in sentences can be extracted automatical-
ly via machine learning. Their approach deter-
mines whether the expression is non-equal grad-
able, equative, or superlative. In this paper a rule 
based technique is used to explore in depth se-

mantic and conceptual issues and their depend-
ence to context, users, and domains. 

Determining semantic meaning and con-
verting to quantifiable measures: The proper-
ties at stake in the comparison are embedded in 
the semantics of the words in the question, and 
possibly in the context that comes with the ques-
tion. To date, there is obviously no widely avail-
able lexical resource containing an exhaustive 
list of comparative predicates, applied to precise 
terms, together with the properties involved.  
However, this is tractable for very simple situa-
tions, and in most cases, identifying those prop-
erties is a major challenge. Various ways to ac-
curately identify these properties through differ-
ent resources (like Generative Lexicon) in the 
tourism domain have been explored. 

Ambiguity of Comparative Expression: The 
standard of comparison (i.e., the value) may be 
different based on the context, i.e., depending on 
the object that it is associated to and on the type 
of expression. Properties of expression may be 
underspecified and/or polysemous and would 
gain context only when associated with the ob-
ject. One such predicate is ‘best’. 

Best Place to go: type of weather of the place, 
popularity to visit, number of famous tourist 
spots. 

Best Hotel to stay: type of Hotel (1 star, 3 
star,5 star), types of rooms (AC, Non AC, Dou-
ble Bed etc) available, Fare of the room & Other 
facilities 

Best way to reach: Type of communication 
(Train, Bus, Flight etc), duration of journey, fare 
of the journey etc.  

To automatically determine the properties, in-
cluding default values, to be used in the evalua-
tion, other available sources indicating some 
range of values may be tapped, as is done in an-
swer fusion. But rather than retrieving the partial 
answer, properties needed for evaluation must be 
retrieved or inferred. Values may be either nu-
merical values (where comparisons are quite 
easy to handle) or textual values (that are often 
discrete). It is then necessary to define compara-
tive scales along basic properties so that those 
values get ordered. This is a major challenge for 
our work. 

Processing superlatives and other forms of 
quantification related to comparisons: Super-
latives and other forms of quantifications in con-
nection with comparative expressions can also be 
used on top of the basic evaluative expressions. 
Consider the question: 

Which is the best hotel to stay in Delhi? 
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“Best hotel” entails different dimensions from 
being conservative. In the context of tourism, 
evaluation could be in terms of variety of room; 
rent of the hotel, satisfactory room service, avail-
ability of restaurant, bar, summing pool and oth-
er facilities. Also sometime it is not explicitly 
mentioned the boundary of the entity for superla-
tive question (for example hotels). If a strict 
evaluation of all these criteria is done, the result 
may not be complete or accurate. So it may be 
the better approach to rank the result and show 
top 10 results than showing a single answer.  

Domain dependency: Transformation of the 
comparative expression into quantifiable criteria 
needs domain knowledge. The comparative ex-
pression and associated features contain the se-
mantic meaning of the question. The semantic 
meaning of the features is changed in different 
domain. So the same comparative expression can 
be translated into different quantifiable criteria 
depending on which domain question is raised. 
Domain dependency is a biggest problem in 
analysis of the comparative and evaluative ques-
tions.  

4 Determine Degree of Comparison and 
Evaluation 

It is observed that the Comparative Expressions 
may be either adjective (e.g., cheaper, best etc.) 
or adverb associated with adjective or another 
adverb (e.g. more/RB popular/JJ, most/RB com-
fortable/JJ, as/RB fast/RB as/IN, as/RB comfort-
able/JJ as/IN etc) or quantifiers. In a sentence the 
comparative expression is placed in adjective 
chunk preceded by either verb or noun chunk and 
followed by noun chunk (e.g. what/WP (VP 
(are/VBP the/DT (NP (cheapest/JJS ho-
tels/NNS)) in/IN (NP (Las/NNP Ve-
gas/NNP?))))) or (what/WP (VP (are/VBP (NP 
(the/DT Las/NNP Vegas/NNP)) (NP (cheap-
est/JJS hotels/NNS))))).  

The comparative expression can be catego-
rized into three classes according to the nature of 
comparison.          

1. Positive/Negative or General: Positive 
/Negative or General comparative expression is 
basically not to compare between entities but to 
know whether the entity posses the criteria or 
not. 

Example: Is the [Taj Bengal] (entity) [good] 
(Comparative Expression) [5 star hotel] (crite-
ria)?  

2. Comparative: Comparative expressions are 
those which compare between two entities or two 
set of entities. 

    Example: Is [ITC Sonar Bangla] (entity) 
[better] (Comparative Expression) than [Taj Be-
gal] (entity)? or 

     Is [ITC Sonar Bangla] (entity) as [good] 
(Comparative Expression) as [Taj Begal] (enti-
ty)? 

3. Superlative:  Superlative expressions are 
those which compare an entity with set of entity 
based on certain criteria. 
Example: Is [Taj Bengal] (entity) [best]( Com-
parative Expression) [5 star hotel in Kolkata] 
(criteria)? 

Sometimes it is seen that the entity is not ex-
plicitly defined. For example, the following 
question does not include the entity information: 
What are the [best] (Comparative Expression) [5 
star hotel in Kolkata] (criteria)? 

All relevant entities have to be identified for 
the above question and then compared according 
to criteria. 

The rules to extract comparative expressions 
in the present work are discussed in Table 4. 

Evaluative expressions: Evaluative expres-
sions are not directly compared but checks 
whether the criteria are matched or not. 

Example: What are the [morning] (Evaluative 
Expression) [flights to Delhi from Kolkata] (enti-
ty)? 

It is also important that entity and expression 
can appear in many places in the sentence. User 
can also write the previous question in many dif-
ferent ways (like what are the Kolkata to Delhi 
morning flight? or what are the morning Kolkata 
to Delhi flight? etc.). So we extract the relevant 
important information in the form of Compara-
tive and Evaluative Features (CEF).    

5 Decompose Non-quantifiable criteria 
to quantifiable criteria  

The comparative or evaluative expressions may 
not be directly quantifiable. It is the task of the 
question analyzer to decompose these non-
quantifiable expressions to equivalent quantifia-
ble criteria. In the earlier example question, the 
comparative expression “good 5 star hotels” is 
not a directly quantifiable expression. To solve 
this, we follow the human interpretation of an-
swering whether the hotel is a good 5 star Hotel 
or not. For a human, a hotel is a good 5 Star Ho-
tel if it has adequate rooms with good variety 
(like single bed, double bed, cottage, suit etc.), 

31



quality food and other facilities like gym, swim-
ming pool, disco, library, etc. so the comparative 
expression ‘good’ depends on the entity (5 star 
hotel) features or characteristic that are stated 
below.  

 
1. Adequate Rooms 
2. Varity of Rooms 
3. Quality of Food Service 
4. Availability of Gym 
5. Availability of Summing Pool 
6. Availability of Bar 
7. Availability of Casino 
8. Availability of Disco 
 
So the non-quantifiable comparative expres-

sion can be evaluated by the linear combination 
of the weighted entity features. The entity feature 
values can be computed by the percentage of 
matching keywords/phrases for string valued 
features or the deviation from the range for nu-
merical valued features. The weight of each fea-
ture represents user preferences.  

6 Our Approach 

As we have discussed earlier, our prime target is 
to extract all important properties (comparative 
or evaluative expression, its degree of compari-
son, entity and constraints) or features from the 
user given question. In this section, we describe 
the basic idea to analyze the comparative and 
evaluative questions raised in the tourism domain. 

6.1 Why tourism domain? 

We have used tourism related question because 
of two reasons.   

1. Tourism is very popular domain where 
user frequently asked various types of 
question. So it has rich set of compara-
tive or evaluative questions. 

2. Tourism domain has large set of criteria 
for each entity. So comparison can be 
done appropriately.  

Over 200 questions are collected from differ-
ent tourism website Q&A section. Rules have 
been developed with 150 questions. These rules 
are applied on the rest 50 questions. Here are 
some questions1: 

Q1: We plan to visit Andhra Pradesh in De-
cember. We live in Kolkata, and will start and 

                                                
1Questions are taken from Ask Marco of Outlook 
Travelers: http://travel.outlookindia.com/article.aspx? 
264509 

end our journey at Vizag and have seven days in 
hand. We are three families with kids and our 
budget is moderate. Kindly suggest an itinerary, 
which must include Araku Valley. 

Q2: My family is planning a trip to Khashmir 
in late October. We plan to spend six days there 
and will visit Srinagar, Gulmarg, and Pahalgam. 
Can you suggest good hotel in range of Rs 3000-
4000? 

Q3: My husband, son and I want to visit 
Stuttgart, Heidelberg, Salzburg and maybe Mu-
nich in May 2010. We live in Mumbai. Is it 
cheaper to fly to Frankfurt first or to Stuttgart?  

6.2 Classification of questions according to 
information need  

All the questions related to tourism domain can 
be classified into 7 classes according to their in-
formation need. The categories are stated below: 
Itinerary: The questions where user asks for a 
suggested itinerary or schedule or planning for 
visiting a place fall into this category. 
Accommodation: The questions where user asks 
for accommodation, i.e., Hotel detail, Cost to 
stay, etc for a place fall into this category. 
How to Reach: The questions regarding how to 
visit or reach a place along with transportation 
details like travel by train, flight and cost of 
transportation fall into this category. 
Best Time to Visit: User asks for the best time to 
visit a place or whether a specific time is best to 
visit that place or not. 
Getting Around: User asks for details of seeing 
the tourist spot, buy something, eat/drink in a 
restaurant etc.  
Cost Related Information: User asks for esti-
mated cost to visit a place or per head cost to 
visit a place. 
Miscellaneous: If the question does not classify 
into any of the above categories then it comes 
under miscellaneous category. 

Table 1 shows the result of classifying 200 
questions that are collected. 

 
# Type of Question Percentage 
1 Itinerary 18% 
2 Accommodation 22% 
3 Reach Destination 19% 
4 Best Time To Visit 9% 
5 Getting Around 20% 
6 Cost Related Information 8% 
7 Miscellaneous 4% 

 
Table 1: % of question occurs in different class 
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Questions are classified into different classes 
using set of rules. Rules are nothing but match-
ing string. If a string is present then the question 
is classified into the corresponding class. The 
rules are stated in Table 2. 

 

# Type of Ques-
tion 

Rules 
(Question Consist of follow-

ing String) 

1 Itinerary itinerary, chalk out a [trip, 
tour] 

2 Accommoda-
tion 

[H,h]otels?, 
[a,A]ccommodations? 

3 Reach Desti-
nation travels?, transport 

4 Best Time To 
Visit 

[good, best, preferable, suita-
ble] [time, season] 

5 Getting 
Around 

site screen, place to visit, 
tourism spot 

6 Cost Related 
Information 

cost per [day, week, head, 
living], per [day, week, head, 
living] cost 

7 Miscellane-
ous 

If any question was not classi-
fied in any of the above six 
classes then it will be classi-
fied as Miscellaneous. 

 
Table 2: Rule for classifying questions into different 

classes. 

6.3 Extraction of CEF 

The comparative and evaluative features (CEF) 
are the features which play useful role to evalu-
ate the answer of the question. CEFs are holding 
the semantic meaning of the phrases like time of 
visit, duration of visit, Number of people are go-
ing and their description like age (old, kids etc), 
relation (wife, friends, family, parent) etc. For 
example CEF holds the information of user opted 
tour places, his/her purpose of visiting those 
places, his/her family and relative information 
who will accompany the user, the time when user 
wants to go, the time span that user wants to 
spend, the budget of user, and other user specifi-
cations. So answers of the question are heavily 
dependent on the CEFs present in the question. 

Sixteen types of CEF are identified. All of the-
se 16 types of features may not occur in a single 
question. In these 16 types of CEFs, the place 
features like <Origin Place> and <Destination 
Place> etc are included. <Destination Place> is 
always required and must be present in the ques-
tion. The various CEFs are now described. 

Location Related feature: These features 
contain the place name where user wants to 
go/travel/stay etc or the place name from where 
he/she starts his/her journey or where he/she 
stays (Origin). Sometimes user also mentions the 
place name where he/she must want to visit. 

Location To: Where user wants to 
go/visit/travel/see. 

Extraction Rule: Location named entity words 
are preceded by preposition “to”, “include”, “at” 

Location From: From where user wants to 
start his/her journey. 

Extraction Rule: Location named entity words 
are preceded by preposition “from”, “in”. 

Must Include Locations: Explicitly men-
tioned place name where user must visit. 

Extraction Rule: Location named entity words 
are preceded by preposition “must”, “include”. 

Similar Locations: User wants to visit the 
place that is similar (historically, geographically 
etc) with explicitly mentioned place. 

Extraction Rule: Location named entity words 
are preceded by preposition “similar”, “Likely”. 

Time Related Information: These features 
contain the time related phrase like the time 
when user wants to travel or duration of his/her 
travel. 

Time to Go: When user plans to go/travel/stay 
on the place. 

Extraction Rule: Noun Phrase consists of 
Month, Season and Day Expressions. 

Month={"january","frebruary","march","april"
,"may","june","july","august","september","octo
ber","november","december"}; 

Season={"summer", "rainy", "monsoon", 
"winter", "autumn"}; 

Day={"sunday","monday","tuesday","wednus
day","thusday","friday","saturday"}; 

Time Limit: How many days user wants to 
spend. 

Extraction Rule: Noun Phrase consists of 
Time Expression 

TimeExp= 
{"day","days","month","months","week","weeks
","nights","nights","fortnight","fortnights","week
ends","weekend","week ends", "week end"}; 

Team Related Information: This type of fea-
ture contains the phrases that carry the infor-
mation of the number of members with whom 
user wants to share his/her journey and their de-
tails. 

Team Member: Number of people who will 
travel with the user 

Extraction Rule: Noun Phrase consists of 
Team Expression 
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TeamExpression= {"families", "family", 
"couple", "men", "women", "man", "woman”, 
"friends",  "friend", "colleague"}; 

Team Details: The relation of other member 
with the user and their details like age, or dis-
ease/weakness etc. 

Extraction Rule: Noun Phrase consists of 
Team Details Expression 

TeamDetailsExpression = {"family" 
,"husband", "wife", "father", "mother", "son", 
"daughter”, "friends", "young", "old", “kids” 
etc}; 

Travel Related Information: These features 
contain useful information like the budget of 
travel and purpose of travel etc. 

Budget: User may specify the expected budg-
et of their journey. 

Extraction Rule: Noun Phrase consists of 
keyword like “moderate”, “cheapest”, “budget” 
or “$”, “USD”, “`”, “Rs”, “INR”, “£”, “EUR”, 
“€”, “GBP” followed by Number Expression 
which consists tag “(CD”. 

Purpose of Travel: User may specify the pur-
pose of his/her journey like tourism, business, 
honeymoon, study etc. 

Extraction Rule: Noun Phrase consists of Visit 
Type Expression. 

Visit Type= {tour, family tour, business, hon-
eymoon, study, job} 

Adjective Modifier: Adjective modifier plays 
an important role to evaluate the answer. Adjec-
tive modifiers like cheapest, best, suitable, af-
fordable, comfortable etc. give different direc-
tions of evaluating the answer. User uses adjec-
tive modifier to specific their choices. 

Extraction Rule: Noun Phrase contains Adjec-
tive phrases with JJ or JJS tag or ADJP Phrase. 

Specific Type Related Information: Some 
features are dependent on the type of question.  

Accommodation Related These features 
specify the choice of accommodation of the user. 
Sometime user specifies the special range of ac-
commodation like government guesthouse, holi-
day home etc. 

Hotel Type: User specifies the type of hotel 
he/she wants to stay. 

Extraction Rule: Noun Phrase contains key-
word like “Private Hotels”, “Government Hotel”, 
and “Guest House”, “Hostel” etc 

Hotel Specification: User specifies the crite-
ria that should be met by a hotel, like, 3-star, 5-
star, resort, etc. 

Extraction Rule: Noun Phrase contains key-
word like “hotel”, “Inn”, “Resort”, “Darmasala” 
etc 

Transportation: This feature specifies the 
choice of transportation of the user, like, flight, 
bus, train. 

Transportation Mode: User may specify 
his/her liking or disliking of transportation mode 
while traveling. 

Extraction Rule: Noun Phrase contains key-
word like “train”, “bus”, “car”, “flight”, “fly” 
etc. 

Getting Around: This feature specifies the 
choice or purpose of Getting Around like to see 
tourist spot or buy or see market place etc. 

Extraction Rule: 
Getting Around Choice: User may specify 

his/her choice to do (See tourist spot, or roam 
famous market place or eat foods in restaurant 
etc) while staying at the place. 

Extraction Rule: Choice= {sight seen, buy, 
eat} 

The CEFs identified in the three questions are 
now described. 

 
Q1: We plan to visit [Andhra Pra-
desh]/LOCATION_TO in [Decem-
ber]/TIME_TO_GO. We live in [Kol-
kata]/LOCATION_FROM, and will 
start and end our journey at [Vi-
zag]/LOCATION_FROM and have [sev-
en days]/TIME_LIMIT in hand. We 
are [[three families]/TEAM_MEMBER 
with kids]/TEAM_DETAILS and our 
[budget is moderate]/BUDGET. 
Kindly suggest an itinerary, 
which must include [Araku Val-
ley]/MUST_INCLUDE_LOCATION. 
  
Q2: My family is planning a trip 
to [Khashmir]/LOCATION_TO in 
[late October]/TIME_TO_GO. We 
plan to spend [six 
days]/TIME_LIMIT there and will 
visit [Srinagar]/LOCATION_TO, 
[Gulmarg]/LOCATION_TO, and [Pa-
halgam]/ LOCATION_TO. Can you 
suggest [good ho-
tel]/ADJECTIVE_MODIFIER in range 
of [Rs 3000-4000]/BUDGET? 

 
Q3: [My husband, son and 
I]/TEAM_DETAILS want to visit 
[Stuttgart]/LOCATION_TO, [Heidel-
berg]/LOCATION_TO, [Salzburg]/ 
LOCATION_TO and maybe [Mu-
nich]/LOCATION_TO in [May 
2010]/TIME_TO_GO. We live in 
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[Mumbai]/LOCATION_FROM. Is it 
[cheaper]/ADJECTIVE_MODIFIER to 
[fly]/TRANSPOTATION_MODE to 
[Frankfurt]/LOCATION_TO first or 
to [Stuttgart]/LOCATION_TO? 

6.4 Determining degree of comparison and 
Entity Selection 

The comparative or evaluative expressions, the 
entities and the constraints are extracted from the 
CEFs. Comparative or Evaluative Expression 
belong to Adjective Modifier. Entity and Con-
straints are different for different class of ques-
tion. These are shown in Table 3. 

 

# Type of 
Question 

Entity to be Com-
pared 

Constraints to be 
considered 

1 Itinerary 

Location To, Loca-
tion From, Must 
Include Location, 
Location Prefer-
ence, 

Time to Go, Time 
Limit, Budget, 
Purpose of Visit 

2 Accom-
modation Hotel Type 

Location To, Lo-
cation From, Must 
Include Location, 
Team Details, 
Budget, Hotel 
Specification, 
Purpose of visit 

3 
Reach 
Destina-
tion 

Transportation 
Mode 

Location To, Lo-
cation From, Time 
to Go, Team De-
tails, Budget, 

4 
Time 
related 
Info. 

 Time to Go 

Purpose of Visit, 
Location To, Must 
Include Location, 
Location Prefer-
ence 

5 Getting 
Around 

Getting Around 
Preference 

Time to Go, Team 
Details, Budget, 
Purpose of Visit 

6 
Cost Re-
lated In-
fo. 

Location To,  Must 
Include Location, 
Location Preference 

Budget, Purpose 
of Visit 

 
Table 3: Entity and Constrains for different class 
 
Now the degree of comparison is determined 

from the rules describe in table 4.  
Table 5 shows the Comparative or Evaluative 

Expressions, type of comparison, Entities and 
Constraints of the questions Q1, Q2 & Q3. 
 
 
 
 
 

  

# 
Type of 
Com-

parison 
Rules 

1 

General 
or 
Positive 
or Nega-
tive 

1. Adjectives form the list 
{good, suitable, clean, new, appropriate, 
preferable, dirty, easy, happy, pretty, 
reasonable, bad, cheap, large, big, small. 
fast} appeared in noun chunk. 
2. ADJP chunk staring with much or 
many 

2 Compar-
ative 

1. Adjective with -er extention and ap-
peared in ADJP chunk and followed by 
preposition than 
2. Adjective or phrase inside as-as (like 
as soon as possible) 
3. ADJP chunk staring with more 
4. ADJP chunk containing too 

3 Superlat-
ive 

1. Adjective with -est extension appeared 
in Noun Chunk or ADJP chunk 
2. ADJP chunk staring with most 

 

Table 4: Rules to determine degree of comparison 
 

# 
Evaluative/ 

Type of 
Comparison 

Entity Constraints 

Q1 Evaluative 
Andra Pradesh, 
Vizag, Araku 
Vally, 

December, 
Seven Days, 
Budget is 
moderate 

Q2 
General 
Expression: 
‘good hotel’ 

Srinagar, Pa-
helgram, Gul-
marg, Hotel, 
Family tour 

Family, six 
days, Late 
October, Rs 
3000-4000 

Q3 

Comparative 
Expression: 
‘cheaper op-
tion’ 

Frankfrut, 
Stugart, Mumbai, 
Fly 

May 2010, 
My husband, 
son & I,  

 
Table 5: Extracted Entity, Comparative or Evaluative 

Expression & constrains. 
 

6.5 Decomposing non-quantifiable expres-
sion into quantifiable criteria 

Now we identify the list of comparative expres-
sion that are found in our test set and are not di-
rectly quantifiable. They are good, suit/suitable, 
comfortable, perfect, reasonable, appropriate, 
clean, safe etc. and their comparative and super-
lative forms. 

Decomposition of non-quantifiable expression 
is done by the scoring of each feature of the enti-
ty. The score of the entity features are computed 
by the percentage of keyword/phrase matching 
between the keywords present in the entity fea-
ture value and the keywords present in the rules 
for the string valued features (e.g. variety of 
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rooms for hotel entity) or by the standard devia-
tion from the range for numerical valued features 
(e.g. rent of the room for hotel entity). The rule 
set are developed for each non-quantifiable ex-
pression for each class of question which con-
tains the keyword set for each entity features by 
human annotator. So the ‘good hotel’ compara-
tive expression of Q2 can be evaluated by using 
the following hotel features. 

 
    1. Adequate Rooms 
Good Hotel=      2. Varity of Rooms 

3. Rent of the rooms 
4. Other facilities 

 
From Q2, the system has also extracted the 

other constraints (e.g. Team Details=‘Family’, 
Time Limits=‘six days’, Time to Go=‘Late Oc-
tober’ & Budget=‘Rs 3000-4000’). So the rule 
for determining good hotel is shown below. 

 
1. Adequate Rooms available in 
Late October 
2. Availability of Double bed      
Rooms, Double bed Ac room, 
family suit, cottage etc. 
3. Room Rent between Rs 3000-
4000 
4. Availability of family restau-
rant, room service etc. 

 
So the entity features are scored by the per-

centage of matching keywords between the rule 
and feature value. The keywords in the rule are 
changed according to the constraints present in 
the question. Here we show how the keywords of 
the ‘variety of room’ features are changed for the 
‘good hotel’ comparative expression with differ-
ent constraints: 

If team details consist of friends, colleague, 
etc and if travel limits are more than 7 days in a 
place then keywords are dormitory, single bed, 
non-ac rooms. 

If team details consist businessman or purpose 
of travel is business and if a travel limit is less 
than 7 days in same place then keywords are suit, 
cottage, villa etc. 

If team details include husband and wife, or 
newly married couple and the purpose of travel is 
honeymoon then keywords are double bed 
ac/non ac, family suit, villa etc. 

The comparison is done by ordering the final 
score of each entity. The final score is evaluated 
by the weighted average of each                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             
entity feature score. Weight of entity features is 

between 0-5, which represents the user prefer-
ence. For example if user explicitly mentioned 
his/her budget in numerical figure (e.g. Rs 3000-
4000) then the entity features related with budget 
(e.g. room rent) has weight 5. If user mentioned 
its budget as moderate the entity features related 
with budget (e.g. room rent) has weight 3. If user 
does not explicitly mentioned his/her budget then 
the entity features related with budget (e.g. room 
rent) has weight 1.  

Sometimes two or more comparative expres-
sions are semantically close like ‘good hotel’ & 
‘appropriate hotel’ or ‘suitable hotel’ so same 
rule can be followed for those expressions. 

Quantifiable adjective are those which can 
quantify directly like cheap, fast, short, large, big 
small, high, low etc. So, ‘cheapest hotel’ means 
low cost hotel. We just sort the hotel rent in as-
cending order and show the top 5 results. 

7 Evaluation 

We have developed the rules with 150 distinct 
questions and tested it over 50 questions. The 
system is evaluated by the string matching tech-
nique between the system generated tagged ques-
tions and the corresponding human annotated 
tagged questions. The precision and recall are 
calculated by the formula (1) and (2). Table 6 
shows the precision and recall of our system. 
 
Precision =                                                    ... (1) 
 
 
Recall =       … (2) 

 
 

Objective Precision Recall 
Classification of Ques-
tions 86.5% 84.3% 

Extraction of CEFs 86.1% 82.5% 
Determine degree of 
comparison 84.3% 81.2% 

Entity Recognition 76.2% 74.8% 
Constraints Recognition 72.3% 68.4% 
Decomposition of Non-
quantifiable expression  71.3% 68.1% 

 
Table 6: Precision and Recall of System 

8 Conclusion and Future work 

System is somewhat biased because all the rules 
are manually developed and it requires the great 
understanding of domain knowledge. In future 
machine learning technique will be used to ex-
tract the rules and to extract more comparative 

Good Hotel = 

Human annotated tagged question/ 
Gold standard tagged question  

Matched keywords/phrases 

System Generated tagged Output 
Matched keywords/phrases 
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and evaluative features from the question. Ex-
traction of more features means extraction of 
more semantic information’s from question. 
Sometime user gives unusual information that 
misleads the system and drives to wrong direc-
tion. If we extract semantically correct infor-
mation from it and remove the unessential in-
formation then system performance will increase. 

In future we have to identify the unusual in-
formation that mislead the system and try to re-
move this kind of noise from the question. In 
future, we will try to port our system in other 
domains like news, business intelligence etc. Al-
so there is no good evaluation system to evaluate 
the performance of question answering system, 
so in future we would have planned to design 
automated evaluation scheme to evaluate the per-
formance of question answering system. 
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Abstract 

This paper reports our ongoing research work 
to create a semantic based question answering 
system for Thailand tourism information. Our 
proposed system focuses on mapping expres-
sions in Thai natural language into ontology 
query language (SPARQL). 

Topic: Language processing, reasoning aspects 

1 Introduction 

The Semantic Web can provide significant im-
pact on an information intensive industry such as 
tourism where information plays an important 
role for decision and action making. Tourism is 
one of the economic factors in Thailand. From 
the statistics provided by the Office of Tourism 
Development1, the number of tourists visiting 
Thailand in 2010 is approximately 16 millions. 
Providing an automatic question-answering sys-
tem on tourism information would be very useful 
for tourists to plan their trips.  

In this paper, we propose a semantic based 
question answering system for Thailand tourism 
information. Our proposed system focuses on 
converting expressions in Thai natural language 
into SPARQL2, an ontology query language.  

Currently there already exist publicly available 
formal tourism ontologies. Notable ones include 
Harmonise Ontology (Fodor and Werthner, 
2005), Mondeca Tourism Ontology 3 , OnTour 
Ontology4 and TAGA Travel Ontology5. These 
                                                 
1 The office of Tourism Development, 
http://www.tourism.go.th 
2 SPARQL Query Language for RDF, 
http://www.w3.org/TR/rdf-sparql-query/ 
3 Mondeca Tourism Ontology, http://www.mondeca.com 
4 DERI, OnTour Ontology,  

ontologies are designed to integrate and manage 
heterogeneous tourism data (Prantner et al., 
2007). In our proposed system, we apply pub-
licly available OnTour Ontology to represent the 
tourism concepts and relations such as place, ac-
commodation, restaurant and attraction.  

There are also number of studies that provide 
natural language interfaces to ontologies. Nota-
ble works include ORAKEL (Cimiano et al., 
2007), NLP-Reduce (Kaufmann et al., 2007), 
PANTO (Wang et al., 2007), AquaLog (Lopez et 
al., 2007), QuestIO (Damljanovic et al., 2008) 
and FREyA (Damljanovic et al., 2010). How-
ever, these approaches only focus on English 
language query. Since Thai language characteris-
tics are different than English, we propose an 
approach to map expressions in Thai natural lan-
guage to ontology based on pattern analysis. 

2 The Proposed System  

The proposed system is illustrated in Figure 1. 
The information is collected, by using a crawler, 
from various websites related to tourism in Thai-
land. We collect two different types of informa-
tion. The first type is general information such as 
places to visit, accommodations, attractions, and 
restaurants which are used to design our tourism 
(named Tour) ontology. The second type is re-
quests or questions for tourism information 
posted on public discussion forums. These natu-
ral language requests are used to construct a tour-
ism related lexicon and an annotated corpus for 
request pattern analysis. 

 

                                                                          
http://e-tourism.deri.at/ont/index.html 
5 TAGA Ontology, 
http://taga.sourceforge.net/owl/index.html 
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Figure 1. The proposed system 
 
The performance of our proposed system de-

pends on the design and completeness of the 
lexicon. We distinguish lexicon into two types: 
domain-dependent and domain-independent. For 
the domain of tourism, the domain-dependent 
lexicons could be, for instance, “place,” “ac-
commodation,” “restaurant,” “attraction,” and 
“price”. The domain-independent lexicon con-
sists of regular words, which provide different 
functions in the sentence. For our proposed sys-
tem, we design two different domain-
independent lexicons as follows: 

 
- Particles (Par): In Thai language refer to 

the sentence endings which are normally 
used to add politeness of the speakers 
(Cooke, 1992). Examples are ครับ (Krub) 
and ค่ะ (Ka). 
 

- Request (Req): Phrases that are used for 
request information. Example is 
ช่วยแนะนำ (could you suggest).  
 

The collected natural language requests or 
questions are first manually annotated according 
to the domain-dependent and domain-
independent tag sets. From this tagged corpus, 
we can construct request patterns by collecting 
text segments, which contain both domain-
dependent and domain-independent words. 

Given a user query of natural language re-
quest, the query analysis module starts by per-
forming the word segmentation. Some of the to-
kenized words with their variations or similar 
meanings will be normalized into a standard 
term. The next step is to construct patterns from 
these processed natural language requests. These 
patterns will be converted into SPARQL, which 
is then used to query our Tour ontology located 
in the semantic search module. Figure 2 shows 
an example of our Tour ontology and a partial 
instantiation of an accommodation. The ontology 
consists of seven different classes: Accommoda-

tion, Restaurant, Attraction, Type, Cost, Address, 
and GPSCoordinates. Each class contains differ-
ent properties. For instance, the Accommodation 
class contains “hasName,” “hasType,” “hasMax-
People,” “hasCost,” and “hasGPSCoordinates” 
properties. Inference engine is also used to derive 
new knowledge. For instance, when a user re-
quests for an accommodation, some nearby res-
taurants can also be recommended to him/her.  

3 An Illustrative Case: Accommodation 
Information Request 

To evaluate the proposed system, we perform an 
experiment with an illustrative case on accom-
modation information request.  

3.1 Corpus Preparation 

We collected 300 natural language requests on 
accommodation from Pantip.com, one of the fa-
mous Thai language discussion forums. Table 1 
shows the lexicon related to accommodation re-
quest.  
 

Type Examples 
Accommodation Clue 

<Acc_Clue> 
ที่พัก (accommodation), ที่นอน 
(sleeping place) 

Accommodation 
Type 

<Acc_Type> 

โรงแรม (hotel), รีสอร์ท (resort), 
โฮมสเตย์ (homestay) 

Accommodation 
Condition 

<Acc_Cond> 

หมาเข้าได้ (dogs allowed), 
มีสระว่ายน้ำ (have swimming 
pool) 

Place 
<Place> 

กรุงเทพ (Bangkok), เชียงใหม ่
(Chiangmai), หัวหิน (Hua Hin) 

Location Clue 
<Loc_Clue> 

ที่ (at), บน (on), ใกล้ (near), 
แถวๆ (not far from) 

Price Clue 
<Price_Clue> 

ราคา (price), ค่าที่พัก (accom-
modation price) 

Price Condition 
<Price_Cond> 

ถูก (cheap), ไม่แพง (not expen-
sive), กำลังดี (moderate)  

People Clue 
<Ppl_Clue> 

ไปกัน (going with), มากัน 
(coming with), มีทั้งหมด (total 
number of) 

Unit 
<Unit> 

คน (person), บาท (Baht)  

 
Table 1. Lexicon related to accommodation 

 

3.2 Experiments 

To verify if our lexicon is sufficient in identify-
ing accommodation request, we first perform 
request identification task. This task aims to dis-
tinguish between requests for accommodation
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Figure 2. An example of Tour ontology 

and any other types of requests or questions. We 
initially performed evaluation on 600 questions 
where 300 are accommodation requests and other 
300 are not. The identification result yields 89% 
recall and 95% precision.  

We then use the tagged corpus and the ex-
tracted lexicon to construct the most frequently 
occurred patterns. For our 300 accommodation 
requests, the total number of extracted patterns is 
168. Table 2 shows some examples of the top-5 
accommodation request patterns. These patterns 
are then converted into SPARQL queries. The 
following example (Example 1) illustrates the 
conversion from natural language requests to 
SPARQL queries. The given request asks for 
recommended accommodations with a constraint 
on the number of people staying.   

 
Example 1:  
 
Natural language request input:  
รบกวนแนะนำที่พักที่เกาะกูดหน่อยครับ ไปกัน 10 
คน 
Could you suggest accommodation at Koh 
Kood “noi krub?”, going with 10 people  

 
 
 

Word segmentation process: 
รบกวนแนะนำ|ที่พัก|ที่|เกาะกูด|หน่อย|ครบั| 
|ไปกัน| |10| |คน| 

 
Pattern construction process: 
รบกวนแนะนำ<Req>|ที่พัก<Acc_Clue>| 
|ที่<Loc_Clue>|เกาะกูด<Place>| |หน่อย<Par> 
|ครับ<Par>| |ไปกัน<Ppl_Clue>| |10<Number>| 
|คน<Unit>| 

 
Extracted pattern:  
<Req> <Acc_Clue> <Loc_Clue> <Place> 
<Ppl_Clue> <Number><Unit> 
 
SPARQL conversion: 
 

SELECT ?a WHERE 
    { 
    tour:Tourist    tour:hasAccomodation ?a. 
    {{?a        tour:hasPlace "เกาะกูด".} 
    UNION { ?a     tour:hasAddress ?a. 
        ?b    tour:hasName "เกาะกูด". }} 
    ?a        tour:hasMaxPeople "10" 

        } 
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No. Top-5 accommodation request     
patterns 

1 <Req> <Acc_Clue> <Loc_Clue> <Place> 

<ช่วยเลือก> <ที่พัก> <ที>่ <พัทยา> 

<Please help select> <accommodation> <in> 
<Pattaya> 

2 <Req> <Acc_Clue> <Place> 

<แนะนำ> <ที่พัก> <หาดป่าตอง> 

<Suggest> <accommodation> <Patong Beach> 

3 <Req> <Acc_Type> <Loc_Clue> <Place> 

<รบกวนแนะนำ> <โฮมสเตย>์ <ใกล>้ 

<ตลาดน้ำอัมพวา> 

<Please suggest> <homestay> <near>       
<Amphawa floating market> 

4 <Req> <Acc_Clue> <Loc_Clue> <Place> 
<Acc_Cond> 

<ช่วยแนะนำ> <ที่นอน> <แถวๆ> <หัวหิน> 

<มีสระว่ายน้ำใหญ่ๆ> 

<Please suggest> <sleeping place><near> 
<Hua Hin> <having a large swimming pool> 

5 <Req> <Acc_Clue> <Place> <Acc_Cond> 

<แนะนำ> <ที่พัก> <เขาใหญ>่ <เอาน้องหมาไปได>้ 

<Suggest> <accommodation> <Khao Yai> 
<dogs allowed> 

 
Table 2. Top-5 accommodation request pat-

terns with examples 
 

The derived SPARQL will be used to query 
our Tour ontology. For instance, our system will 
select “Koh Kood Resort” (as shown in the in-
stantiation in Figure 2) as one of the recom-
mended accommodations for the request in Ex-
ample 1.  

3.3 Discussion 

Our experiment shows that most words from the 
lexicon related to accommodations can be de-
rived and mapped into relevant structure in our 
Tour ontology. However, some content, espe-
cially those belong to accommodation condition 
(i.e., <Acc_Cond>), are difficult to extract since 
the ways to explain conditions can be much var-
ied and very descriptive. Table 3 shows some 
examples of challenging cases for accommoda-
tion condition.  

 

No. Some difficult cases for           
“accommodation condition” 

1 นั่งรถประจำทางไปเที่ยวสะดวก 
(convenient to take the bus) 

2 ใกล้กับงานแห่เทียน 
(closer to the Candle Festival) 

3 เหมาะสำหรับจัดกิจกรรมรับน้อง 
(suitable for holding a college orientation 
activity) 

4 เน้นกินเหล้า สังสรรค์ 
(focus on drinking and partying) 

5 มีรถมอเตอร์ไซด์เช่าแถวสนามบิน 
(have motorcycle rental service near the 
airport) 

 
Table 3. Examples of difficult cases for “ac-

commodation condition” 
 
Some of these conditions would require an in-

ference engine to help identify the answer. For 
example, in Case No.2, the distance between 
each retrieved accommodation and attraction 
(i.e., the Candle Festival in this case) will be cal-
culated based on their GPS coordinates. Only the 
accommodations located near the Candle Festi-
val will be recommended to the user. In addition, 
some rule base can be applied in order to trans-
form descriptive language into more structured 
format.  

4 Conclusion and future work  

In this paper, we proposed a framework for a 
semantic question-answering system for Thai-
land tourism information. Our proposed system 
focuses on mapping expressions in Thai natural 
language into ontology query language 
(SPARQL). The proposed method first con-
structs a set of patterns from a tagged corpus 
containing both domain-dependent and domain-
independent lexicons. The derived patterns are 
then converted into relevant SPARQL queries. 
We performed an experiment on a case study 
regarding accommodation information requests. 
Our experiment results showed that some fea-
tures such as place, accommodation type, price, 
and number of people staying can be extracted 
from the natural language query and easily con-
verted into corresponding SPARQL queries. 
However, in some cases such as the description 
of accommodation condition are more difficult to 
extract. For future work, we plan to apply some 
rule base and inference engine to help derive an-
swers to the user.  
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