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Introduction

The rapid growth in the amount of computer-readable text in different languages, along with ever
developing computational resources, raise much interest in fully automated algorithms for analyzing
massive amounts of plain text without using any manually provided input. In addition to obviating
the need for costly manual annotation, this line of research gives rise to exciting theoretical questions,
exploring what information can be extracted purely by distributional analysis, and characterizing the
theoretical significance of the output of such an automatic analysis.

Unsupervised learning is the main approach in NLP for addressing this challenge. Although this
approach has grown in popularity over the past years and increasingly sophisticated methodology has
been introduced, several fundamental challenges remain which need to be resolved and which cannot
be effectively discussed in major conferences. This workshop aims to bridge this gap, by summarizing
what has been achieved so far in unsupervised learning in NLP, by fostering discussions on these
fundamental issues, and by discussing future trends.

The workshop encourages discussion on topics such as evaluation of unsupervised algorithms,
comparison of different algorithmic approaches, and unsupervised learning across multiple languages.
Our invited talk by Sharon Goldwater discusses the role unsupervised learning can play on shedding
light on human cognition. The workshop program also includes papers that address unsupervised
approaches for a broad variety of NLP tasks, ranging from syntactic parsing to lexical semantics.
Finally, the workshop holds a panel discussion for exchanging ideas between leading researchers in
the area, in order to gain some insight into how to best tackle the current big challenges in unsupervised
NLP.

It is our hope that this workshop will provide a better understanding of this research area, and will
initiate a series of workshops devoted to this important topic.

Omri Abend, Anna Korhonen, Ari Rappoport and Roi Reichart
UNSUP 2011 Organizers
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Stéphane Huet and Fabrice Lefèvre
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Abstract for the Invited Talk

Unsupervised NLP and Human Language Acquisition: Making Connections to Make Progress
Sharon Goldwater

Natural language processing and cognitive science are two fields in which unsupervised language
learning is an important area of research. Yet there is oftenlittle crosstalk between the two fields.
In this talk, I will argue that considering the problem of unsupervised language learning from a
cognitive perspective can lead to useful insights for the NLP researcher, while also showing how
tools and methods from NLP and machine learning can shed light on human language acquisition.
I will present two case examples, both of them models inspired by cognitive questions. The first is a
model of word segmentation, which introduced new modeling and inference techniques into NLP while
also yielding a better fit than previous models to human behavioral data on word segmentation. The
second is more recent work on unsupervised grammar induction, in which prosodic cues are used to
help identify syntactic boundaries. Preliminary results indicate that such cues can be helpful, but also
reveal weaknesses in existing unsupervised grammar induction methods from NLP, suggesting possible
directions for future research.
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Structured Databases of Named Entities from Bayesian Nonparametrics

Jacob Eisenstein Tae Yano William W. Cohen Noah A. Smith Eric P. Xing
School of Computer Science
Carnegie Mellon University
Pittsburgh, PA 15213, USA

{jacobeis,taey,wcohen,nasmith,epxing}@cs.cmu.edu

Abstract

We present a nonparametric Bayesian ap-
proach to extract a structured database of enti-
ties from text. Neither the number of entities
nor the fields that characterize each entity are
provided in advance; the only supervision is
a set of five prototype examples. Our method
jointly accomplishes three tasks: (i) identify-
ing a set of canonical entities, (ii) inferring a
schema for the fields that describe each entity,
and (iii) matching entities to their references in
raw text. Empirical evaluation shows that the
approach learns an accurate database of enti-
ties and a sensible model of name structure.

1 Introduction

Consider the task of building a set of structured
records from a collection of text: for example, ex-
tracting the names of people or businesses from
blog posts, where each full name decomposes into
fields corresponding to first-name, last-name, title,
etc. To instruct a person to perform this task, one
might begin with a few examples of the records to
be obtained; assuming that the mapping from text to
records is relatively straightforward, no additional
instruction would be necessary. In this paper, we
present a method for training information extraction
software in the same way: starting from a small table
of partially-complete “prototype” records (Table 1),
our system learns to add new entries and fields to
the table, while simultaneously aligning the records
to text.

We assume that the dimensionality of the database
is unknown, so that neither the number of entries

John McCain Sen. Mr.
George Bush W. Mr.
Hillary Clinton Rodham Mrs.
Barack Obama Sen.
Sarah Palin

Table 1: A set of partially-complete prototype records,
which constitutes the only supervision for the system.

nor the number of fields is specified in advance. To
accommodate this uncertainty, we apply a Bayesian
model which is nonparametric along three dimen-
sions: the assignment of text mentions to entities
(making popular entries more likely while always al-
lowing new entries); the alignment of individual text
tokens to fields (encouraging the re-use of common
fields, but permitting the creation of new fields); and
the assignment of values to entries in the database
itself (encouraging the reuse of values across entries
in a given field). By adaptively updating the con-
centration parameter of stick-breaking distribution
controlling the assignment of values to entries in the
database, our model can learn domain-specific infor-
mation about each field: for example, that titles are
often repeated, while names are more varied.

Our system’s input consists of a very small proto-
type table and a corpus of text which has been au-
tomatically segmented to identify names. Our de-
sired output is a set of structured records in which
each field contains a single string — not a distribu-
tion over strings, which would be more difficult to
interpret. This requirement induces a tight proba-
bilistic coupling between the assignment of text to
cells in the table, so special care is required to ob-
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tain efficient inference. Our procedure alternates
between two phases. In the first phase, we per-
form collapsed Gibbs sampling on the assignments
of string mentions to rows and columns in the table,
while marginalizing the values of the table itself. In
the second phase, we apply Metropolis-Hastings to
swap the values of columns in the table, while simul-
taneously relabeling the affected strings in the text.

Our model performs three tasks: it constructs a
set of entities from raw text, matches mentions in
text with the entities to which they refer, and discov-
ers general categories of tokens that appear in names
(such as titles and first names). We are aware of
no existing system that performs all three of these
tasks jointly. We evaluate on a dataset of political
blogs, measuring our system’s ability to discover
a set of reference entities (recall) while maintain-
ing a compact number of rows and columns (pre-
cision). With as few as five partially-complete pro-
totype examples, our approach gives accurate tables
that match well against a manually-annotated refer-
ence list. Our method outperforms a baseline single-
link clustering approach inspired by one of the most
successful entries (Elmacioglu et al., 2007) in the
SEMEVAL “Web People Search” shared task (Ar-
tiles et al., 2007).

2 Task Definition

In this work, we assume that a bag of M mentions
in text have been identified. The mth mention wm

is a sequence of contiguous word tokens (its length
is denoted Nm) understood to refer to a real-world
entity. The entities (and the mapping of mentions to
entities) are not known in advance. While our focus
in this paper is names of people, the task is defined
in a more generic way.

Formally, the task is to construct a table x where
rows correspond to entities and columns to func-
tional fields. The number of entities and the num-
ber of fields are not prespecified. x·,j denotes the
jth column of x, and xi,j is a single word type fill-
ing the cell in row i, column j. An example is Ta-
ble 1, where the fields are first-name, last-name, ti-
tle, middle-name, and so on. In addition to the table,
we require that each mention be mapped to an en-
tity (i.e., a row in the table). Success at this task
therefore requires (i) identifying entities, (ii) discov-

ering the internal structure of mentions (effectively
canonicalizing them), and (iii) mapping mentions
to entities (therefore resolving coreference relation-
ships among mentions). Note that this task differs
from previous work on knowledge base population
(e.g., McNamee, 2009) because the schema is not
formally defined in advance; rather, the number of
fields and their meaning must be induced from just
a few prototype examples.

To incorporate partial supervision, a subset of the
table x is specified manually by an annotator. We
denote this subset of “prototypes” by x̃; for entries
that are unspecified by the user, we write x̃i,j = ∅.
Prototypes are not assumed to provide complete in-
formation for any entity.

3 Model

We now craft a nonparametric generative story that
explains both the latent table and the observed men-
tions. The model incorporates three nonparamet-
ric components, allowing an unbounded number of
rows (entities) and columns (fields), as well as an un-
bounded number of values per column (field values).
A plate diagram for the graphical model is shown in
Figure 1.

A key point is that the column distributions φ
range over possible values at the entity level, not
over mentions in text. For example, φ2 might be
the distribution over possible last names and φ3 the
distribution over elected office titles. Note that φ2

would contain a low value for the last name Obama
— which indicates that few people have this last
name — even though a very high proportion of men-
tions in our data include the string Obama.

The user-generated entries (x̃) can still be treated
as the outcome of the generative process: using ex-
changeability, we treat these entries as the first sam-
ples drawn in each column. In this work, we treat
them as fully observed, but it is possible to treat
them as noisy and incorporate a stochastic depen-
dency between xi,j and x̃i,j .

4 Inference

We now develop sampling-based inference for the
model described in the previous section. We be-
gin with a token-based collapsed Gibbs sampler, and
then add larger-scale Metropolis-Hastings moves.

3



µ σ2

x φ α

w r θr

c ηr

θc ηc

Figure 1: A plate diagram for the
text-and-tables graphical model.
The upper plate is the table x, and
the lower plate is the set of textual
mentions. Notation is defined in the
generative model to the right.

• Generate the table entries. For each column j,

– Draw a concentration parameter αj from a log-normal distribution,
logαj ∼ N (µ, σ2).

– Draw a distribution over strings from a Dirichlet process φj ∼
DP(αj , G0), where the base distribution G0 is a uniform distribution
over strings in a fixed character alphabet, up to an arbitrary finite length.

– For each row i, draw the entry xi,j ∼ φj .

• Generate the text mentions.

– Draw a prior distribution over rows from a stick-breaking distribution,
θr ∼ Stick(ηr).

– Draw a prior distribution over columns from a stick-breaking distribu-
tion, θc ∼ Stick(ηc).

– For each mention wm,
∗ Draw a row in the table rm ∼ θr.
∗ For each word token wm,n (n ∈ {1, . . . , Nm}),
· Draw a column in the table cm,n ∼ θc.
· Set the text wm,n = xrm,cm,n

.

4.1 Gibbs sampling

A key aspect of the generative process is that the
word token wm,n is completely determined by the
table x and the row and column indicators rm and
cm,n: given that a token was generated by row i
and column j of the table, it must be identical to
the value of xi,j . Using Bayes’ rule, we can reverse
this deterministic dependence: given the values for
the row and column indices, the entries in the table
are restricted to exact matches with the text men-
tions that they generate. This allows us to marginal-
ize the unobserved entries in the table. We can also
marginalize the distributions θr, θc, and φj , using
the standard collapsed Gibbs sampling equations for
Dirichlet processes. Thus, sampling the row and col-
umn indices is all that is required to explore the en-
tire space of model configurations.

4.1.1 Conditional probability for word tokens

The conditional sampling distributions for both
rows and columns will marginalize the table (be-
sides the prototypes x̃). To do this, we must be
able to compute P (wm,n | rm = i, cm,n =
j, x̃,w−(m,n), r−m, c−(m,n), αj), which represents
the probability of generating word wm,n, given
rm = i and cm,n = j. The notation w−(m,n), r−m,
and c−m,n represent the words, row indices, and col-

umn indices for all mentions besides wm,n. For sim-
plicity, we will elide these variables in much of the
subsequent notation.

We first consider the case where we have a user-
specified entry for the row and column 〈i, j〉— that
is, if x̃ij 6= ∅. Then the probability is simply,

P (wm,n | rm = i, cm,n = j, x̃, . . .) =

{
1, if x̃ij = wm,n

0, if x̃ij 6= wm,n.

(1)

Because the table cell xij is observed, we do not
marginalize over it; we have a generative probability
of one if the word matches, and zero otherwise. If
the table cell xij is not specified by the user, then we
marginalize over its possible values. For any given
xij , the probability P (wm,n | xij , rm = i, cm,n =
j) is still a delta function, so we have:∫

P (wm,n | xrm,cm,n
)P (xrm,cm,n

| . . .) dxrm,cm,n

= P (x = wm,n | w−(m,n), r−m, c−(m,n), x̃, . . .)

The integral is equal to the probability of the value
of the cell xrm,cm,n being identical to the string
wm,n, given assignments to all other variables. To
compute this probability, we again must consider
two cases: if the cell xi,j has generated some other
string wm′,n′ then its value must be identical to that
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string; otherwise it is unknown. More formally, for
any cell 〈i, j〉, if ∃wm′,n′ : rm′ = i ∧ cm′,n′ =
j ∧ 〈m′, n′〉 6= 〈m,n〉, then P (xi,j = wm′,n′) = 1;
all other strings have zero probability. If xi,j has not
generated any other entry, then its probability is con-
ditioned on the other elements of the table x. The
known elements of this table are themselves deter-
mined by either the user entries x̃ or the observa-
tionsw−(m,n). We can define these known elements
as x̄, where x̄ij = ∅ if x̃ij = ∅ ∧ @〈m,n〉 : rm =
i ∧ cm,n = j. Then we can apply the standard Chi-
nese restaurant process marginalization to obtain:

P (xij | x̄−(i,j), α) ={ N(x̄−(i,j)=xij)

N(x̄−(i,j) 6=∅)+α , N(x̄−(i,j) = xij) > 0
α

N(x̄−(i,j) 6=∅)+α , N(x̄−(i,j) = xij) = 0
(2)

In our implementation, we maintain the table x̄,
updating it as we resample the row and column as-
signments. To construct the conditional distribution
for any given entry, we first consult this table, and
then compute the probability in Equation 2 for en-
tries where x̄ij = ∅.

4.1.2 Sampling columns
We can now derive sampling equations for the

column indices cm,n. We first apply Bayes’ rule
to obtain P (cm,n | wm,n, rm, . . .) ∝ P (cm,n |
c−(m,n), ηc)×P (wm,n | cm,n, rm, x̃, . . .). The like-
lihood term P (wm,n | cm,n, . . .) is defined in the
previous section; we can compute the first factor us-
ing the standard Dirichlet process marginalization
over θc. Writing N(c−(m,n) = j) for the count of
occurrences of column j in the set c−(m,n), we ob-
tain

P (cm,n = j | c−(m,n), ηc) ={ N(c−(m,n)=j)

N(c−(m,n))+ηc
, if N(c−(m,n) = j) > 0

ηc

N(c−(m,n))+ηc
, if N(c−(m,n) = j) = 0

(3)

4.1.3 Sampling rows
In principle the row indicators can be sampled

identically to the columns, with the caveat that the
generative probability P (wm | rm, . . .) is a product
across all Nm tokens in wm.1 However, because of

1This relies on the assumption that the values of {cm,n} are
mutually independent given c−m. Future work might apply

the tight probabilistic coupling between the row and
column indicators, straightforward Gibbs sampling
mixes slowly. Instead, we marginalize the column
indicators while sampling r. Only the likelihood
term is affected by this change:

P (wm | rm,w−m, r−m, . . .)

=
∑
j

P (c = j | c−m, ηc)P (wm,n | cm,n = j, rm, x̄, α).

(4)

The tokens are conditionally independent given the
row, so we factor and then explicitly marginalize
over each cm,n. The chain rule gives the form in
Equation 4, which contains terms for the prior over
columns and the likelihood of the word; these are
defined in Equations 2 and 3. Note that neither the
inferred table x̄ nor the heldout column counts c−m
include counts from any of the cells in row m.

4.2 Column swaps

Suppose that during initialization, we encounter the
string Barry Obama before encountering Barack
Obama. We would then put Barry in the first-name
column, and put Barack in some other column for
nicknames. After making these initial decisions,
they would be very difficult to undo using Gibbs
sampling — we would have to first shift all instances
of Barry to another column, then move an instance
of Barack to the first-name column, and then move
the instances of Barry to the nickname column. To
rectify this issue, we perform sampling on the table
itself, swapping the columns of entries in the table,
while simultaneously updating the relevant column
indices of the mentions.

In the proposal, we select at random a row t and
indices i and j. In the table, we will swap xt,i with
xt,j ; in the text we will swap the values of each cm,n
whenever rm = t and cm,n = i or j. This pro-
posal is symmetric, so no Hastings correction is re-
quired. Because we are simultaneously updating the
table and the column indices, the generative likeli-
hood of the words is unchanged; the only changes

a more structured model of the ways that fields are combined
when mentioning an entity. For example, a first-order Markov
model could learn that family names often follow given names,
but the reverse rarely occurs (in English).
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in the overall likelihood come from the column in-
dices and the values of the cells in the table. Letting
x∗, c∗ indicate the state of the table and column in-
dices after the proposed move, we will accept with
probability,

Paccept(x→ x∗) = min

(
1,
P (c∗)P (x∗)

P (c)P (x)

)
(5)

We first consider the ratio of the table probabili-
ties, P (x∗|α)

P (x|α) . Recall that each column of x is drawn
from a Dirichlet process; appealing to exchangeabil-
ity, we can treat the row t as the last element drawn,
and compute the probabilities P (xt,i | x−(t,i), αi),
with x−(t,i) indicating the elements of the column i
excluding row t. This probability is given by Equa-
tion 2. For a swap of columns i and j, we compute
the ratio:

P (xt,i | x−(t,j), αj)P (xt,j | x−(t,i), αi)

P (xt,i | x−(t,i), αi)P (xt,j | x−(t,j), αj)
(6)

Next we consider the ratio of the column proba-
bilities, P (c∗)

P (c) . Again we can apply exchangeabil-
ity, P (c) = P ({cm : rm = t} | {cm′ : rm′ 6=
t})P ({cm′ : rm′ 6= t}). The second term P ({cm′ :
rm′ 6= t}) is unaffected by the move, and so is iden-
tical in both the numerator and denominator of the
likelihood ratio; probabilities from columns other
than i and j also cancel in this way. The remaining
ratio can be simplified to,(

P (c = j | c−t, ηc)
P (c = i | c−t, ηc)

)N(r=t∧c=i)−N(r=t∧c=j)
(7)

where the counts N() are from the state of the sam-
pler before executing the proposed move. The prob-
ability P (c = i | c−t, ηc) is defined in Equation 3,
and the overall acceptance ratio for column swaps is
the product of (6) and (7).

4.3 Hyperparameters

The concentration parameters ηr and ηc help to con-
trol the number of rows and columns in the ta-
ble, respectively. These parameters are updated to
their maximum likelihood values using gradient-
based optimization, so our overall inference pro-
cedure is a form of Monte Carlo Expectation-
Maximization (Wei and Tanner, 1990).

The concentration parameters αj control the di-
versity of each column in the table: if αj is low then
we expect a high degree of repetition, as with titles;
if αj is high then we expect a high degree of diver-
sity. When the sampling procedure adds a new col-
umn, there is very little information for how to set
its concentration parameter, as the conditional like-
lihood will be flat. Consequently, greater care must
be taken to handle these priors appropriately.

We place a log-normal hyperprior on the col-
umn concentration parameters, logαj ∼ N (µ, σ2).
The parameters of the log-normal are shared across
columns, which provides additional information to
constrain the concentration parameters of newly-
created columns. We then use Metropolis-Hastings
to sample the values of each αj , using the joint like-
lihood,

P (αj , x̄
(j) | µ, σ2) ∝

exp(−(logαj − µ)2)α
kj

j Γ(αj)

2σ2Γ(nj + αj)
,

where x̄(j) is column j of the inferred table, nj is
the number of specified entries in column j of the
table x̄ and kj is the number of unique entries in
the column; see Rasmussen (2000) for a derivation.
After repeatedly sampling several values of αj for
each column in the table, we update µ and σ2 to their
maximum-likelihood estimates.

5 Temporal Prominence

Andy Warhol predicted, “in the future, everyone will
be world-famous for fifteen minutes.” A model of
temporal dynamics that accounts for the fleeting and
fickle nature of fame might yield better performance
for transient entities, like Joe the Plumber. Among
several alternatives for modeling temporal dynamics
in latent variable models, we choose a simple non-
parametric approach: the recurrent Chinese restau-
rant process (RCRP; Ahmed and Xing, 2008). The
core idea of the RCRP is that time is partitioned into
epochs, with a unique Chinese restaurant process in
each epoch. Each CRP has a prior which takes the
form of pseudo-counts computed from the counts in
previous epochs. We employ the simplest version of
the RCRP, a first-order Markov model in which the
prior for epoch t is equal to the vector of counts for
epoch t− 1:
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P (r(t)
m = i|r(t)

1...m−1, r
(t−1), ηr) ∝{

N(r
(t)
1...m−1 = i) + N(r(t−1) = i), if > 0;

ηr, otherwise.
(8)

The count of row i in epoch t − 1 is written
N(r(t−1) = i); the count in epoch t for mentions
1 to m − 1 is written N(r

(t)
1...m−1 = i). As before,

we can apply exchangeability to treat each mention
as the last in the epoch, so during inference we can
replace this with the count N(r

(t)
−m). Note that there

is zero probability of drawing an entity that has no
counts in epochs t or t − 1 but exists in some other
epoch; the probability mass ηr is reserved for draw-
ing a new entity, and the chance of this matching
some existing entity from another epoch is vanish-
ingly small.

During Gibbs sampling, we also need to consider
the effect of r(t)m on the subsequent epoch t + 1.
While space does not permit a derivation, the result-
ing probability is proportional to

P (r(t+1)|r(t)
−m, r

(t)
m = i, ηr) ∝

1 if N(r(t+1) = i) = 0,
N(r(t+1)=i)

ηr
if N(r

(t)
−m = i) = 0,

1 + N(r(t+1)=i)

N(r
(t)
−m=i)

if N(r
(t)
−m = i) > 0.

(9)

This favors entities which are frequent in epoch
t+ 1 but infrequent in epoch t.

The move to a recurrent Chinese restaurant pro-
cess does not affect the sampling equations for the
columns c, nor the concentration parameters of the
table, α. The only part of the inference procedure
that needs to be changed is the optimization of the
hyperparameter ηr; the log-likelihood is now the
sum across all epochs, and each epoch makes a con-
tribution to the gradient.

6 Evaluation Setup

Our model jointly performs three tasks: identifying
a set of entities, discovering the set of fields, and
matching mention strings with the entities and fields
to which they refer. We are aware of no prior work
that performs these tasks jointly, nor any dataset that

is annotated for all three tasks.2 Consequently, we
focus our quantitative evaluation on what we take to
be the most important subtask: identifying the enti-
ties which are mentioned in raw text. We annotate
a new dataset of blog text for this purpose, and de-
sign precision and recall metrics to reward systems
that recover as much of the reference set as possi-
ble, while avoiding spurious entities and fields. We
also perform a qualitative analysis, noting the areas
where our method outperforms string matching ap-
proaches, and where there is need for further im-
provement.

Data Evaluation was performed on a corpus
of blogs describing United States politics in
2008 (Eisenstein and Xing, 2010). We ran the Stan-
ford Named Entity Recognition system (Finkel et
al., 2005) to obtain a set of 25,000 candidate men-
tions which the system judged to be names of peo-
ple. We then pruned strings that appeared fewer than
four times and eliminated strings with more than
seven tokens (these were usually errors). The result-
ing dataset has 19,247 mentions comprising 45,466
word tokens, and 813 unique mention strings.

Gold standard We develop a reference set of 100
entities for evaluation. This set was created by sort-
ing the unique name strings in the training set by fre-
quency, and manually merging strings that reference
the same entity. We also manually discarded strings
from the reference set if they resulted from errors in
the preprocessing pipeline (tokenization and named
entity recognition). Each entity is represented by
the set of all word tokens that appear in its refer-
ences; there are a total of 231 tokens for the 100 en-
tities. Most entities only include first and last names,
though the most frequent entities have many more:
for example, the entity Barack Obama has known
names: {Barack, Obama, Sen., Mr.}.

Metrics We evaluate the recall and precision of
a system’s response set by matching against the
reference set. The first step is to create a bipar-
tite matching between response and reference enti-
ties.3 Using a cost function that quantifies the sim-

2Recent work exploiting Wikipedia disambiguation pages
for evaluating cross-document coreference suggests an appeal-
ing alternative for future work (Singh et al., 2011).

3Bipartite matchings are typical in information extraction
evaluation metrics (e.g., Doddington et al., 2004).
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ilarity of response and reference entities, we opti-
mize the matching using the Kuhn-Munkres algo-
rithm (Kuhn, 1955). For recall, the cost function
counts the number of shared word tokens, divided
by the number of word tokens in the reference enti-
ties; the recall is one minus the average cost of the
best matching (with a cost of one for reference enti-
ties that are not matched, and no cost for unmatched
response entities). Precision is computed identically,
but we normalize by the number of word tokens in
the response entity. Precision assigns a penalty of
one to unmatched response entities and no penalty
for unmatched reference entities.

Note that this metric grossly underrates the preci-
sion of all systems: the reference set is limited to 100
entities, but it is clear that our text mentions many
other people. This is harsh but fair: all systems are
penalized equally for identifying entities that are not
present in the reference set, and the ideal system will
recover the fifty reference entities (thus maximizing
recall) while keeping the table as compact as possi-
ble (thus maximizing precision). However, the raw
precision values have little meaning outside the con-
text of a direct comparison under identical experi-
mental conditions.

Systems The initial seed set for our system con-
sists of a partial annotation of five entities (Table 1)
— larger seed sets did not improve performance. We
run the inference procedure described in the previ-
ous section for 20,000 iterations, and then obtain a
final database by taking the intersection of the in-
ferred tables x̄ obtained at every 100 iterations, start-
ing with iteration 15,000. To account for variance
across Markov chains, we perform three different
runs. We evaluate a non-temporal version of our
model (as described in Sections 3 and 4), and a tem-
poral version with 5 epochs. For the non-temporal
version, a non-parallel C implementation had a wall
clock sampling time of roughly 16 hours; the tem-
poral version required 24 hours.

We compare against a baseline that incrementally
clusters strings into entities using a string edit dis-
tance metric, based on the work of Elmacioglu et
al. (2007). Starting from a configuration in which
each unique string forms its own cluster, we incre-
mentally merge clusters using the single-link crite-
rion, based on the minimum Jaccard edit distance

0.2 0.3 0.4 0.5 0.6 0.7
0

0.1

0.2

0.3

recall

p
re

c
is

io
n

 

 

baseline

atemporal model

temporal model

Figure 2: The precision and recall of our models, as com-
pared to the curve defined by the incremental clustering
baseline. Each point indicates a unique sampling run.

Bill Clinton Benazir Bhutto
Nancy Pelosi Speaker
John Kerry Sen. Roberts

Martin King Dr. Jr. Luther
Bill Nelson

Table 2: A subset of the entity database discovered by
our model, hand selected to show highlight interesting
success and failure cases.

between each pair of clusters. This yields a series of
outputs that move along the precision-recall curve,
with precision increasing as the clusters encompass
more strings. There is prior work on heuristics for
selecting a stopping point, but we compare our re-
sults against the entire precision-recall curve (Man-
ning et al., 2008).

7 Results

The results of our evaluation are shown in Figure 2.
All sampling runs from our models lie well beyond
the precision-recall curve defined by the baseline
system, demonstrating the ability to achieve reason-
able recall with a far more compact database. The
baseline system can achieve nearly perfect recall by
creating one entity per unique string, but as it merges
strings to improve precision, its recall suffers sig-
nificantly. As noted above, perfect precision is not
possible on this task, because the reference set cov-
ers only a subset of the entities that appear in the
data. However, the numbers do measure the ability
to recover the reference entities in the most compact
table possible, allowing a quantitative comparison of
our models and the baseline approach.
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Table 2 shows a database identified by the atem-
poral version of our model. The most densely-
populated columns in the table correspond to well-
defined name parts: columns 1 and 2 are almost
exclusively populated with first and last names re-
spectively, and column 3 is mainly populated by ti-
tles. The remaining columns are more of a grab
bag. Column 4 correctly captures Jr. for Martin
Luther King; column 5 correctly captures Luther,
but mistakenly contains Roberts (thus merging the
John Kerry and John Roberts entities), and Bhutto
(thus helping to merge the Bill Clinton and Benazir
Bhutto entities).

The model successfully distinguishes some, but
not all, of the entities that share tokens. For example,
the model separates Bill Clinton from Bill Nelson;
it also separates John McCain from John Kerry
(whom it mistakenly merges with John Roberts).
The ability to distinguish individuals who share first
names is due in part to the model attributing a low
concentration parameter to first names, meaning that
some repetition in the first name column is expected.
The model correctly identifies several titles and al-
ternative names, including the rare title Speaker for
Nancy Pelosi; however, it misses others, such as the
Senator title for Bill Nelson. This may be due in
part to the sample merging procedure used to gener-
ate this table, which requires that a cell contain the
same value in at least 80% of the samples.

Many errors may be attributed to slow mixing.
After mistakenly merging Bhutto and Clinton at
an early stage, the Gibbs sampler — which treats
each mention independently — is unable to sep-
arate them. Given that several other mentions of
Bhutto are already in the row occupied by Clin-
ton, the overall likelihood would benefit little from
creating a new row for a single mention, though
moving all such mentions simultaneously would re-
sult in an improvement. Larger scale Metropolis-
Hastings moves, such as split-merge or type-based
sampling (Liang et al., 2010) may help.

8 Related Work

Information Extraction A tradition of research
in information extraction focuses on processing raw
text to fill in the fields of manually-defined tem-
plates, thus populating databases of events or re-

lations (McNamee and Dang, 2009). While early
approaches focused on surface-level methods such
as wrapper induction (Kushmerick et al., 1997),
more recent work in this area includes Bayesian
nonparametrics to select the number of rows in the
database (Haghighi and Klein, 2010a). However,
even in such nonparametric work, the form of the
template and the number of slots are fixed in ad-
vance. Our approach differs in that the number of
fields and their meaning is learned from data. Recent
work by Chambers and Jurafsky (2011) approaches
a related problem, applying agglomerative cluster-
ing over sentences to detect events, and then clus-
tering syntactic constituents to induce the relevant
fields of each event entity. As described in Section 6,
our method performs well against an agglomerative
clustering baseline, though a more comprehensive
comparison of the two approaches is an important
step for future work.

Name Segmentation and Structure A related
stream of research focuses specifically on names:
identifying them in raw text, discovering their struc-
ture, and matching names that refer to the same en-
tity. We do not undertake the problem of named en-
tity recognition (Tjong Kim Sang, 2002), but rather
apply an existing NER system as a preprocessing
step (Finkel et al., 2005). Typical NER systems
do not attempt to discover the internal structure of
names or a database of canonical names, although
they often use prefabricated “gazetteers” of names
and name parts as features to improve performance
(Borthwick et al., 1998; Sarawagi and Cohen, 2005).

Charniak (2001) shows that it is possible to learn a
model of name structure, either by using coreference
information as labeled data, or by leveraging a small
set of hand-crafted constraints. Elsner et al. (2009)
develop a nonparametric Bayesian model of name
structure using adaptor grammars, which they use to
distinguish types of names (e.g., people, places, and
organizations). Li et al. (2004) use a set of manually-
crafted “transformations” of name parts to build a
model of how a name might be rendered in multi-
ple different ways. While each of these approaches
bears on one or more facets of the problem that we
consider here, none provides a holistic treatment of
name disambiguation and structure.
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Resolving Mentions to Entities The problem of
resolving mentions to entities has been approach
from a variety of different perspectives. There is
an extensive literature on probabilistic record link-
age, in which database records are compared to de-
termine if they are likely to have the same real-world
referents (e.g., Felligi and Sunter, 1969; Bilenko
et al., 2003). Most approaches focus on pairwise
assessments of whether two records are the same,
whereas our method attempts to infer a single coher-
ent model of the underlying relational data. Some
more recent work in record linkage has explicitly
formulated the task of inferring a latent relational
model of a set of observed datasets (e.g., Cohen
et al., 2000; Pasula et al., 2002; Bhattacharya and
Getoor, 2007); however, to our knowledge, these
prior models have all exploited some predefined
database schema (i.e., set of columns), which our
model does not require. Many of these prior mod-
els have been applied to bibliographic data, where
different conventions and abbreviations lead to im-
perfect matches in different references to the same
publication. In our task, we consider name mentions
in raw text; such mentions are short, and may not
offer as many redundant clues for linkage as biblio-
graphic references.

In natural language processing, coreference res-
olution is the task of grouping entity mentions
(strings), in one or more documents, based on their
common referents in the world. Although much of
coreference resolution has on the single document
setting, there has been some recent work on cross-
document coreference resolution (Li et al., 2004;
Haghighi and Klein, 2007; Poon and Domingos,
2008; Singh et al., 2011). The problem we consider
is related to cross-document coreference, although
we take on the additional challenge of providing
a canonicalized name for each referent (the corre-
sponding table row), and in inferring a structured
representation of entity names (the table columns).
For this reason, our evaluation focuses on the in-
duced table of entities, rather than the clustering of
mention strings. The best coreference systems de-
pend on carefully crafted, problem-specific linguis-
tic features (Bengtson and Roth, 2008) and exter-
nal knowledge (Haghighi and Klein, 2010b). Future
work might consider how to exploit such features for
the more holistic information extraction setting.

9 Conclusion

This paper presents a Bayesian nonparametric ap-
proach to recover structured records from text. Us-
ing only a small set of prototype records, we are able
to recover an accurate table that jointly identifies en-
tities and internal name structure. In our view, the
main advantage of a Bayesian approach compared
to more heuristic alternatives is that it facilitates in-
corporation of additional information sources when
available. In this paper, we have considered one
such additional source, incorporating temporal con-
text using the recurrent Chinese restaurant process.

We envision enhancing the model in several other
respects. One promising direction is the incorpo-
ration of name structure, which could be captured
using a first-order Markov model of the transitions
between name parts. In the nonparametric setting,
a transition matrix is unbounded along both dimen-
sions, and this can be handled by a hierarchical
Dirichlet process (HDP; Teh et al 2006).4 We en-
vision other potential applications of the HDP: for
example, learning “topics” of entities which tend to
appear together (i.e., given a mention of Mahmoud
Abbas in the American press, a mention of Ben-
jamin Netanyahu is likely), and handling document-
specific burstiness (i.e., given that an entity is men-
tioned once in a document, it is much more likely
to be mentioned again). Finally, we would like
to incorporate lexical context from the sentences in
which each entity is mentioned, which might help to
distinguish, say, computer science researchers who
share names with former defense secretaries or pro-
fessional basketball players.
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Abstract

Cross-Lingual Lexical Substitution (CLLS) is
the task that aims at providing for a target
word in context, several alternative substitute
words in another language. The proposed
sets of translations may come from external
resources or be extracted from textual data.
In this paper, we apply for the first time an
unsupervised cross-lingual WSD method to
this task. The method exploits the results of
a cross-lingual word sense induction method
that identifies the senses of words by cluster-
ing their translations according to their seman-
tic similarity. We evaluate the impact of using
clustering information for CLLS by applying
the WSD method to the SemEval-2010 CLLS
data set. Our system performs better on the
’out-of-ten’ measure than the systems that par-
ticipated in the SemEval task, and is ranked
medium on the other measures. We analyze
the results of this evaluation and discuss av-
enues for a better overall integration of unsu-
pervised sense clustering in this setting.

1 Introduction

Lexical Substitution (LS) aims at providing alterna-
tive substitute words (or phrases) for a target word
in context, a process useful for monolingual tasks
such as paraphrasing and textual entailment (Mc-
Carthy and Navigli, 2009). Its multilingual coun-
terpart, Cross-Lingual Lexical Substitution (CLLS),
aims at finding for a target word in context, alter-
native substitute words in another language. CLLS
systems may assist human translators and language
learners, while their output may constitute the in-

put to cross-language Information Retrieval and Ma-
chine Translation (MT) systems (Sinha et al., 2009;
Mihalcea et al., 2010).

The multilingual context in which CLLS is per-
formed permits to override some issues common to
monolingual semantic processing tasks, such as the
selection of an adequate sense inventory and the def-
inition of the granularity of the semantic descrip-
tions. In a multilingual context, word senses can be
easily identified using their translations in other lan-
guages (Resnik and Yarowsky, 2000). Although this
conception of senses presents some theoretical and
practical drawbacks, it provides a standard criterion
for sense delimitation which explains its wide adop-
tion in recent works on multilingual Word Sense
Disambiguation (WSD) and WSD in MT (Carpuat
and Wu, 2007; Ng and Chan, 2007).

In this paper, we explain how semantic clustering
may provide answers to some of the issues posed
by the traditional cross-lingual sense induction ap-
proach, and how it can be efficiently exploited for
CLLS. Given that existing CLLS systems rely on
predefined semantic resources, we show, for the first
time, that CLLS can be performed in a fully un-
supervised manner. The paper is organized as fol-
lows: in the next section, we present some argu-
ments towards unsupervised clustering for cross-
lingual sense induction. The clustering method used
is presented in section 3. Section 4 describes the
SemEval-2010 CLLS task, and section 5 presents
the cross-lingual WSD method used for CLLS. In
section 6, we proceed to a detailed analysis of the
obtained results, before concluding with some av-
enues for future work.
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2 Cross-lingual sense induction

2.1 Related work

Word sense induction (WSI) methods offer an alter-
native to the use of predefined semantic resources
for NLP. They automatically define the senses of
words from textual data and may adapt the obtained
descriptions to the WSD needs of specific applica-
tions. In a monolingual context, WSI is performed
by exploiting more or less refined distributional in-
formation (Navigli, 2009), while in a multilingual
context WSI is mostly based on translation informa-
tion. In this setting, the senses of words in one lan-
guage are identified by their translations in another
language, usually found in a parallel corpus (Resnik
and Yarowsky, 2000).

This empirical approach to sense induction of-
fers a standard criterion for sense delimitation and,
consequently, dissociates WSD from semantic theo-
ries and predefined semantic inventories. Moreover,
by establishing semantic distinctions pertinent for
translation between the implicated languages, it al-
lows to tune sense induction to the needs of multilin-
gual applications. It has thus been widely adopted in
works on multilingual WSD and WSD in MT, where
senses are derived from parallel data (Diab, 2003;
Ide, 1999; Ide et al., 2002; Ng et al., 2003; Chan et
al., 2007; Carpuat and Wu, 2007). By linking WSD
and its evaluation to translation, this hypothesis also
offers a solution to the problem of non-conformity
of monolingual WSD methods in this setting.

Nevertheless, the assumption of biunivocal (’one-
to-one’) correspondences between senses and trans-
lations is rather simplistic. One word sense may be
translated by different synonymous words in another
language, whose relatedness should be considered
during sense induction. Furthermore, this approach
does not permit to account for cases of parallel am-
biguities (Resnik, 2007), and cases where the senses
of a word share some of their translations (Sinha et
al., 2009). Additional problems arise at the practical
level as the induced senses are uniform and, so, the
constraints used during WSD for selecting between
close and distant senses are similar. Furthermore,
when WSD coincides with lexical selection in MT,
the selection of a translation different from the refer-
ence is considered as wrong even if it is semantically
correct. So, this conception of senses does not per-

mit to penalize WSD errors relatively to their impor-
tance (Resnik and Yarowsky, 2000), unless semantic
resources are used to identify semantic correspon-
dences.

2.2 Cross-lingual sense clustering

Instead of using translations as straightforward
sense indicators, it is possible to perform a more
thorough semantic analysis during cross-lingual
WSI by combining distributional and translation in-
formation. The sense clustering method proposed by
Apidianaki (2008) identifies complex semantic re-
lations between word senses and their translations.
The method is based on the contextual hypothe-
ses of meaning and of semantic similarity (Harris,
1954; Miller and Charles, 1991), which underlie
monolingual WSI methods, and is combined to the
assumption of a semantic correspondence between
words and their translations in real texts (Chester-
man, 1998). Following these hypotheses, informa-
tion coming from the source contexts of a target
word when translated with a precise translation in
a parallel corpus, is used to reveal the senses carried
by the translation. Furthermore, the similarity of the
source contexts reveals the semantic relatedness of
the translations.

This cross-lingual WSI method groups the seman-
tically similar translations of ambiguous words into
clusters that serve to describe their senses instead
of the individual translations. For instance, the tra-
ditional cross-lingual WSI approach would propose
three senses for the English nouncoach, correspond-
ing to each of its Spanish translations:entrenador,
autocarandautob́us.1 However, this solution is not
sound given that the translationsautocar and au-
tobús are semantically related and do not lexical-
ize distinct senses of the English word, as is the
case withentrenador. Sense clustering permits to
estimate the semantic similarity of the translations
and to not consider synonymous translations as in-
dicators of distinct senses. Consequently, the En-
glish wordcoachhas two senses after sense cluster-
ing: one described by the cluster{autocar, autob́us}
(the ”bus” sense) and one described by the cluster
{entrenador} (the ”trainer” sense). In the automat-

1This set of translations was extracted from the word aligned
Europarl corpus (Koehn, 2005) after applying a set of filtersthat
will be described in section 3.
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ically built bilingual inventories, the senses of the
words in one language are thus described by clus-
ters of their translations in another language.

2.3 Applications

This type of sense clustering has proved to be use-
ful in various application settings. When exploited
in cross-lingual WSD, it permits to assign ’sense-
tags’ containing several semantically correct trans-
lations to new instances of words in context (Apid-
ianaki, 2009). Moreover, the use of clustering in-
formation during evaluation allows for a differing
penalization of WSD errors. In an MT evaluation
setting, sense clusters have been integrated into an
MT evaluation metric (METEOR) (Lavie and Agar-
wal, 2007) and brought about an increase of the met-
ric’s correlation with human judgments of transla-
tion quality in different languages (Apidianaki and
He, 2010). The use of sense clusters in this set-
ting permits to identify semantic correspondences
between translations and hypotheses, and to circum-
vent the strict requirement for exact surface corre-
spondences, one of the main critics addressed to MT
evaluation metrics. The same notion of sense clus-
ters has been adopted in the most recent SemEval
Cross-Lingual WSD task (Lefever and Hoste, 2010).
Instead of considering translations as indicators of
distinct senses, as was the case in previous tasks, the
senses of a small number of ambiguous words were
described by manually created clusters of transla-
tions.

We consider that the sense cluster inventories cre-
ated by the unsupervised WSI method proposed by
Apidianaki (2008) would be useful in other applica-
tive contexts as well and, especially, in CLLS. In
unsupervised cross-lingual WSD, the clusters con-
stitute the candidate senses from which one has to
be selected for each new instance of the words in
context. So, when an instance of a word is dis-
ambiguated, a cluster of semantically related trans-
lations is selected on the basis of the source con-
text describing its sense. This is exactly the goal
of CLLS, as described in the relevant task set up
in SemEval-2010, where the systems had to provide
for instances of words in context, several possible
translations in another language (Sinha et al., 2009;
Mihalcea et al., 2010). It seems thus that CLLS con-
stitutes a suitable field for exploiting this sense clus-

tering method and, in what follows, we will try to
evaluate this assumption.

3 Unsupervised clustering for sense
induction

3.1 Bilingual lexicons

The SemEval-2010 CLLS task concerned the pair
of languages English (EN) - Spanish (SP). In or-
der to apply our cross-lingual WSD method to the
data of the SemEval-2010 CLLS task, an EN-SP
sense cluster inventory had first to be built where
the senses of English words would be described by
clusters of their Spanish translations. The training
corpus used for building the sense cluster inventory
is the SP-EN part of Europarl (release v5), which
contains 1,689,850 aligned sentence pairs (Koehn,
2005). Before clustering, some preprocessing steps
are performed. First, the corpus is lemmatized and
tagged by POS (Schmid, 1994). Then sentence pairs
presenting a great difference in length (i.e cases
where one sentence is three times longer than the
other) are eliminated and the corpus is aligned at
the level of word types using Giza++ (Och and Ney,
2003).

Two bilingual lexicons of content words are built
from the alignment results, one for each translation
direction (EN-SP/SP-EN). In the entries of these lex-
icons, source words are associated with the transla-
tions to which they are aligned. As these lexicons
are automatically created, they contain some noise
mainly due to spurious word alignments. In order to
eliminate erroneous translation correspondences, we
first apply a filter which discards translations with
a probability below 0.001 (according to the scores
assigned during word alignment). Then an intersec-
tion filter is applied which discards correspondences
not found in lexicons of both directions. Finally, the
two lexicons are filtered by POS, keeping for eachw
only its translations that pertain to the same POS cat-
egory.2 The translations of a word (w) used for clus-
tering are the ones that translatewat least 20 times in
the training corpus. This frequency threshold leaves
out some translations of the source words but has
a double merit: it eliminates erroneous translations

2For instance, for English nouns we retain their noun trans-
lations in Spanish; for verbs, we keep verbs, etc.
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and reduces data sparseness issues which pose prob-
lems in distributional semantic analysis.

3.2 Clustering based on semantic similarity

The semantic clustering is performed in the target
language by using source language feature vectors.
Each translation of a wordw is characterized by
a vector built from the content words that cooccur
with w whenever it is translated by this word in
the aligned sentences of the training corpus.3 The
vector similarity is calculated using a variation of
the Weighted Jaccard measure (Grefenstette, 1994)
which weighs each source context feature according
to its relevance for the estimation of the translations
similarity.

The input of the similarity calculation consists of
the frequency lists ofw’s translations. The score as-
signed to a pair of translations indicates their degree
of similarity. Each feature (j) gets atotal weight(tw)
relatively to a translation (i), which corresponds to
the product of itsglobal (gw) and its local weight
(lw) with this translation. Thegw is based on the dis-
persion ofj in the contexts ofw, and on its frequency
of cooccurrence (cooc freq) with w when translated
by eachi (cf. formula 1). So, it depends on the num-
ber of translations with whichj is related (nrels) and
on its probability of cooccurrence with each one of
them (cf. formula 2). Thelocal weight(lw) between
j and i depends on their frequency of cooccurrence
(cf. formula 3).

gw(j) = 1 −

∑
i pij log(pij)

nrels
(1)

pij =
cooc freq of j with i

|js| for i
(2)

lw(j, i) = log(cooc freq of j with i) (3)

The Weighted Jaccard (WJ) coefficient of two trans-
lationsm andn is given by formula 4.

WJ(m,n) =

∑
j min(tw(m, j)tw(n, j))

∑
j max(tw(m, j)tw(n, j))

(4)

The pairwise similarity of the translations is thus es-
timated by comparing the corresponding weighted

3We use a stoplist of English function words (conjunctions,
prepositions and articles) that may be erroneously tagged as
content words.

source feature vectors. A similarity score is assigned
to each pair of translations and stored in a table that
is being looked up by the clustering algorithm. The
pertinence of the relation of each translation pair is
estimated by comparing its score to a threshold de-
fined locally for eachw by the following iterative
procedure.

1. The initial threshold (T) corresponds to the mean of
the scores (above 0) of the translation pairs ofw.

2. The set of translations is segmented into pairs
whose score exceeds the threshold and pairs whose
score is inferior to the threshold, creating two sets
(G1, G2).

3. The average of each set is computed (m1= average
value of G1,m2= average value of G2).

4. A new threshold is created that is the average ofm1
andm2(T = (m1 + m2)/2).

5. Go back to step 2, now using the new threshold
computed in step 4, keep repeating until conver-
gence has been reached.

The clustering algorithm groups the translations
by exploiting the similarity calculation results. The
condition for a translation to be included in a cluster
is to have pertinent relations with all the elements
already in the cluster. The clustering stops when all
the translations ofw are included in some cluster and
all their relations have been checked. All the ele-
ments of the final clusters are linked to each other by
pertinent relations. The translations not having any
strong relations to other translations are included in
separate one-element clusters.

3.3 The EN-SP sense cluster inventory

In the obtained semantic inventory, the senses of
each English word are described by clusters of its
semantically similar translations in Spanish.4 Some
entries from the EN-SP sense cluster inventory are
presented in Table 1. We provide examples for
words of different POS (nouns, verbs, adjectives and
adverbs) and with varying degrees of polysemy. The

4The inventory contains entries for all English content words
in the corpus. Here, we focus on the target words used in the
CLLS task.
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POS EN word # SP Ts # occ Sense clusters

Nouns
coach 3 265 {entrenador}{autocar, autobús}

test 11 3162

{prueba, ensayo, examen} {experimento, análisis, examen, ensayo}
{evaluación} {comprobación} {experimentación, ensayo, análisis, ex-
perimento} {inspección} {experimento, control, análisis, examen}
{experimentación, control, análisis, experimento} {criterio}

Verbs
drop 10 390

{disminuir, reducir, bajar, caer, descender} {retirar} {dejar, abandonar}
{lanzar}

check 5 1343 {examinar} {revisar} {controlar, verificar, comprobar}

Adjs
heavy 7 448

{elevado, fuerte, grave, grande}{elevado, enorme}{grave, duro, fuerte,
grande} {grave, alto, elevado}

open 6 6286
{público, libre, transparente} {público, franco, transparente} {abierto}
{sincero, franco}

Advs
around 5 742 {alrededores}{casi, aproximadamente, cerca}{menos}

now 9 33662
{aquı́, actualmente, hoy, ahora bien} {actualmente, ahora, hoy}
{entretanto, aquı́, ahora bien} {de momento}, {adelante}, {por ahora, en-
tretanto}

Table 1:Entries from the EN-SP sense cluster inventory.

third column of the table gives the number of Span-
ish words (SPTs) translating more than 20 occur-
rences of the English words in the corpus and re-
tained for clustering. This threshold ensures that
the words being clustered are good translations of
the English words. The fourth column of the ta-
ble shows the number of English word occurrences
translated by the retained translations.

As is shown in these examples, the translations
of the English words are not considered as straight-
forward indicators of their senses but are grouped
into clusters describing senses. For instance, the
worddrop, which is translated by ten different words
into Spanish (disminuir, reducir, bajar, caer, descen-
der, retirar, dejar, abandonar, lanzar) is not con-
sidered as having ten distinct senses but four, de-
scribed by each cluster of translations:{disminuir,
reducir, bajar, caer, descender}: ”decrease, reduce”,
{retirar}: ”remove, withdraw”,{dejar, abandonar}:
”leave, abandon” and{lanzar}: ”launch”. The
obtained clusters group semantically similar words
which would be erroneously considered as indica-
tors of distinct senses by the traditional cross-lingual
sense induction method.

Another important point is that this algorithm
performs a soft clustering, highly adequate in this
setting. Given that the generated clusters de-
scribe senses, their overlaps describe the relations
between the corresponding senses. For instance,

the two senses of the wordtest described by the
clusters{experimentación, control, análisis, exper-
imento} and {experimento, control, análisis, exa-
men} share three elements and are closer than those
described by{experimentación, control, análisis,
experimento} and{evaluación}, which have no ele-
ment in common. The first two senses could also be
considered as nuances of a coarser sense (”examina-
tion / analysis”) that could be obtained by merging
the overlapping clusters. Capturing inter-sense re-
lations is important in lexical semantics and numer-
ous works have been criticized for just enumerating
word senses without describing their relations. Dis-
covering these links automatically, as is done with
this sense clustering method, permits to account for
differences in the status of senses during WSD and
its evaluation. It also offers the possibility to au-
tomatically modify the granularity of the obtained
senses according to the WSD needs of the applica-
tions. Moreover, when the sense cluster inventory
is used for cross-lingual WSD, it allows to capture
subtle relations between word usages in cases where
the senses of a word share some of their translations
but not all of them, an issue highlighted in the Se-
mEval CLLS task (Sinha et al., 2009) which will be
presented in the next section.
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4 The SemEval-2010 CLLS task

In the SemEval-2010 Cross-Lingual Lexical Substi-
tution task, annotators and systems had to provide
several alternative correct translations in Spanish for
English target words in context. Given a paragraph
containing an instance of an English target word, the
annotators had to find as many good substitute trans-
lations as possible for that word in Spanish. Unlike
a full-blown MT task, CLLS targets one word at a
time rather than an entire sentence. So, annotators
were asked to translate the target word and not en-
tire sentences. Moreover, they were asked to supply,
for each instance, as many translations as they felt
were valid and not just one translation, which would
be the case in MT.

The task of the participating systems was then to
predict the translations provided by the annotators
for each target word instance. By analyzing the con-
text of the English target word instances, the sys-
tems had to provide for each instance, several cor-
rect Spanish translations which should fit the given
source language context. The set of target words
in the SemEval CLLS task is composed of Nouns,
Verbs, Adjectives and Adverbs exhibiting a wide va-
riety of substitutes. The annotators were allowed to
use any resources they wanted to in order to supply
substitutes for instances of the English target words.
So, instances of the target words in context were
tagged by sets of Spanish translations.5 The inter-
annotator agreement for this task was calculated as
pairwise agreement between sets of substitutes from
annotators and corresponds to 0.2777.

The sets of translations provided for different in-
stances of a target word could overlap in different
degrees, depending on the meaning of the instances.
These overlaps reveal subtle relations between word
usages in cases where they share some of their trans-
lations but not all of them (Sinha et al., 2009). This
also shows the absence of clear divisions between
usages and senses: usages overlap to different ex-
tents without having identical translations. Although
no clustering of translations from a specific resource
into senses was performed for this task, the interest
of examining the possibility of clustering the transla-

5The average numbers of substitutes provided by the anno-
tators for words of different POS are: 4.47 for nouns, 5.2 for
verbs, 4.99 for adjectives and 4.77 for adverbs.

tions provided by the annotators is highlighted (Mi-
halcea et al., 2010).

5 Cross-lingual WSD

The source language features that revealed the sim-
ilarity of the translations and served to their cluster-
ing (cf. section 3) can be exploited by an unsuper-
vised WSD classifier (Apidianaki, 2009). In order
to disambiguate a new instance of an English word
w, cooccurrence information coming from its con-
text is compared to these feature sets and the clus-
ter that has the highest similarity with the new con-
text is selected. We adopt this WSD method in or-
der to exploit the sense clustering results and per-
form CLLS in an unsupervised manner. Instead of
comparing the new contexts to the features that are
common to all the translations in a cluster (i.e. the
intersection of their source language features), as is
done in the initial method, we compare them to the
features shared by each pair of translations. This in-
creases the coverage of the method, given that these
source features sets are larger than the ones contain-
ing the intersection of the features of all the clus-
tered translations. As the training corpus was lem-
matized and POS-tagged prior to building the fea-
ture vectors (only content word cooccurrences were
retained), the new contexts have to be lemmatized
and POS-tagged as well.

If common features (CFs) are found between the
new context and a translation pair, a score is as-
signed to this ’context-pair’ association which cor-
responds to the mean of the weights of the CFs rel-
atively to each translation of the pair. The weights
used here are the total weights (tws) that were as-
signed to the context features relatively to the trans-
lations during the semantic similarity calculation (cf.
section 3.2). In formula 5,i is equal to 2 (i.e. the
number of translations in the pair) andj is the num-
ber of CFs between the translation pair and the new
context.

If the highest-ranked translation pair is found in
just one sense cluster, this cluster is selected as de-
scribing the sense of the new instance. Otherwise,
if the translation pair is found in different clusters,
it is checked whether the CFs characterize the other
translations in these clusters (or some of them). If
this is the case, a score is assigned to each cluster
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Test instance WSD suggestion Gold annotation
test.n 1698 prueba;ensayo;examen; examen 4;prueba 4;test 1;

board.n 1781
consejo;bordo;junta;comité;cuenta;
administración;

junta directiva 2;consejo 2;mesa directiva 1;junta
1;junta de ayuda 1;directiva 1;comite 1;comision 1;

drop.v 1288 bajar;disminuir;reducir;caer;descender
dejar caer 2;tirar 1;arrojar 1;lanzar 1;soltar 1;dejar
1;bajar 1;

check.v 851 comprobar;controlar;verificar;
verificar 3;checar 2;confirmar 1;anotar 1;rectificar
1;revisar 1;comprobar 1;

yet.r 1766 todavı́a;aún;sin embargo; sin embargo 2;pero 2;no obstante 1;aun 1;todavia 1;

now.r 1019 hoy;aquı́;actualmente;ahora bien;
hoy 2;ahora 2;este momento 2;a partir 1;el presente
1;de aqui 1;

Table 2:Clusters suggested by the WSD method.

depending on the weights of the features with the
other translations, and the cluster with the highest
score is selected as describing the sense of the new
instance. The score is again calculated by formula 5
but this timei is equal to the number of translations
in the cluster having CFs with the new context.

score =

∑
i

∑
j tw(i, j)

i ∗ j
(5)

If no CFs are found using the translation pairs, the
WSD algorithm considers each translation’s feature
set separately (which is naturally larger than the fea-
ture sets of the translation pairs). If CFs exist, the
translation with the highest score is selected as well
as the cluster containing it. If the translation is
found in the intersection of different clusters, it is
checked whether the CFs characterize some of the
other translations found in the clusters. If this is the
case, a score is assigned to the clusters depending on
the weights of the features with the translations and
the cluster with the highest score is selected. The
cluster containing the translation pair with the high-
est similarity to the new context is retained as the
sense of the new instance. If no CFs are found in
this way neither, a most frequent sense heuristic is
used which selects the most frequent cluster (i.e. the
one assigned to most of the new instances ofw).

For the 1000 test instances in the SemEval CLLS
task, the WSD method proposes 625 clusters with
more than one element and 118 one element clus-
ters.6 The most frequent translation is suggested in

6262 clusters with two elements; 157 clusters with three; 73
with four; 64 with five; 69 clusters with more than five and less

210 cases while the most frequent cluster is chosen
in 43 cases. A cluster is chosen randomly only in
3 cases. In Table 2, we present some suggestions
made by the WSD method for target words of dif-
ferent POS (n: nouns, v: verbs, a: adjectives, r: ad-
verbs) and the corresponding gold standard (GS) an-
notations. For instance, the following occurrence of
the English nountest:

Entries typically identify the age or school grade lev-
els for which thetest is appropriate, as well as any
subtests.

is tagged by the Spanish cluster{prueba, examen,
ensayo} during WSD, which is close to the GS an-
notation{examen, prueba, test} and correctly de-
scribes its sense.

The first translation provided in the results is the
word of the cluster that translates most of the En-
glish target word instances in the corpus (and which
is duplicated in order to be reinforced during the
’out-of-ten’ evaluation, as we will explain in the next
section). We observe that this most frequent word,
although it is a correct translation (i.e. found in the
GS annotations), does not coincide with the annota-
tors’ first choice. This explains the evaluation results
that we present in the next section.

It is also important to note that the system sug-
gests not only translations that have been proposed
by the annotators, but also other semantically perti-
nent translations that were found in the training cor-
pus and which do not exist in the GS annotations.
This is the case, for instance, with the translation

than ten elements; 23 clusters with ten elements and 22 clusters
with more than ten elements.
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”controlar” of the verbcheckand the translation ”en-
sayo” proposed for the nountest. This shows that
the suggestions made by the WSD method greatly
depend on the corpus used for training.

6 Evaluation

6.1 The setting

We evaluate our method on the SemEval-2010
CLLS task test set. The metrics used for evalua-
tion are thebestand out-of-ten(oot) precision (P)
and recall (R) scores. In the SemEval task, the sys-
tems were allowed to supply as many translations as
they felt fit the context. These suggestions were then
given credit depending on the number of annotators
that had picked each translation. The credit was di-
vided by the number of annotator responses for the
item. For thebestscore, the credit for the system an-
swers for an item was also divided by the number of
answers provided by the system, which allows more
credit to be given to instances with less variation.

Theoot scorer allows up to ten system responses
and does not divide the credit attributed to each
answer by the number of system responses. This
scorer allows duplicates which means that systems
can get inflated scores (i.e.> 100), as the credit
for each item is not divided by the number of substi-
tutes and the frequency of each annotator response
is used. Allowing duplicates permits that the sys-
tems boost their scores with duplicates on transla-
tions with higher probability.7

Two baselines are used for evaluation: a
dictionary-based one (DICT), which contains the
Spanish translations of all target words provided by
an SP-EN dictionary, and a dictionary and corpus-
based one (DICTCORP), where the translations pro-
vided by the dictionary for a given target word are
ranked according to their frequencies in the Spanish
Wikipedia. In DICT, thebestbaseline is produced
by taking the first translation provided by the dic-
tionary while theoot baseline considers the first ten
translations.

6.2 Results

In order to evaluate our WSD method, we proceed as
follows. If the cluster selected by the WSD method

7The metrics used for evaluation are defined in Mihalcea et
al. (2010).

contains ten translations (or more), all the transla-
tions are given in theoot results. Otherwise, the
translations found in the cluster are proposed and the
most frequent translation is duplicated till reaching
ten elements. Forbest, we always retain the most
frequent translation of the selected cluster.

Our intuition was that the WSD method, which
assigns sense clusters (i.e. sets of semantically sim-
ilar and, more or less, substitutable translations),
would fit and perform well on theoot subtask of the
SemEval CLLS task. This is confirmed by the re-
sults presented in Table 3.8 Our method (denoted
by ’WSD’ in the table) outperforms the 14 systems
that participated in the CLLS task as well as the re-
call (R) and precision (P) baselines. It is important
to note that, contrary to our method which is totally
unsupervised, all the systems that participated in the
SemEval-2010 task used predefined resources. The
second ranked system (SWAT-E), for instance, per-
forms lexical substitution in English and then trans-
lates each substitute into Spanish using two prede-
fined bilingual dictionaries, while SWAT-S does the
inverse, performing lexical substitution in the trans-
lated text (Wicentowski et al., 2010).

Systems R P Mode R Mode P
WSD 180.10 186.25 56.52 58.44
SWAT-E 174.59 174.59 66.94 66.94
SWAT-S 97.98 97.98 79.01 79.01
UvT-v 58.91 58.91 62.96 62.96
UvT-g 55.29 55.29 73.94 73.94
DICT 44.04 44.04 73.53 73.53
DICTCORP 42.65 42.65 71.60 71.60

Table 3:oot results (%)

Another interesting point is that the sense cluster
inventory used by the cross-lingual WSD method is
derived from Europarl, which is the European Par-
liament Proceedings parallel corpus (Koehn, 2005).
Despite this fact, the WSD method that exploits
this inventory performs particularly well on this task
which concerns the semantic analysis and transla-
tion of words of general language. We would thus
expect the results to be even better if the sense induc-

8We report the results obtained by the highest-ranked sys-
tems in the SemEval-2010 CLLS task. The full table of results
can be found in Mihalcea et al. (2010).
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tion and the WSD method were trained on a bigger,
or more general, parallel corpus.

The mode recall and precision (Mode R and Mode
P) metrics evaluate the performance of the systems
in predicting the translation that was most frequently
selected by the annotators, provided that such a
translation extists. To identify the most frequent re-
sponse, we order the system responses according to
their frequency as translations of the target words in
the training corpus. The relatively low scores ob-
tained for the Mode R and Mode P metrics (com-
pared to R and P) are explained by the fact that the
most frequent translation in the training corpus does
not always correspond to the translation that was
most frequently selected by the annotators, although
it may be a good translation for the target word.

The same reason explains the weaker perfor-
mance of the method in thebestevaluation subtask
(cf. Table 4), where our system is ranked eighth
compared to the 14 systems that participated in the
task.9 Here too, thebesttranslation according to the
annotators does not correspond to the most frequent
translation in the corpus. This highlights the impact
that the relevance of the training corpus to the do-
mains of the processed texts has on unsupervised
CLLS.

Systems R P Mode R Mode P
UBA-T 27.15 27.15 57.20 57.20
USPWLV 26.81 26.81 58.85 58.85
WLVUSP 25.27 25.27 52.81 52.81
WSD 19.73 19.93 41.29 41.75
UBA-W 19.68 19.68 39.09 39.09
SWAT-S 18.87 18.87 36.63 36.63
IRST-1 15.38 22.16 33.47 45.95
TYO 8.39 8.62 14.95 15.31
DICT 24.34 24.34 50.34 50.34
DICTCORP 15.09 15.09 29.22 29.22

Table 4:best results (%)

Another important factor that has to be taken into
account is that the WSD method that we use is ori-
ented towards multilingual applications (more pre-
cisely MT). In these applications, it is possible to
filter the proposed sense clusters by reference to the

9We report some indicative results from thebestsubtask.
The full table of results can be found in Mihalcea et al. (2010).

target language context (for instance, by using a lan-
guage model) in order to retain the most adequate
translation. It is interesting to note that the systems
that perform better in thebestsubtask get relatively
low results in theoot subtask, and the inverse. This
is the case, for instance, for UBA-T (Basile and Se-
meraro, 2010), while Aziz and Specia (2010) clearly
specify that their main goal is to maximize the accu-
racy of their system (USPwlv) in choosing thebest
translation. A conclusion that can be drawn is that
each subtask has different requirements, which may
be satisfied by different types of methods.

In order to investigate other possible reasons be-
hind the different behavior of the WSD method in
the two evaluation subtasks, we performed the eval-
uation separately for each POS. The results are pre-
sented in Tables 5 and 6.

POS R P Mode R Mode P
Adjs 287.94 296.41 72.44 74.43
Nouns 127.01 141.65 37.78 42.29
Verbs 115.94 121.43 53.17 55.90
Advs 111.46 111.46 65.15 65.15

Table 5:oot results for different POS (%)

POS R P Mode R Mode P
Adjs 30.77 31.00 63.56 64.13
Nouns 14.61 16.29 25.78 28.86
Verbs 14.98 14.98 29.76 29.76
Advs 13.07 13.07 37.88 37.88

Table 6:best results for different POS (%)

In both theoot andbestevaluation subtasks, the
best scores are obtained for adjectives. Especially in
the bestsubtask, where the method seemed to per-
form worse than the other systems, the recall and
precision scores obtained for adjectives (with and
without mode) are higher than those obtained by the
highest-ranked system (cf. Table 4) and much higher
than the baselines. A more detailed look at the ob-
tained results proved that the most frequent transla-
tion of the English adjectives in our training corpus –
proposed in thebestevaluation subtask and empha-
sized in theoot subtask – is often the most frequent
translation proposed by the annotators. This is not
the case for the other POS, where the most frequent

21



translation in the corpus often does not correspond
to the annotators’ first choice. Furthermore, the
translation proposed by the system is not the same
as the most frequent translation of the word in the
general dictionary and the Spanish Wikipedia which
were used, respectively, for the DICT and DICT-
CORP baselines. Consequently, this issue could
probably be resolved if a more balanced corpus was
used for training the WSI and WSD methods.

7 Conclusions and future work

We have shown that Cross-Lingual Lexical Substi-
tution can be performed in a totally unsupervised
manner, if a parallel corpus is available. We applied
an unsupervised cross-lingual WSD method based
on semantic clustering to the SemEval-2010 CLLS
task. The method performs well compared to the
systems that participated in the task, which exploit
predefined lexico-semantic resources. It is ranked
first on theout-of-tenmeasure and medium on mea-
sures that concern the choice of thebesttranslation.
We wish to pursue this work and explore other ways
for selectingbesttranslations than solely relying on
frequency information. As unsupervised methods
heavily rely on the training data, it would also be
interesting to experiment with different corpora in
order to evaluate the impact of the type and the size
of the corpus on CLLS.

The sense clusters assigned to target word in-
stances during CLLS contain semantically similar
translations of these words, more or less substi-
tutable in the target language context. We consider
that it would be interesting to integrate target lan-
guage information in the CLLS decision process for
selectingbesttranslations. Given that MT is one of
the envisaged applications for this type of task, but
the use of a full-blown MT system would probably
mask system capabilities at a lexical level, a possi-
bility would be to exploit the CLLS system sugges-
tions in a simplified MT task such asword transla-
tion (Vickrey et al., 2005) orlexical selection(Apid-
ianaki, 2009), or in an MT evaluation context. This
would permit to estimate the usefulness of the sys-
tem suggestions in a specific application setting.
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Abstract

The unsupervised Data Oriented Parsing
(uDOP) approach has been repeatedly re-
ported to achieve state of the art perfor-
mance in experiments on parsing of dif-
ferent corpora. At the same time the ap-
proach is demanding both in computation
time and memory. This paper describes an
approach which decreases these demands.
First the problem is translated into the
generation of probabilistic bottom up tree
automata (pBTA). Then it is explained
how solving two standard problems for
these automata results in a reduction in
the size of the grammar. The reduction of
the grammar size by using efficient algo-
rithms for pBTAs is the main contribution
of this paper. Experiments suggest that
this leads to a reduction in grammar size
by a factor of 2. This paper also suggests
some extensions of the original uDOP al-
gorithm that are made possible or aided by
the use of tree automata.

1 Introduction

The approaches to unsupervised parsing given
by Bod (2006a,2006b,2007) are all based on us-
ing all possible subtrees over a training corpus.
This means that a great number of subtrees has
to be represented. For every sentence the num-
ber of binary trees that can be proposed for that
sentence1 is given by the Catalan number of the
length of the sentence. The number of subtrees

Acknowledgments: The author would like to
thank Amit Kirschbaum, Robert Remus, Anna Janska
and the anonymus reviewers for their remarks.

1Only a single nonterminal X is used

for a tree in this set is exponential with respect
to the length of the sentence.

In Bod (2007) a packed representation for
all subtrees was proposed that is based on a
technique for supervised Data Oriented Parsing
(DOP) given in Goodman (2003). This paper
aims to relate the problem of representing an
estimate for all subtrees over a corpus to the
field of tree automata (Fülöp and Vogler, 2009).
With this step it will be possible to reduce the
size of the packed representation of the subtrees
even further. This newly formulated approach
will also consider working with partially brack-
eted corpora.

The next step in this paper will be a short
discussion of uDOP. Then the necessary termi-
nology is introduced. The reduction approach
of this paper is given in section 4. In the final
section it will be discussed how the step to tree
automata creates additional possibilities to in-
fluence the final estimate produced by the uDOP
estimator. In section 5 some evaluation results
will be given for the decrease in grammar size
that can be achieved by the techniques presented
here.

2 A Short Discussion of uDOP

The unsupervised Data Oriented Parsing
(uDOP) approach (Bod 2006a,2006b,2007) is
defined by two steps. The first step is proposing
every binary parse tree for each sentence in the
corpus. This is followed by adding any subtree
that occurs in the trees to the grammar as a
possible derivation step. Since binary trees have
more subtrees than nonbinary trees, the binary
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john

X

X

X X

sees jim

(a) A possible tree pro-
posed over a corpus
sentence

X

X X

sees

(b) another pos-
sible subtree

Figure 1: an example for the uDOP approach

ones would always be the parses the approach
prefers. Therefore the uDOP approach only uses
the binary trees. The only nonterminal used is
a new symbol usually refered to as ‘X’.

The second step is estimation. For each sub-
tree the number of occurrences in the proposed
trees is counted. This number is divided by the
sum of all occurrences of subtrees starting with
the same nonterminal, which allows to derive a
probability distribution over all trees.

If one takes the sentence ‘john sees jim’, one
tree that can be proposed is shown in Figure
1(a). Then one possible subtree is shown in Fig-
ure 1(b). The subtree in Figure 1(b) would oc-
cur twice among the parses for the sentence ‘jim
sees the french guest’, since there are two pos-
sible binary parses with the nonterminal ‘X’ for
the substring ‘the french guest’. One is given by

X(X(X(the)X(french))X(guest)) (1)

the other is given by:

X(X(the)X(X(french)X(guest))) (2)

In this paper a small extension of the original
uDOP algorithm is considered. The idea is well
known from Pereira and Schabes (1992). The
extension is assuming that the corpus may con-
sist of partial parses. The algorithm is changed
so that for every partial tree all binary trees that
are completions of the partial tree are proposed.
Labels for the constituents in the partial tree are

kept. Only a single nonterminal is used for the
completions.

Take for example the sentence ‘john sees the
reporter’. If one is confident that ‘the reporter’
is a constituent of the type NP then the corpus
entry would be:

X(X(john)X(sees)NP (X(the)X(reporter)))
(3)

This entry has two completions, the first one
is given by:

X(X(X(john)X(sees))NP (X(the)X(reporter)))
(4)

The second one is given by:

X(X(john)X(X(sees)NP (X(the)X(reporter))))
(5)

So making a parse complete means introduc-
ing additional brackets until the tree is binary.
One may also consider not introducing brackets
inside of existing brackets in order to allow for
nonbinary branching.

These two parses contain subtrees starting
and terminating with the nonterminalNP . This
shows that such partial brackets and their class
labels can create recursion on the introduced la-
bels. These partial parses could come from other
algorithms and reduce the final grammar size.

Approaches like the ones in Hänig (2010),
Santamaria and Araujo (2010) and Ponvert et
al. (2011) could be combined with the uDOP
approach using this simple extension. All three
approaches do not necessarily produce binary
parse trees. This could be used to extend uDOP
to nonbinary trees. Using the low level bracket-
ings from the algorithms would reduce the size of
an uDOP grammar estimated from them. Par-
tial bracketing could also be approximated by
using HTML annotation, punctuation and se-
mantical annotation (Spitkovsky et al., 2010;
Spitkovsky et al., 2011; Naseem and Barzilay,
2011).
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3 Terminology

This section introduces stochastic tree substitu-
tion grammars. It will also introduce a version
of probabilistic bottom up tree automata suited
for representation of large stochastic tree substi-
tution grammars. Furthermore it gives a more
formal definition of the uDOP-estimate. Some
definitions are not standard.2

The first definition necessary is the concept of
trees.

Definition 1 (Trees). The set of trees over
leaf nodes L and internal nodes I is denoted by
T (L, I) and is defined as the smallest set con-
forming to:

∀α ∈ (T (L, I) ∪ L)∗ : ∀y ∈ I : y(α) ∈ T (L, I)
(6)

Where X∗ denotes all tuples over the set X.3

If a tree has the form y(α) then y ∈ I is called
the root node. The leftmost node of an element
t ∈ (L ∪ T (L, I)) is denoted by lm(t) and given
by:

lm(t) =

{
t if t ∈ L
lm(x1) if t = y(x1, . . . , xn)

(7)

This definition basically states that trees are
bracketed structures. Annotation gives the type
of the bracket. Note that the definition of trees
excludes trees that consist of only a single leaf
node. This is a restriction that is common for
STSGs.

The next element that needs to be defined is
the concept of extending a tree. If a node in
a tree has more than two daughters, then the
tree can be extended. This is done by replacing
two of the daughter nodes by a new node N
labeled with any nonterminal and making the
two removed daughter nodes the daughter nodes
of the new node N . A complete tree is a tree that
has no extensions. In other words, a complete
tree has only nodes with less than two daughters.
A tree t is a completion of the tree t′ if t is
complete and can be generated from t′ by any

2No rank is assumed for the labels of trees, to give an
example.

3The empty tuple is included.

number of completions. Next it is necessary to
define subtrees.

Definition 2 (Subtrees). Let

t =L(. . .M(N1(. . . ), . . . , Ni(α),

. . . , Nk(. . . )) . . . )

be a tree then

t′ =M(N1(. . . ), . . . , Ni(α),

. . . , Nk(. . . ))

is a direct subtree of t and if the root of α is
in I then

t′′ =L(. . .M(N1(. . . ), . . . , Ni(),

. . . , Nk(. . . )) . . . )

is also a direct subtree of t. The set of subtrees
for a tree t is denoted by ST (t) and contains t
and all direct subtrees of trees in ST (t).

The first important fact about subtrees is that
each node has either all or none of its daughters
included in a subtree. The second important
fact is that subtrees of less than two nodes are
not allowed.

Definition 3 (Stochastic Tree Substitution
Grammar). A stochastic tree substitution gram-
mar (STSG) is a tuple 〈Σ, N, τ,N0, ω〉 where Σ
is a finite alphabet of terminals, N is a finite set
of nonterminals, N0 ∈ N is the start nontermi-
nal, τ ⊆ T ((Σ ∪ N), N) is the set of trees4 and
ω : τ → R+ is the weight function, where R+ is
the set of positive real numbers.

For space reasons it will not be discussed how
a STSG defines a distribution over strings and
trees. Note that since a CFG can be found that
defines the same distribution over strings for ev-
ery STSG (Goodman, 2003) similar constraints
hold for STSGs and CFGs when it comes to
defining proper distributions. In order to ensure
that all string weights sum up to 1 the trees in

4This set may be finite or infinite. The uDOP Esti-
mate results in a finite set if the corpus is finite.
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T for each possible root nonterminal must sum
to one.5

Definition 4 (Probabilistic Bottom Up Tree
Automaton). A probabilistic bottom up tree au-
tomaton (pBTA) is a tuple 〈Q,Σ, δ, q0, ω, λ〉
where Q is a finite set of states, Σ is the finite
alphabet, δ ⊆ Q+×Σ×Q is the finite set of tran-
sitions where Q+ denotes all nonempty tuples
over the states, q0 is the start state, ω : δ → R+

is the transition weight function and λ : δ → R+

is the final weight function.

Definition 5 (Weight of a Tree in a pBTA).
The weight of an element t ∈ T (Σ, Q×Σ∪{q0}∪
Σ) given an automaton A = 〈Q,Σ, δ, q0, ω, λ〉 is
denoted by Ω(t, A) and is defined by:

Ω(q0, A) =1 (8)

Ω(q, l(α), A) =
∑
β∈Qn

ω(〈〈β〉, l, q〉)·

∏
lm(tm)∈α

Ω(qm, lm(tm), A) (9)

Where α = l1(t1), . . . , ln(tn) and β =
q1, . . . , qn. Where these formulas do not define
a weight, it is assumed to be 0.

The final weight of the tree t =
l(l1(t1), . . . , ln(tn)) for the automaton A is
denoted by Λ(l(l1(t1), . . . , ln(tn)), A) and is
defined as:

Λ(l(α), A) =
∑
q∈Q

∑
β∈Qn

λ(〈〈β〉, l, q〉)·

∏
tm∈α

Ω(qm, lm(t1), A) (10)

Where again α = l1(t1), . . . , ln(tn) and β =
q1, . . . , qn.

The definitions for pBTAs basically specify a
bottom up parsing proceedure in which finished
trees are combined. The intermediate trees are
labeled with states that guide the derivation
process.

5Ensuring that the weight of the finite strings sums
to one is more difficult. See Nederhof and Satta (2006).

Definition 6 (Language). The Language of a
pBTA A denoted L(A) is the set:

L(A) = {t|Λ(t, A) 6= 0} (11)

The penultimate set of definitions is con-
cerned with the language weight of a pBTA, in-
side and outside weights.

Definition 7 (Language Weight). The language
weight for a pBTA A = 〈Q,Σ, δ, q0, ω, λ〉 is de-
noted by wl(A) and defined by:

wl(A) =
∑

t∈T (Σ,Σ)

Λ(t, A) (12)

The inside weight for a state q ∈ Q for an
automaton A = 〈Q,Σ, δ, q0, ω, λ〉 is denoted by
inside(q, A). It is the language weight of A′.
Here A′ is A changed so that it only has one final
transition from 〈q〉 to some state with weight 1.

The outside weight for a state q ∈ Q needs
a recursive definition. The weight is made up
of two summands. The first summand is the
outside weight of the right hand side of all tran-
sitions q occurs in.6 This is multiplied with the
inside weight of all states other than q in the left
hand side of the transition. Finally this value is
taken times the number of occurrences of q in
the left hand side. The second summand is the
same as the first only with the outside weight
replaced by the final weight of the transitions.

Now only the uDOP estimate and the connec-
tion between STSGs and pBTAs are still miss-
ing.

Definition 8 (uDOP Estimate). For a STSG
G = 〈Σ, {X}, T,N0, ω〉 and a corpus c =
〈c1, . . . , cm〉 such that each cl is a tree of the
form L(L1(x1), . . . , Ln(xn)) or an extension of
such a tree. Let c′ be derived from c by replac-
ing each cl by all the complete trees in Ext(cl).
Then the uDOP estimate uDOP(t, c) is given by:

ω(t) =

∑
c1∈c′ num(t, c1)∑

t′∈T (N,N∪Σ)

∑
c1∈c′ num(t′, c1)

(13)

where num(t, x) is the number of times sub-
tree t occurs in the tree x.

6In a transition 〈α, l, q〉 α is the left hand side and q
the right hand side.
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Here c′ is a corpus that contains each com-
pletion t′ once for every tree t in the original
corpus, such that t′ is a completion of t. This
corpus is of course never generated explictly and
only used in the definition.

Definition 9 (STSG Given by a pBTA). Let
G = 〈Σ, N, τ,N0, ω〉 be a STSG. The grammar
is given by a pBTA A if t ∈ T ↔ L(A) and
ω(x) = Ω(x,A).

This definition states that the set of trees is
the language of the automaton and the weight
of each tree is the weight the automaton assigns
to it.

The goal of this paper can now be described
in the following way: given a corpus of trees
〈c1, . . . , cn〉 find a pBTA A that gives the uDOP
estimate and is as small as possible. The rele-
vant measure here is the number of transitions.
The number of states that are useful, the num-
ber of labels that are used and the number of
entries for the weight function are all dependent
on the number of transitions. This measure is
also independent of any specific implementation
details. From the connection between STSGs
and pBTAs some extensions to the uDOP algo-
rithm are possible that will be discussed at the
end of the paper in section 6.

Only completion with the nonterminal X is
used. All algorithms given in this paper can be
adapted to more brackets by creating a transi-
tion for the additional labels whenever one for
X is created.

4 Reducing the Size of the Estimate

The generation process for the uDOP estimate
that this paper proposes is as follows. First
generate a pBTA representing all the complete
parse trees for the corpus. Every tree t in the
corpus will have as its weight in the automaton
the number of times it occurs in the completed
corpus. The completed corpus is again the cor-
pus with each tree replaced by all the trees com-
pletions.

As a second step manipulate the automaton
for the set of completions in such a way that
the set of subtrees is given and they are asso-
ciated with the intended relative weights. Then

apply normalization similar to the one employed
by Maletti and Satta (2009). The normalization
algorithm has to be slightly changed to account
for the fact that the trees are not supposed to
stand on their own, but rather be used in an
STSG. A sketch will be given. For all final tran-
sition with label l sum up the final weight of the
transition times the inside weight of all states on
the left hand side of the transition. Then mul-
tiply the weight of final transitions with label l
with the multiplication of the inside weights of
their left hand side states and divide the weight
by the sum for the label l. All other weights
are normalized as described in Maletti and Satta
(2009).

The reduction that will be proposed here is
based on reducing the size of the representation
of all trees. Once this is achieved, a simple algo-
rithm can be applied that gives the uDOP esti-
mate and only increases the size of the represen-
tation by a maximum factor of 2 · |I| + |I|2 + 1
plus one transition for every nonterminal label.7

To understand the mapping to subtrees con-
sider the following: If an automaton gives the set
of all trees, then the outside weight of any state
will be the number of trees this state is embed-
ded in. The inside weight will be the number of
trees embedded at this position. This is the case
because inside and outside weights sum over the
possible derivations.

For each nonterminal label l a state ql is cre-
ated only to represent the introduction of l. A
transition of the form 〈〈q0〉, l, ql〉 is added to the
representation of all trees.8 This transition is
weighted by 1.

Denote the automaton representing all trees
by AT . Let r = 〈〈q1, q2〉, X, q〉 be a transition in
AT . For each label l:

inlab(qx, l) =
∑

〈α,l,qx〉∈δ

ω(r) ·
∏
qy∈α

inside(qx, AT )

(14)

7I is the set of labels that occur on internal nodes
or - in other words - the nonterminal labels. The factor
is explained further into the section. Note that for the
standard uDOP approach |I| = 1.

8q0 is assumed to be the start state.
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For each nonterminal label l create the rules9:

r1 =〈〈ql, q2〉, X, q〉 (15)

r2 =〈〈q1, ql〉, X, q〉 (16)

For each pair of nonterminal labels l1, l2 create
a rule10:

r3 = 〈〈ql1 , ql2〉, X, q〉 (17)

Let w be the weight of the original transition.
Set ω(r1) = in(q2, l) ·w,ω(r2) = in(q1, l) ·w and
ω(r3) = in(q1, l1)·in(q2, l2)·w respectively. Add
final weight out(q) to each transition.11 This as-
signs to each subtree the number of counts. Af-
ter the transformation each transition can be a
point at which a derivation ends. Outside weight
is assigned according to the number of trees the
subtree is embedded in. The derivation can also
start with any node. Therefore inside weight
is added according to the number of embedded
trees.

Normalizing the automaton afterwards gives
the weights according to the uDOP estimator.

Bansal and Klein (2010) give a transformation
from parse trees to subtrees that reduces the size
of the representation even further. Since a ver-
sion of the transformation from their paper can
be applied to any representation of the full parse
trees, it is complementary to the approach used
here. For this reason it will not be discussed
here and it should suffice to say that using this
transformation would improve the results in this
paper even further.

Before it is discussed how the size of the rep-
resentation of all trees can be reduced further,
the first step will be to present the approach by
Goodman (2003).

4.1 The Goodman Reduction

The approach from Goodman (2003) was in-
tended for use with the supervised version of

9This accounts for the factor 2 · |I|.
10This accounts for the factor |I|2.
11An actual implementation would not create a rule if

all weights are 0.

Data Oriented Parsing. We will discuss a ver-
sion of the algorithm that is based on tree au-
tomata and the considerations made so far.

The original approach works by creating a
state for every node in the corpus. Each group of
daughter nodes is then connected to its mother
node by a weighted transition with weight 1.
The transition from the daughters of the root
node of a sentence is assigned a final weight of
1. Finally, the projection to the subtrees is ap-
plied.

The version for unsupervised parsing is sim-
ilar to and based on parse forests and parse
items. The states correspond to parsing items
as in the CYK algorithm.12

The reduction can be described as follows:
create a state/parse item 〈i, j, k〉 for every sen-
tence k and every range from i to j in the sen-
tence. Also create one state for every type of
terminal node. This is illustrated in Figures 2(a)
and 2(b). Rules are introduced from the start
state for each possible terminal to the terminal
type nodes with weight 1. If terminal x occurs in
sentence k from i to i+1, create a transition from
the terminal state for x to the state 〈i, i + 1, k〉
with weight 1. Label those transitions with X
or with the appropriate preterminal nontermi-
nal if there is one in the partial corpus tree. All
states with a difference greater than 1 between
the start and the end point are connected to all
state pairs 〈i,m, k〉, 〈m, j, k〉. Here m is a point
between i and j. These transitions are again la-
beled by X unless there is a bracket labeled by
L from i to j in this case the transition is labeled
by L. The weight for each such transition is 1.

If i is 0 and j is the length of the sentence
number k then the final weight for transitions
to the state 〈i, j, k〉 is 1.

In order to comply with the requirement that
we only use completions of the given trees, one
adjustment is necessary. When a bracket a, b
is present, no state i, j, k is proposed such that
a < i < b < j ∨ i < a < j < b. Thereby all
crossing brackets are ruled out.

12See for example (Younger, 1967).
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4.2 Making the Representation of All
Trees Deterministic

A possible step in size reduction is making the
representation deterministic. Generally deter-
minization does not lead to a reduction in size
of a finite state automaton. Here however, de-
terminization means simply that states repre-
senting equivalent subtrees are merged. This is
similar to the graph packing idea used in Bansal
and Klein (2010).

Assume a partial tree is given in the string
form that was used in section 3, i.e. , as a
string of brackets and symbols. Then two iden-
tical strings represent identical trees which have
identical completions. Let the bracketing for se-
quence from i to j in sentence k be identical to
the bracketing for the sequence from l to m in
sentence n. Assume also that the sequences rep-
resent the same string. Then the state 〈i, j, k〉
may be replaced in every transition by the state
〈l,m, n〉. The only thing that has to be kept
track of is how many times a certain string cor-
responded to a full corpus entry. In the Good-
man approach a final weight of 1 is used, since
new states are created for every sentence. In the
deterministic case the final weight for all tran-
sitions reaching a state that represents a brack-
eted sequence x must be increased by 1 for each
time x occurs in the corpus. An illustration of
the idea13 is given in Figures 2(c) and 2(d).

4.3 Using Minimization

Finally one can try finding the minimal deter-
ministic weighted tree automaton for the distri-
bution. This is a well defined notion.

Definition 10 (Minimal determinis-
tic pBTA). The minimal deterministic
pBTA A′ = 〈Q′,Σ′, δ′, q′0, ω′, λ′〉 for a
given pBTA A = 〈Q,Σ, δ, q0, ω, λ〉 fulfills
Ω(x, p) = Ω(x,A′) and there is no automaton
A′′ = 〈Q′′,Σ′′, δ′′, q′′0 , ω′′, λ′′〉 fulfilling this
criterion with |Q′′| < |Q′|.

A minimal deterministic pBTA is unique for
the distribution it represents up to renaming the
states.

13Here shown without any bracketing data

X|0,1,1

john

X|0,3,1

X|1,3,1

X|2,3,1

X|0,2,1

X|1,2,1

sees jim

(a) Goodman reduction states

X|0,1,2

john

X|0,3,2

X|1,3,2

X|2,3,2

X|0,2,2

X|1,2,2

sees frank

(b) Goodman reduction states

X|john

john

X|john sees jim

X|sees jim

X|jim

X|john sees

X|sees

sees jim

(c) Deterministic reduction states

Note that this means that after the minimiza-
tion the automaton is as small as possible for a
deterministic pBTA. The only way to improve
on this while staying in the pBTA framework
would be to find a minimal nondeterministic
automaton. That this is possible is shown in
Bozapalidis (1991). It is however not clear that
this problem could be solved in reasonable time
for an automaton with hundreds of thousands of
states.

In order to generate a minimal automaton,
an efficiently verifiable criterion for two states
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X|john

john

X|john sees frank

X|sees frank

X|frank

X|john sees

X|sees

sees frank

(d) Deterministic reduction states

X|john

john

X|john sees 1

X|sees 1

X| 1

X|john sees

X|sees

sees jim

(e) Minimization reduction states

X|john

john

X|john sees 1

X|sees 1

X| 1

X|john sees

X|sees

sees frank

(f) Minimization reduction states

Figure 2: the different reduction approaches illus-
trated, different edge colors correspond to different
parses. The Figures 2(b) and 2(a) are for the Good-
man approach. Every span of words has its own state
proposed. Figures 2(c) and 2(d) show how equals
spans of words will lead to the repetition of the same
state in the deterministic approach. Figures 2(e) and
2(f) show how two states that have equal contexts are
merged into one state called ’1’. This is an illustra-
tion of the minimization approach.

to be equivalent is necessary. For deterministic
pBTA this is given by Maletti (2009). Since the

automaton for all trees is nonrecursive after the
deterministic construction, normalization allows
minimizing the automaton in linear time, de-
pending on the number of transitions.14 For the
algorithms to work, the fact that a deterministic
pBTA is constructed is a necessary precondition.

Figures 2(e) and 2(f) illustrate this approach.
The tree X(jim) is distributed equally to the
tree X(frank). Since this is the case, a merged
state for both trees is introduced. This state is
labeled as 1.

5 Experimental Results

The algorithm was tested in two domains. The
first one was the Negra Corpus (Skut et al.,
1997). The second one was the Brown Corpus
(Francis, 1964). The standard approach in unsu-
pervised parsing is to use sequences of tags with
certain punctuation removed (Klein and Man-
ning, 2002). This is supposed to simulate spo-
ken language. Once the punctuation is removed
all sequences of length 10 or less are used for
most approaches in unsupervised parsing. This
ensures that the hypothesis space is relatively
small for the sentences left in the corpus. The
same approach is chosen for this paper, as this is
the context in which uDOP grammars are most
likely to be evaluated. A slightly different def-
inition of punctuation is used. Note that no
bracketing structure is used. This means that
for every string in the corpus, a number of tran-
sitions has to be created that is limited by n3 in
the worst case, were n is the length of the string.

Note that the removal of more punctuation
marks will lead to a sample that is harder to re-
duce in size by determinization and minimiza-
tion. Punctuation occurs frequently and can
therefore easily net a great number of reductions
by merging states.

For the Negra Corpus all tags matching

/\$ \S∗/
are removed.15 This leads to a corpus of 7248

14The normalization can also be implemented in linear
time for nonrecursive pBTA.

15Here
/\$ \S∗/
is an regular expression according to the ruby regu-

lar expression specifications (Flanagan and Matsumoto,
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negra brown5000

Goodman Based 1528256 1238717

Deterministic 857150 785427

Minimized 633907 602491

brown10000 brown15000

Goodman Based 2389442 3603050

Deterministic 1402536 2030252

Minimized 1029786 1457499

Table 1: The results from the experimental evalua-
tion. The numbers given reflect the number of tran-
sitions after the transformation to subtrees.

tag sequences of length 10 or less.

For the Brown Corpus the tags that are re-
moved are specified by the regular expression

/\W+/

Not the whole sample from the Brown Cor-
pus is used. Instead samples of 5000,10000 and
15000 sequences of tags are used.

The results of the algorithms can be seen in
Table 5. In order to make the comparison im-
plementation independent, the number of tran-
sitions after the transformation to subtrees, as
explained in section 4, is given.

The results show that the minimization algo-
rithm tends to cut the number of transitions
in half for all corpora. This means these re-
ductions in the number of transitions could be
used to double the size of the corpus used in
uDOP.16 Note that if one was to extend the cor-
pus with more strings of limited size the bene-
fit of the new approaches should become more
pronounced. This is the case since the deter-
minstic construction only introduces one state
per observed substring. The set of possible tag
sequences of length 10 or less is limited. This
holds especially true if one considers linguistic
constraints. This tendency can be seen from the
statistics for 15000 sentences from the Brown
corpus.

2008).
16This is the case, since the number of states grows

linearly with corpus size for fixed sentence length.

6 Possible Extensions

Note that tree automata are closed under inter-
section (Fülöp and Vogler, 2009). Bansal and
Klein (2010) propose improving a DOP estimate
by changing the weights of the subtrees. This
is done by using a weighting scheme that dis-
tributes along the packed representation. This
can be extended with the techniques in this pa-
per in the following way: Assume one wants to
give the weight of the subtree as the joint prob-
ability of a tree automaton model that has pre-
viously been given and the uDOP estimate. All
that is necessary to achieve this would be to rep-
resent the uDOP estimate as a tree automaton,
intersect it with the previously given automaton
and apply a normalization as discussed above.17.

The algorithm allows another generalization
in addition to the one proposed. This is the
case since the mapping to subtrees can be im-
plemented by application of a tree transducer
(Knight and Graehl, 2005). Therefore, the final
estimation can be made more complex. Simply
replace the mapping step by the application of
a transducer.

7 Conclusion

In this paper it was discussed how the size of
the unsupervised Data Oriented Parsing esti-
mate for STSGs can be reduced. By translating
the problem into the domain of finite tree au-
tomata, the problem of reducing the grammar
size could be handled by solving standard prob-
lems in that domain.

The code used for the experiments in this pa-
per can be found at http://code.google.com/
p/gragra/.
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Abstract

The development of unsupervised learning
methods for natural language processing tasks
has become an important and popular area
of research. The primary advantage of these
methods is that they do not require annotated
data to learn a model. However, this advan-
tage makes them difficult to evaluate against
a manually labeled gold standard. Using un-
supervised part-of-speech tagging as our case
study, we discuss the reasons that render this
evaluation paradigm unsuitable for the evalu-
ation of unsupervised learning methods. In-
stead, we argue that the rarely used in-context
evaluation is more appropriate and more infor-
mative, as it takes into account the way these
methods are likely to be applied. Finally, bear-
ing the issue of evaluation in mind, we pro-
pose directions for future work in unsuper-
vised natural language processing.

1 Introduction

The development of unsupervised learning methods
for natural language processing (NLP) tasks has be-
come an important and popular area of research. The
main attraction of these methods is that they can
learn a model using only unlabeled data. This is
an important advantage, as unlabeled text in digi-
tal form is in abundance, while labeled datasets are
usually expensive to construct. While methods such
as crowdsourcing (Snow et al., 2008) can help re-
duce this cost, in tasks for which specialist knowl-
edge is required, such as part-of-speech (PoS) tag-
ging or syntactic parsing, labeling datasets in this
fashion can be substantially harder.

Nevertheless, the advantage of requiring only un-
labeled data to learn a model renders the evaluation
of unsupervised learning methods to be more chal-
lenging than that of their supervised counterparts.
This is primarily because the output of unsupervised
methods does not contain labels that would be found
in a manually constructed gold standard. Simplisti-
cally expressed, no labels for model learning means
that there are no labels in the output. As a result, the
standard evaluation paradigm of comparing against
a gold standard using a performance measure such
as accuracy or F-score cannot be used, at least not
in the way it would be used in evaluating supervised
methods. Since methods are proposed or rejected
by researchers, and papers describing these methods
are assessed by their peers partly on the basis of such
results, the issue of evaluation is an important one.

Before we proceed, it is important to character-
ize the unsupervised learning methods we are con-
sidering, as the term unsupervised is used in mul-
tiple ways in the literature. In this work we focus
on methods that use only unlabeled data to learn a
model and do not involve any form of supervision at
any stage. Thus we exclude methods that use seeds
such as the dictionaries of PoS tags used by Ravi and
Knight (2009) and rules for producing labeled out-
put, e.g. those proposed by Teichert and Daumé III
(2009). We also exclude methods for which the data
used to learn a model does not contain any of the
labels we are learning to predict, but it does contain
other information that we use in the learning pro-
cess. For example, the multilingual PoS induction
approach of Das and Petrov (2011) assumes no su-
pervision for the language whose PoS tags are being

35



induced, but it assumes access to a labeled dataset of
a different language.

We begin by surveying recent work on unsuper-
vised PoS tagging, focusing on the issue of eval-
uation (Section 2). While PoS tagging is not the
only task for which unsupervised learning methods
are popular, its relative simplicity and the variety
of evaluation paradigms employed make it a use-
ful case study. Based on this survey, we show that
evaluation against a PoS tagging gold standard is
not only difficult, but it can be misleading as well.
The reason for this is that the unsupervised learn-
ing methods used, while they produce output that
correlates with PoS tags, perform a different task,
namely clustering-based word representation induc-
tion (Turian et al., 2010). Instead, we argue that
in-context evaluation is more appropriate and more
informative, as it takes into account the application
context in which these methods are intended to be
used (Section 3). Finally, bearing the issue of evalu-
ation in mind, we propose some directions for future
work in unsupervised learning for NLP (Section 4).

2 The case of unsupervised part-of-speech
tagging

PoS tagging is the task of assigning lexical cate-
gories such as noun or verb to tokens in a sentence.
It is commonly used either as an end-goal or as inter-
mediate processing stage for a downstream task such
as syntactic parsing. For languages with substan-
tial amounts of labeled data available such as En-
glish, the performance of supervised approaches has
reached very high levels.1 Thus, the research focus
has shifted to semisupervised and unsupervised ap-
proaches which would allow the processing of lan-
guages which do not have similar resources avail-
able.

At an abstract level, the unsupervised learning
methods applied to PoS tagging take as input tok-
enized unlabeled sentences, from which they learn
a model. These models are either hidden Markov
models (HMMs) (Clark, 2003; Goldwater and Grif-
fiths, 2007) or clustering models (Biemann, 2006;
Abend et al., 2010). During model learning, state
identifiers are assigned to the tokens (Figure 1a). In-

1According to the ACL wiki, state-of-the-art performance in
English is more than 97% per token accuracy.

dependently of the learning method and the model,
these identifiers are semantically void, i.e. they have
no linguistic meaning. Nevertheless, all the studies
conclude that there is a strong correlation between
the state identifiers assigned and the PoS tags in a
labeled gold standard (Figure 1b).

The most common way of assessing the level of
correlation achieved is the use clustering evaluation
measures. The latter operate on a confusion matrix
(Figure 1c), which is constructed by assuming that
each cluster consists of all the tokens assigned the
same state identifier. Intuitively, all clustering eval-
uation measures provide definitions for the two de-
sirable properties that a good clustering should pos-
sess with respect to a gold standard, homogeneity
and completeness. Homogeneity represents the de-
gree to which each cluster contains instances from a
single gold standard class, while completeness the
degree to which each gold standard class is con-
tained in a single cluster. Note that there tends to
be a trade-off between these two properties since,
increasing the number of clusters is likely to im-
prove homogeneity but worsen completeness and
vice-versa. Therefore, clustering evaluation mea-
sures need to balance appropriately between them.

Some authors proposed clustering evaluation
techniques that first induce the mapping from
state identifiers to gold standard tags automatically
and then use supervised measures to compare the
mapped output to the gold standard. For example,
Gao and Johnson (2008) proposed to induce a many-
to-one mapping of state identifiers to PoS tags from
one half of the corpus and evaluate on the second
half, which is referred to as cross-validation accu-
racy. However, such techniques evaluate the clus-
tering together with the induced mapping, thus the
quality of the latter influences the results obtained.
This can be misleading as unsupervised learning
methods for PoS tagging induce the clustering, but
not the mapping on which they are eventually eval-
uated.

In order to avoid the mapping induction step,
the use of information theoretic measures was pro-
posed instead. These include Variation of Informa-
tion (VI) (Meilă, 2007), V-measure (Rosenberg and
Hirschberg, 2007), and their respective variants NVI
(Reichart and Rappoport, 2009) and V-beta (Vla-
chos et al., 2009). Each of these measures exhibits
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There are 70 children there .

1 2 3 4 1 5

(a) Unsupervised PoS tagger output

There are 70 children there .

EX VBP CD NNS RB .

(b) Gold standard

1 2 3 4 5
EX 1 0 0 0 0

VBP 0 1 0 0 0
CD 0 0 0 1 0
NNS 0 0 1 0 0
RB 1 0 0 0 0
. 0 0 0 0 1

(c) Confusion matrix

Figure 1: Unsupervised PoS tagging evaluation pipeline.

some kind of bias towards certain solutions though,
e.g. V-measure favors clusterings with large number
of clusters, while VI exhibits the opposite behavior.
While these biases might follow some reasonable in-
tuitions, unsurprisingly none is universally accepted
as the most appropriate.

In order to avoid these problems, Biemann et al.
(2007) proposed to evaluate unsupervised PoS tag-
ging as a source of features for supervised learn-
ing approaches to NLP tasks, such as named entity
recognition and shallow parsing. The intuition be-
hind this extrinsic evaluation is that if a task relies
on discriminating between PoS labels rather than the
PoS labels semantics themselves, then the state iden-
tifiers obtained by an unsupervised method can be
used in the same way as PoS tags obtained from
a gold standard or a supervised system. In their
experiments they showed that the features obtained
from the unsupervised PoS tagger improve the per-
formance in all tasks, and in particular when little
training data is available.

Van Gael et al. (2009) evaluated the output of dif-
ferent configurations of their unsupervised PoS tag-
ging approach both by comparing it against a gold
standard via clustering evaluation measures and by
using it as a source of features for shallow pars-
ing. Table 1 summarizes the results of their exper-
iments. In agreement with Biemann et al. (2007),
they found that the features provided by the unsu-
pervised PoS tagger improved shallow parsing per-
formance. However, they observed that the cluster-
ing evaluation scores did not correlate with the re-

sults of this extrinsic evaluation. In other words,
better clustering evaluation scores did not always
result in better features for shallow parsing. Van
Gael et al. noted that homogeneity correlated bet-
ter with shallow parsing performance, hypothesizing
it is probably worse to assign the same state identi-
fier to tokens that belong to different PoS tags, e.g.
verb and adverbs, rather than to generate more than
one state identifier for the same PoS. In the same
spirit, Christodoulopoulos et al. (2010) used the out-
put of a number of unsupervised PoS tagging meth-
ods to extract seeds for the prototype-driven model
of Haghighi and Klein (2006). Like Van Gael et
al., they also found that better clustering evaluation
scores did not result in better seeds.

Given these results, as well as remembering that
unsupervised learning methods do not use any la-
bel information in model learning, one is entitled
to question whether it is reasonable to expect their
output to match a particular labeled gold standard.
Why not assume that the state identifiers obtained
correlate with named entity recognition tags or cat-
egorial grammar tags instead of PoS tags, tasks for
which sequential models are very common? Even
if the state identifiers induced correlate better with
PoS tags than with other kinds of annotation, eval-
uating them using a PoS tagging gold standard and
even naming the task unsupervised PoS tagging or
induction is probably misleading. We argue that
the task performed by the unsupervised PoS tag-
ging methods proposed is more accurately described
as clustering-based word representation induction
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homogeneity completeness VI V-measure V-beta F-score accuracy
DP-learned 69.39 51.21 4.19 58.93 55.37 90.98 94.48
DP-fixed 51.80 54.84 3.94 53.27 52.88 89.99 93.89
PY-fixed 62.02 56.25 3.74 59.00 58.79 90.31 94.15
no PoS - - - - - 93.81 96.07

supervised PoS - - - - - 88.58 93.25

Table 1: Summary the results reported for the three configurations (DP-learned, DP-fixed, PY-fixed) of the
unsupervised PoS tagger of Van Gael et al. (2009) and the two baselines (no PoS tags, supervised PoS tags).
Except for VI, higher scores mean better performance. The clustering evaluation scores (VI, V-measure, V-
beta) are obtained by comparing against a PoS gold standard, while F-score and accuracy scores are obtained
by extrinsinc evaluation using shallow parsing.

(Turian et al., 2010), and that this should be taken
into account in the evaluation. As further evidence
of the relation between the two tasks, note that some
of the unsupervised PoS tagging methods applied by
Christodoulopoulos et al. (2010) were also used by
Turian et al. (2010) for clustering-based word repre-
sentation induction.

3 In-context evaluation

All the papers on unsupervised PoS tagging men-
tioned in the previous section agree on the fact that
its evaluation, at least using clustering evaluation
measures, is difficult. This is an important problem
for other NLP tasks (e.g. anaphora resolution, word
sense induction) in which systems produce clusters
that need to be mapped to gold standard classes. In
their recent position paper, Guyon et al. (2009) argue
that the problem lies in ignoring the context in which
clustering is performed. They distinguish between
two such contexts. The first one is the use of cluster-
ing as a pre-processing step for a downstream task,
in which the evaluation of the latter is used to eval-
uate the former. The second context is that of data
exploration in order to assist a human to analyze a
large dataset. In this case, performance might not be
as straightforward to assess, since it relies on many
external factors among which the human computer
interaction interface used is likely to be crucial. We
cumulatively refer to these evaluation paradigms as
in-context evaluation.

Returning to unsupervised PoS tagging and NLP,
the extrinsic evaluation of Biemann et al. (2007) and
Van Gael et al. (2009) falls under the pre-processing
paradigm. The approach of Christodoulopoulos et

al. (2010) falls between pre-processing and data ex-
ploration, as the clusters of tokens produced are
semi-automatically processed in order to produce
seeds which were then used by the prototype-driven
model of Haghighi and Klein (2006).2 In-context
evaluation can be used to assess the performance of
unsupervised learning methods for tasks other than
clustering-based word representation approaches.
For example, topic modeling (Blei et al., 2003) has
recently been used and evaluated in approaches to
learning models of selectional preferences (Ritter et
al., 2010; Ó Séaghdha, 2010).

The issues affecting the evaluation of unsuper-
vised learning methods are not restricted to PoS tag-
ging. Schwartz et al. (2011) discussed similar issues
in the context of unsupervised dependency parsing.
Note that some of them arise due to the fact unsu-
pervised dependency parsing produces unlabeled di-
rected edges which are interpreted as denoting head-
dependent relations. However, there are linguistic
phenomena where unless the edges are labeled with
a specific interpretation, both directions could be
considered correct, e.g. the relation between modal
verb and main verb. Even though evaluation against
a syntactic parsing gold standard is useful, we argue
that in-context evaluation of the output of unsuper-
vised dependency parsers is likely to be more infor-
mative and more appropriate.

Despite the criticism against clustering evaluation
measures as well as other methods for comparing the

2Note that while evaluating in-context, these authors still re-
fer to the task performed as PoS tagging or induction and some
of their conclusions are drawn via comparisons against a PoS
tagging gold standard.
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output of unsupervised learning methods against a
gold standard, we argue that they are still useful. The
various measures proposed, along with their inher-
ent biases and definitions of clustering quality, pro-
vide quantitative analysis of the behavior of unsu-
pervised learning methods by assessing correlations
between their output and a gold standard. This can
be very useful when developing such methods, as
their use is admittedly simpler than the in-context
evaluation paradigms discussed. However, they are
not as informative as in-context evaluation and they
should not be used to draw strong conclusions about
the usefulness of a method.

Acknowledging that the evaluation of unsuper-
vised learning for NLP is better performed in-
context instead of against a labeled gold standard
leads to the use of more appropriate experimen-
tal setups. Sometimes unsupervised learning meth-
ods are restricted to learning models using the un-
labeled gold standard against which they are evalu-
ated subsequently. Thus, they neither take full ad-
vantage of nor they demonstrate their main strength,
which is that they can use as much data as possi-
ble. Using the pre-processing paradigm, clustering-
based word representations induced from a large
unlabeled dataset would be evaluated according to
whether they improve the performance of the down-
stream task they are evaluated with, whose evalua-
tion is likely to be on a different dataset. This use of
clustering-based word representation is sometimes
referred to as semi-supervised learning and has been
shown to be effective in a variety of tasks, including
named entity recognition, shallow parsing and syn-
tactic dependency parsing (Koo et al., 2008; Turian
et al., 2010).

The use of large datasets would also help as-
sess the scalability of the unsupervised methods pro-
posed, as the amount of data that can be handled ef-
ficiently by an unsupervised method can be as im-
portant as the range of linguistic intuitions it can
capture. To examine this trade-off, it would be in-
formative to show performance curves with differ-
ent amounts of data, which should be straightfor-
ward to produce under the pre-processing evalua-
tion paradigm. An added benefit is that, as discussed
by Ben-Hur et al. (2002), assessing clustering stabil-
ity using multiple runs and sub-samples of a dataset
can help establish whether a particular combination

of clustering algorithm and user-defined parameters
(including the number of clusters to be discovered)
is able to discover an appropriate clustering of the
dataset considered.

Avoiding comparisons against a labeled gold stan-
dard would also remove the temptation of adapting
it to the output of the unsupervised learning method.
For example, in unsupervised PoS tagging authors
sometimes simplify the gold standard by collapsing
the original 45 PoS tags of the Penn treebank to 17,
e.g. by removing the distinctions between different
noun tags. While such simplifications are linguisti-
cally plausible, they substitute one problem for an-
other, as methods are no longer penalized for miss-
ing some of the finer distinctions, but they are pe-
nalized for making them. Perhaps more importantly,
they result in fitting the gold standard to the output
of the method being evaluated, which is unlikely to
be informative.

Another related issue is that since unsupervised
learning methods do not need labeled data, it is a
tempting and common practice to learn a model and
report results on the same dataset, which usually
consists of all the labeled data available and which
is used to tune the parameters of the method evalu-
ated. This is equivalent to reporting results for su-
pervised learning methods on the development set,
while it is generally accepted that results on a sepa-
rate test set on which no parameter tuning is allowed
provide better performance estimates. The use of
the pre-processing evaluation paradigm with a su-
pervised learning approach for the downstream task
is likely to result in use the standard distinction be-
tween training, development and test set for the eval-
uation of unsupervised learning methods.

4 Directions for future work

While the previous sections have focused on why
unsupervised learning for NLP tasks is hard to eval-
uate, our intention is not to discourage further re-
search, but to encourage it. Unsupervised learning
can help exploit the large amounts of unlabeled text
that are available. For this purpose though we need
appropriate evaluation, and we argue that in-context
evaluation is likely to be more informative than the
evaluation against a gold standard.

A potential problem is that in-context evaluation
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adds an extra layer in the experimental setup, either
in the form of a downstream task or of a human-
computer interaction study. This can make compar-
isons between methods harder as there are more ex-
perimental conditions to control for and discourage
researchers from adopting it. Therefore, it would
be useful to have a shared task that would provide
an experimental setup that can be re-used. Shared
tasks have been beneficial in cases where the exis-
tence of multiple datasets and task definitions hin-
dered progress and we would expect them to have a
similar effect on unsupervised learning methods.

As different application contexts are likely to ben-
efit from different solutions, this naturally leads to
the development of modeling approaches that are
adaptable, preferably in ways that enable experts to
incorporate their knowledge. This research direction
has already been pursued in clustering (Wagstaff and
Cardie, 2000; Basu et al., 2006) and more recently
in topic modeling (Blei and Mcauliffe, 2008; An-
drzejewski et al., 2011). We argue though that the
wider adoption of in-context evaluation will help as-
sess their performance and merits in a more infor-
mative way. An alternative approach to accommo-
date for the needs of different application contexts
is to induce multiple clusterings simultaneously for
the same dataset as proposed by Dasgupta and Ng
(2010) in the context of text classification. Such con-
siderations are particularly relevant to NLP applica-
tions as language exhibits ambiguity and polysemy,
which are rather difficult to capture in a context-
independent labeled gold standard.

If in-context evaluation must be avoided, it is ad-
visable to focus on tasks for which most applica-
tion contexts would agree on the clustering or latent
structure that must be discovered, such as the Web
People Search (Artiles et al., 2010) task on clus-
tering webpages about persons who share the same
name. Even in this case though, in-context evalua-
tion as pre-processing for an information extraction
system or as a visualization component in an inter-
face for exploring web pages is still likely to be in-
formative.

Finally, in this paper we considered methods
whose output consists of state identifiers which are
semantically void. However, obtaining meaningful
labels such as those found in a gold standard is a
useful and important goal in many NLP tasks. How-

ever, this purpose is better served by injecting ap-
propriate supervision to the model, instead of trying
to achieve it as an afterthought. Such approaches in-
clude the use of PoS dictionaries by sequential tag-
ging models (Haghighi and Klein, 2006; Ravi and
Knight, 2009), the use of labeled data from differ-
ent languages (Snyder et al., 2008; Das and Petrov,
2011) or the (possibly indirect) assignment of labels
to topics (Ramage et al., 2009; Zhu et al., 2009). Re-
search in unsupervised learning methods is likely to
benefit these partially supervised ones, as they both
seek to take advantage of unlabeled data. As the out-
put of such methods uses the same labels as those
found in the gold standard, they can be evaluated
against a labeled gold standard.

5 Conclusions

In this position paper, we discussed the issue of eval-
uation of unsupervised learning methods for NLP
tasks. Using PoS tagging as our case study, we ex-
amined recent attempts of evaluating unsupervised
approaches and showed that a lot of confusion is
caused due to evaluating their output against a la-
beled gold standard. Instead, we argue that it is
more appropriate to evaluate unsupervised meth-
ods in context, either as a pre-processing step for
a downstream task or as a tool for data exploration.
Following this, we proposed that future work should
focus on adapting to and evaluating unsupervised
learning methods in the context in which they are
intended to be used and that a shared task would fa-
cilitate research in this direction. Finally, we hope
that the adoption of in-context evaluation will result
in the development of improved unsupervised learn-
ing methods for NLP tasks, so that researchers and
practitioners can exploit the large amounts of textual
data available.
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Abstract

The automatic generation of entity profiles
from unstructured text, such as Knowledge
Base Population, if applied in a multi-lingual
setting, generates the need to align such pro-
files from multiple languages in an unsuper-
vised manner. This paper describes an unsu-
pervised and language-independent approach
to mine name translation pairs from entity pro-
files, using Wikipedia Infoboxes as a stand-in
for high quality entity profile extraction. Pairs
are initially found using expressions that are
written in language-independent forms (such
as dates and numbers), and new translations
are then mined from these pairs. The algo-
rithm then iteratively bootstraps from these
translations to learn more pairs and more
translations. The algorithm maintains a high
precision, over 95%, for the majority of its
iterations, with a slightly lower precision of
85.9% and an f-score of 76%. A side effect
of the name mining algorithm is the unsuper-
vised creation of a translation lexicon between
the two languages, with an accuracy of 64%.
We also duplicate three state-of-the-art name
translation mining methods and use two ex-
isting name translation gazetteers to compare
with our approach. Comparisons show our
approach can effectively augment the results
from each of these alternative methods and re-
sources.

1 Introduction

A shrinking fraction of the world’s web pages are
written in English, while about 3,000 languages are
endangered (Krauss, 2007). Therefore the ability

to access information across a range of languages,
especially low-density languages, is becoming in-
creasingly important for many applications. In this
paper we hypothesize that in order to extend cross-
lingual information access to all the language pairs
on the earth, or at least to some low-density lan-
guages which are lacking fundamental linguistic re-
sources, we can start from the much more scalable
task of “information” translation, or more specifi-
cally, new name translation.

Wikipedia, as a remarkable and rich online ency-
clopedia with a wealth of general knowledge about
varied concepts, entities, events and facts in the
world, may be utilized to address this need. As
of March 2011 Wikipedia contains pages from 275
languages1, but statistical machine translation (MT)
techniques can only process a small portion of them
(e.g. Google translate can only translate between
59 languages). Wikipedia infoboxes are a highly
structured form of data and are composed of a set
of subject-attribute-value triples that summarize or
highlight the key features of the concept or sub-
ject of each article. A large number of instance-
centered knowledge-bases that have harvested this
structured data are available. The most well-known
are probably DBpedia (Auer et al., 2007), Free-
base (Bollacker et al., 2007) and YAGO (Suchanek
et al., 2007). However, almost all of these ex-
isting knowledge bases contain only one language.
Even for high-density languages, more than 70% of
Wikipedia pages and their infobox entries do not
contain cross-lingual links.

1http://meta.wikimedia.org/wiki/List_of_
Wikipedias
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Recent research into Knowledge Base Population,
the automatic generation of profiles for named enti-
ties from unstructured text has raised the possibility
of automatic infobox generation in many languages.
Cross-lingual links between entities in this setting
would require either expensive multilingual human
annotation or automatic name pairing. We hypoth-
esize that overlaps in information across languages
might allow automatic pairing of profiles, without
any preexisting translational capabilities. Wikipedia
infoboxes provide a proxy for these high quality
cross lingual automatically generated profiles upon
which we can explore this hypothesis.

In this paper we propose a simple and general un-
supervised approach to discover name translations
from knowledge bases in any language pair, using
Wikipedia infoboxes as a case study. Although dif-
ferent languages have different writing systems, a
vast majority of the world’s countries and languages
use similar forms for representing information such
as time/calendar date, number, website URL and
currency (IBM, 2010). In fact most languages com-
monly follow the ISO 8601 standard2 so the formats
of time/date are the same or very similar. Therefore,
we take advantage of this language-independent for-
matting to design a new and simple bootstrapping
based name pair mining approach. We start from
language-independent expressions in any two lan-
guages, and then extract those infobox entries which
share the same slot values. The algorithm itera-
tively mines more name pairs by utilizing these pairs
and comparing other slot values. In this unsuper-
vised manner we don’t need to start from any name
transliteration module or document-wise temporal
distributions as in previous work.

We conduct experiments on English and Chinese
as we have bi-lingual annotators available for eval-
uating results. However, our approach does not re-
quire any language-specific knowledge so it’s gen-
erally applicable to any other language pairs. We
also compare our approach to state-of-the-art name
translation mining approaches.

1.1 Wikipedia Statistics

A standard Wikipedia entry includes a title, a docu-
ment describing the entry, and an “infobox” which

2http://en.wikipedia.org/wiki/ISO_8601

is a fixed-format table designed to be added to
the top right-hand corner of the article to con-
sistently present a summary of some unifying at-
tributes (or “slots”) about the entry. For example,
in the Wikipedia entry about the singer “Beyonce
Knowles”, the infobox includes information about
her birth date, origin, song genres, occupation, etc.
As of November 2010, there were 10,355,225 En-
glish Wikipedia entries, and 772,826 entries. Only
27.2% of English Wikipedia entries have cross-
lingual hyperlinks referring to their corresponding
Chinese entries.

Wikipedia entries are created and updated expo-
nentially (Almeida et al., 2007) because of the in-
creasing number of contributors, many of whom are
not multi-lingual speakers. Therefore it is valuable
to align the cross-lingual entries by effective name
mining.

1.2 Motivating Example

Figure 1: A Motivating Example

Figure 1 depicts a motivating example for our ap-
proach. Based on the assumption that if two per-
son entries had the same birth date and death date,
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they are likely to be the same person, we can find
the entity pair of (Michael Jackson / 迈克尔.杰克逊).
We can get many name pairs using similar language-
independent clues. Then starting from these name
pairs, we can iteratively get new pairs with a large
portion of overlapped slots. For example, since
“积逊五人组” and “The Jackson 5” share many slot
values such as ‘member’ and ‘years active’, they
are likely to be a translation pair. Next we can use
the new pair of (The Jackson 5 / 积逊五人组) to
mine more pairs such as “钢城唱片” and “Steeltown
Records.”

2 Data and Pre-Processing

Because not all Wikipedia contributors follow the
standard naming conventions and date/number for-
mats for all languages, infoboxes include some
noisy instances. Fortunately the NIST TAC Knowl-
edge Base Population (KBP) task (Ji et al., 2010) de-
fined mapping tables which can be directly used to
normalize different forms of slot types3. For exam-
ple, we can group ‘birthdate’, ‘date of birth’, ‘date-
birth’ and ‘born’ to ‘birth date.’ In addition, we also
normalized all date slot values into one standard for-
mat as “YYYY MM DD.” For example, both “1461-
8-5” and “5 August, 1461” are normalized as “1461
08 05.” Only those Wikipedia entries that have at
least one slot corresponding to the Knowledge Base
Population task are used for name mining. Entries
with multiple infoboxes are also discarded as these
are typically “List of ” entries and do not corre-
spond to a particular named entity. The number of
entries in the resulting data set are shown in Table 1.
The set of slots were finally augmented to include
the entry’s name as a new slot. The cross-lingual
links between Chinese and English Wikipedia pages
were used as the gold standard that the unsupervised
algorithm attempted to learn.

Language Entries Slot Values E-Z Pairs
English (E) 634,340 2,783,882 11,109Chinese (Z) 21,152 110,466

Table 1: Processed Data Statistics

3It is important to note that the vast majority of Chinese
Wikipedia pages store slot types in English in the underlying
wiki source, removing the problem of aligning slot types be-
tween languages.

3 Unsupervised Name Pair Mining

The name pair mining algorithm takes as input a set
of English infoboxes E and Chinese infoboxes Z.
Each infobox consists of a set of slot-value pairs,
where each slot or value may occur multiple times in
a single infobox. The output of the algorithm is a set
of pairs of English and Chinese infoboxes, match-
ing an infobox in one language to the corresponding
infobox in the other language. There is nothing in-
herently designed in the algorithm for English and
Chinese, and this method could be applied to any
language pair.

Because the algorithm is unsupervised, it begins
with no initial pairs, nor is there any initial trans-
lation lexicon between the two languages. As the
new pairs are learned, both the entries titles and the
values of their infoboxes are used to generate new
translations which can be used to learn more cross-
lingual name pairs.

3.1 Search Algorithm

The name pair mining algorithm considers all pairs
of English and Chinese infoboxes4, assigns a score,
described in Section 3.2, to each pair and then greed-
ily selects the highest scoring pairs, with the follow-
ing constraints:

1. Each infobox can only be paired to a single in-
fobox in the other language, with the highest
scoring infobox being selected. While there are
some instances of two entries in one language
for one entity which both have translation links
to the same page in another language, these are
rare occurrences and did not occur for the KBP
mapped data used in these experiments.

2. An pair (e, z) can only be added if the score
for the pair is at least 95%5 percent higher than
the score for the second best pair for both e and
z. This eliminates the problem of ties in the
data, and follows the intuition that if there are

4The algorithm does not need to compare all pairs of in-
foboxes as the vast majority will have a score of 0. Only those
pairs with some equivalent slot-value pairs need to be scored.
The set of non-zero scoring pairs can thus be quickly found by
indexing the slot-value pairs.

5The value of 95% was arbitrarily chosen; variations in this
threshold produce only small changes in performance.
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multiple pairs with very similar scores it is ben-
eficial to postpone the decision until more evi-
dence becomes available.

To improve the speed of the algorithm, the top 500
scoring pairs, that do not violate these constraints,
are added at each iteration. The translation lexicon
is then updated. The translation lexicon is updated
each iteration from the total set of pairs learned us-
ing the following procedure. For each pair (e, z) in
the learned pairs, new translations are added for each
of the following conditions:

1. A translation of the name of e to the name z is
added.

2. If a slot s in e has one value, ve, and that slot
in z has one value, vz , a translation ve → vz is
added.

3. If a slot s has multiple values in e and z, but all
but one of these values, for both e and z, have
translations to values in the other entry, then a
translation is learned for the resulting untrans-
lated value.

These new translations are all given equal weight
and are added to the translation lexicon even if the
evidence for this translation occurs in only a sin-
gle name pair6. These translations can be used to
align more name pairs in subsequent iterations by
providing more evidence that a given pair should be
aligned. After a translation is learned, we consider
the English side to be equivalent to the Chinese side
when scoring future infobox pairs.

The algorithm halts when there are no longer any
new name pairs with non-zero score which also sat-
isfy the search constraints described above.

3.2 Scoring Function
A score can be calculated for the pairing of an En-
glish infobox, e and a Chinese infobox, z according
to the following formula:∑
s∈slots

{
IZ(s) + IE(s) ∃v1, v2 : z.s.v1 ≈ e.s.v2

0 otherwise

(1)
6Assigning a probability to each translation learned based

upon the number of entries providing evidence for the transla-
tion could be used to further refine the predictions of the model,
but was not explored in this work.

A slot-value pair in Chinese, z.s.v1, is considered
equivalent to a slot-value pair in English, e.s.v2, if
the values are the same (typically only the case with
numerical values) or if there is a known translation
from v1 to v2. These translations are automatically
learned during the name-mining process. Initially
there are no known translations between the two lan-
guages.

The term IL(s) in equation 1 reflects how infor-
mative the slot s is in either English (E) or Chinese
(Z), and is calculated as the number of unique val-
ues for that slot for that language divided by the to-
tal number of slot-value pairs for that language, as
shown in equation 2.

IL(slot s) =
|{v|i ∈ L ∧ ∃i.s.v}|
|{i.s.v|i ∈ L}|

(2)

If a slot s contains unique values such that a slot
and value pair is never repeated then IL(s) is 1.0
and indicates that the slot distinguishes entities very
well. Slots such as ‘date of birth’ are less infor-
mative since many individuals share the same birth-
date, and slots such as ‘origin’ are the least informa-
tive since so many people are from the same coun-
tries. A sampling of the IL(s) scores is shown in
Table 2. The slots ‘origin’ and ‘religion’ are the two
lowest scoring slots in both languages, while ‘in-
fobox name’ (the name of wikipedia page in ques-
tion), ‘website’, ‘founded’ are the highest scoring
slot types.

Slot IZ IE

origin 0.21 0.03
religion 0.24 0.08
parents 0.57 0.60

date of birth 0.84 0.33
spouse 0.97 0.86

founded by 0.97 0.94
website 0.99 0.96

infobox name 1.00 1.00

Table 2: Sample I(s) Values

4 Evaluation

In this section we present the evaluation results of
our approach.
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4.1 Evaluation Method
Human evaluation of mined name pairs can be dif-
ficult as a human assessor may frequently need to
consult the infoboxes of the entries along with con-
textual documents to determine if a Chinese entry
and an English entry correspond to the same en-
tity. This is especially true when the translations are
based on meanings instead of pronunciations. An al-
ternative way of mining name pairs from Wikipedia
is to extract titles from a Chinese Wikipedia page
and its corresponding linked English page if the link
exists (Ji et al., 2009). This method results in a
very high precision but can miss pairs if no such
link between the pages exists. We utilized these
cross-lingual page links as an answer key and then
only performed manual evaluation, using a bilingual
speaker, on those pairs generated by our algorithm
that were not in the answer key.

4.2 Results
Figure 2 shows the precision, recall and f-score of
the algorithm as it learns more pairs. The final
output of the mining learned 8799 name pairs, of
which 7562 were correct according to the cross-
lingual Wikipedia links. This results in a precision
of 85.94%, a recall of 68.07% and a F1 score of
75.9%. The precision remains above 95% for the
first 7,000 name pairs learned. If highly precise an-
swers are desired, at the expense of recall, the algo-
rithm could be halted earlier. The translation lexicon
contained 18,941 entries, not including translations
learned from the entry names themselves.

Assessment Number
Link Missing From Wikipedia 35 2.8%
Same Name, Different Entity 17 1.4%

Partially Correct 98 7.9%
Incorrect 1,087 87.9%

Table 3: Human Assessment of Errors

Because the answer key for name mining is au-
tomatically extracted from the cross-lingual links
in Wikipedia, it is possible that correct name pairs
could be missing from the answer key if no cross-
lingual link exists. To examine if any such pairs
were learned, a manual assessment of the name pairs
that were not in the answer key was performed, as

shown in Table 4.2. This assessment was performed
by bilingual speakers with an inter-annotator agree-
ment rate of 93.75%.

The vast majority, 87.9%, of the presumably er-
roneous name pairs assessed that were missing from
the answer-key were actually incorrect pairs. How-
ever, 35, or 2.8%, of the name pairs were actually
correct with their corresponding Wikipedia pages
lacking cross-lingual links (these corrections are
not reflected in the previous results reported above,
which were based solely on the pairs in the an-
swer key). For a small portion, 1.4%, of the errors,
the name translation is correct but the entries actu-
ally refer to different entities with the same name.
One such example is (Martin Rowlands / 羅能士).
The English entity, “Martin Rowlands” is an ath-
lete (an English football player), while the Chinese
entity is a former Hong Kong government official,
whose name translates to English as “Martin Row-
lands”, as revealed on his Wikipedia page. Neither
entity has an entry in the other language. The fi-
nal category are partially correct answers, such as
the pair (Harrow, London / 哈羅區), where the En-
glish entry refers to an area within the London Bor-
ough of Harrow, while the Chinese entry refers to
the London Borough of Harrow as a whole. The
English entry “Harrow, London” does not have a
corresponding entry in Chinese, although there is
an entry in both language for the larger Borough it-
self. All of these cases represent less 15% of the
learned name pairs though as 85.94% of the name
pairs were already determined to be correct based
on cross-lingual Wikipedia links.

Judgement Percent
Correct 64.4%
Partial 18.4%

Incorrect 15.1%
Not Translations 2.1%

Table 4: Slot Value Translation Assessment from Ran-
dom Sample of 1000

The name mining algorithm bootstraps many
name pairs by using possible translations between
the slot values in previously learned pairs. The fi-
nal translation lexicon learned had 18,941 entries.
A random sample of 1,000 entries from the trans-
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Figure 2: Performance of Unsupervised Name Mining

lation lexicon was assessed by a human annotator,
and judged as correct, partial, incorrect or not trans-
lations, as shown in Table 4.2. Partial translations
were usually cases where a city was written with
its country name in language and as just the city
name in the other languages, such as “Taipei Taiwan
Republic of China” and “臺北市” (Taipei). Cases
are marked as “not translations” if both sides are in
the same language, typically English, such as “Eric
Heiden” in English being considered a translation of
“Eric Arthur Heiden” from a Chinese entry (not in
Chinese characters though). This normally occurs if
the Chinese page contained English words that were
not translated or transliterated.

An example7 of the name mining is shown in Fig-
ure 3, where the correct name pair for (George W.
Bush / 乔治·沃克·布什) is learned in iteration i,
is mined for additional translations and then pro-
vides evidence in iteration i+1 for the correct name
pair (Laura Bush / 劳拉·威尔士·布什). When
learning the name pair for “George W. Bush”, ev-
idence is first found from the slots marked as equiv-
alent (approx). Translations for “Harvard Busi-
ness School” and “ Republican Party” were learned
in previous iterations from other name pairs and
now provide evidence, along with the identical val-
ues in the ‘date of birth’ slot for the pair (George
W. Bush / 乔治·沃克·布什). After learning this

7Many slot value pairs that were not relevant for the calcu-
lation are not shown to save space. Otherwise, this example is
as learned in the unsupervised name mining.

pair, new translations are extracted from the pair
for “George W. Bush”, “George Walker Bush”,
“President of the United States”, “Laura Bush”,
and “Yale University”. The translations for “Laura
Bush” and “George W. Bush” provide crucial in-
formation in the next iteration that the pair (Laura
Bush / 劳拉·威尔士·布什) is correct. From this,
more translations are learned, although not all of
these translations are fully correct, such as “Author
Teacher Librarian First Lady” which is now pos-
tulated to be a translation of 图书管理员 (Librar-
ian), which is only partially true, as the other pro-
fessions are not represented in the translation. While
such translations may not be fully correct, they still
could prove useful for learning future name pairs (al-
though this is unlikely in this case since there are
very few entries with “first lady” as part of their ti-
tle.

5 Discussion

Besides retaining high accuracy, the final list of
name pairs revealed several advantages of our ap-
proach.

Most previous name translation methods are lim-
ited to names which are phonetically transliterated
(e.g. translate Chinese name “尤申科 (You shen
ke)” to “Yushchenko” in English). But many other
types of names such as organizations are often ren-
dered semantically, for example, the Chinese name
“解放之虎 (jie fang zhi hu)” is translated into “Lib-
eration Tiger” in English. Some other names in-
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Iteration i
George W. Bush 乔治·沃克·布什 (George Walker Bush)

alt names George Walker Bush alt names 乔治··布什 (George Bush)
title President of the United States title 美國總統 (President of the

USA)
date of birth 1946-7-6 ≈ date of birth 1946-7-6
member of Republican Party ≈ member of 共和黨 (Republican Party)
spouse Laura Bush spouse 劳拉·威尔士·布什 (Laura

Welch Bush)
schools attended Yale University schools attended 耶魯大學 (Yale University)
schools attended Harvard Business School ≈ schools attended 哈佛商学院 (Harvard Business

School)

Iteration i + 1
Laura Bush 劳拉·威尔士·布什 (Laura Welch Bush)

alt names Laura Bush ≈ alt names 劳拉·威尔士·布什 (Laura
Welch Bush)

alt names 劳拉·莲恩·威尔士 (Laura
Lane Welch)

date of birth 1946-11-4 ≈ date of birth 1946-11-4
place of birth Midland Texas place of birth 得克萨斯州米德兰 (Texas

Midland)
title Author Teacher Librarian First

Lady
title 图书管理员 (Librarian)

title First Lady of the United States ≈ title 美國第一夫人(First Lady of
USA)

spouse George W. Bush ≈ spouse 乔治·沃克·布什 (George
Walker Bush)

Figure 3: Example of Learned Name Pairs with Gloss Translations in Parentheses

volve both semantic and phonetic translations, or
none of them. Our approach is able to discover all
these different types, regardless of their translation
sources. For example, our approach successfully
mined a pair (Tarrytown / 柏油村) where “Tarry-
town” is translated into “柏油村” neither by its pro-
nunciation “bai you cun” nor its meaning “tar vil-
lage.”

Name abbreviations are very challenging to trans-
late because they need expansions based on con-
texts. However our approach mined many abbrevia-
tions using slot value comparison. For example, the
pair of (Yctc / 业强科技) was successfully mined al-
though its English full name “Yeh-Chiang Technol-
ogy Corp.” did not appear in the infoboxes.

Huang (2005) also pointed out that name transla-
tion benefited from origin-specific features. In con-
trast, our approach is able to discover name pairs
from any origins. For example, we discovered the
person name pair (Seishi Yokomizo / 橫溝正史) in

which “Seishi Yokomizo” was transliterated based
on Japanese pronunciation.

Furthermore, many name translations are context
dependent. For example, a person name in Chinese
“亚西尔•阿拉法特” could be translated into “Yasser
Arafat” (PLO Chairman) or “Yasir Arafat” (Crick-
eter) based on different contexts. Our method can
naturally disambiguate such entities based on slot
comparison at the same time as translation mining.

More importantly, our final list includes a large
portion of uncommon names, which can be valu-
able to address the out-of-vocabulary problem in
both MT and cross-lingual information processing.
Especially we found many of them are not in the
name pairs mined from the cross-lingual Wikipedia
title links, such as (Axis Communications / 安讯士),
(Rowan Atkinson / 路雲·雅堅遜), (ELSA Technol-
ogy / 艾爾莎科技) and (Nelson Ikon Wu / 吳訥孫).
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6 Comparison with Previous Methods and
Resources

There have been some previous methods focusing on
mining name translations using weakly-supervised
learning. In addition there are some existing name
translation gazetteers which were manually con-
structed. We duplicated a variety of alternative
state-of-the-art name translation mining methods
and mined some corresponding name pair sets for
comparison. In fact we were able to implement the
techniques in previous approaches but could not du-
plicate the same number of results because we could
not access the same data sets. Therefore the main
purpose of this experiment is not to claim our ap-
proach outperforms these existing methods, rather
to investigate whether we can mine any new infor-
mation on top of these methods from reasonable
amounts of data.

1. Name Pair Mining from Bitexts
Within each sentence pair in a parallel cor-
pus, we ran an HMM based bilingual name
tagger (references omitted for anonymous re-
view). If the types of the name tags on both
sides are identical, we extract the name pairs
from this sentence. Then at the corpus-wide
level, we count the frequency for each name
pair, and only keep the name pairs that are fre-
quent enough. The corpora used for this ap-
proach were all DARPA GALE MT training
corpora.

2. Comparable Corpora
We implemented an information extraction
driven approach as described in Ji (2009) to
extract name pairs from comparable corpora.
This approach is based on extracting infor-
mation graphs from each language and align
names by a graph traverse algorithm. The cor-
pora used for this approach were 2000 English
documents and 2000 Chinese documents from
the Gigaword corpora.

3. Using patterns for Web mining
We constructed heuristic patterns such as par-
enthetical structure “Chinese name (English
name)” (Lin et al., 2008) to extract name pairs
from web data with mixed Chinese and En-

glish. We used about 1,000 web pages for this
experiment.

4. Bilingual Gazetteer
We exploited an LDC bilingual name dictio-
nary (LDC2005T34) and a Japanese-English
person name dictionary including 20126
Japanese names written in Chinese charac-
ters (Kurohashi et al., 1994).

5. ACE2007 Entity Translation Training Data
We also used ACE 2007 entity translation train-
ing corpus which includes 119 Chinese-English
document pairs.

Table 5 shows the number of correct and unique
pairs mined pairs from each of the above ap-
proaches, as well as how these name mining meth-
ods can be augmented using the infobox name min-
ing described in this paper. The names mined from
our approach greatly extend the total number of cor-
rect translations with only a small number of con-
flicting name translations.

7 Related Work

Most of the previous name translation work com-
bined supervised transliteration approaches with
Language Model based re-scoring (Al-Onaizan and
Knight, 2002; Huang et al., 2004; Huang, 2005).
Our goal of addressing name translation for a large
number of languages is similar to the panlingual lex-
ical translation project (Etzioni et al., 2007). Some
recent research used comparable corpora to re-score
name transliterations (Sproat et al., 2006; Klemen-
tiev and Roth, 2006) or mine new word transla-
tions (Udupa et al., 2009; Ji, 2009; Fung and Yee,
1998; Rapp, 1999; Shao and Ng, 2004; Hassan et al.,
2007). However, most of these approaches needed
large amount of seeds and suffered from informa-
tion extraction errors, and thus relied on phonetic
similarity or document similarity to re-score candi-
date name translation pairs.

Some recent cross-lingual information access
work explored attribute mining from Wikipedia
pages. For example, Bouma et al. (2009) aligned at-
tributes in Wikipedia infoboxes based on cross-page
links. Navigli and Ponzetto (2010) built a multi-
lingual semantic network by integrating the cross-
lingual Wikipedia page links and WordNet. Ji et
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# Name Infobox Mining
Method Pairs # New # Conflicting

Automatic
(1) Bitexts 2,451 8,673 78
(2) Comparable Corpora 288 8,780 13
(3) Patterns for Web Mining 194 8799 0

Manual
(4) Bilingual Gazetteer 59,886 8,689 74
(5) ACE2007 Training Data 1,541 8,718 52

Table 5: Name Pairs Mined Using Previous Methods

al. (2009) described various approaches to auto-
matically mine name translation pairs from aligned
phrases (e.g. cross-lingual Wikipedia title links)
or aligned sentences (bi-texts). G et al. (2009)
mined candidate words from Wikipedia and vali-
dated translations based on parallecl corpora. Some
other work mined name translations from mono-
lingual documents that include foreign language
texts. For example, Lin et al. (2008) described a
parenthesis translation mining method; You et al.
(2010) applied graph alignment algorithm to ob-
tain name translation pairs based on co-occurrence
statistics. This kind of data does not commonly exist
for low-density languages. Sorg and Cimiano (2008)
discovered cross-lingual links between English and
German using supervised classification based on
support vector machines. Adar et al. (2009) aligned
cross-lingual infoboxes using a boolean classifier
based on self-supervised training with various lin-
guistic features. In contrast, our approach described
in this paper is entirely based on unsupervised learn-
ing without using any linguistic features. de Melo
and Weikum (2010) described an approach to detect
imprecise or wrong cross-lingual Wikipedia links
based on graph repair operations. Our algorithm can
help recover those missing cross-lingual links.

8 Conclusion and Future Work

In this paper we described a simple, cheap and ef-
fective self-boosting approach to mine name trans-
lation pairs from Wikipedia infoboxes. This method
is implemented in a completely unsupervised fash-
ion, without using any manually created seed set,
training data, transliteration or pre-knowledge about
the language pair. The underlying motivation is
that some certain expressions, such as numbers and
dates, are written in language-independent forms

among a large majority of languages. Therefore our
approach can be applied to any language pairs in-
cluding low-density languages as long as they share
a small set of such expressions. Experiments on
English-Chinese pair showed that this approach is
able to mine thousands of name pairs with more
than 85% accuracy. In addition the resulting name
pairs can be used to significantly augment the results
from existing approaches. The mined name pairs are
made publicly available.

In the future we will apply our method to mine
other entity types from more language pairs. We
will also extend our name discovery method to all
infobox pairs, not just those that can be mapped
into KBP-like slots. As a bi-product, our method
can be used for automatic cross-lingual Wikipedia
page linking, as well as unsupervised translation lex-
icon extraction, although this might require confi-
dence estimates on the translations learned. Once
our approach is applied to a panlingual setting (most
languages on the Wikipedia), we can also utilize
the voting results across multiple languages to au-
tomatically validate information or correct poten-
tial errors in Wikipedia infoboxes. Finally, as au-
tomatic name profile generation systems are gener-
ated cross-lingually, our method could be attempted
to automatic cross-lingual mappings between enti-
ties.
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Abstract

There is high demand for automated tools that
assign polarity to microblog content such as
tweets (Twitter posts), but this is challenging
due to the terseness and informality of tweets
in addition to the wide variety and rapid evolu-
tion of language in Twitter. It is thus impracti-
cal to use standard supervised machine learn-
ing techniques dependent on annotated train-
ing examples. We do without such annota-
tions by using label propagation to incorpo-
rate labels from a maximum entropy classifier
trained on noisy labels and knowledge about
word types encoded in a lexicon, in combina-
tion with the Twitter follower graph. Results
on polarity classification for several datasets
show that our label propagation approach ri-
vals a model supervised with in-domain an-
notated tweets, and it outperforms the nois-
ily supervised classifier it exploits as well as
a lexicon-based polarity ratio classifier.

1 Introduction

Twitter is a microblogging service where users post
messages (“tweets”) of no more than 140 charac-
ters. With around 200 million users generating 140
million tweets per day, Twitter represents one of the
largest and most dynamic datasets of user generated
content. Along with other social networking web-
sites such as Facebook, the content on Twitter is real
time: tweets about everything from a friend’s birth-
day to a devastating earthquake can be found posted
during and immediately after an event in question.

This vast stream of real time data has major im-
plications for any entity interested in public opin-

ion and even acting on what is learned and engag-
ing with the public directly. Companies have the
opportunity to examine what customers and poten-
tial customers are saying about their products and
services without costly and time-consuming surveys
or explicit requests for feedback. Political organi-
zations and candidates might be able to determine
what issues the public is most interested in, as well
as where they stand on those issues. Manual inspec-
tion of tweets can be useful for many such analyses,
but many applications and questions require real-
time analysis of massive amounts of social media
content. Computational tools that automatically ex-
tract and analyze relevant information about opinion
expressed on Twitter and other social media sources
are thus in high demand.

Full sentiment analysis for a given question or
topic requires many stages, including but not lim-
ited to: (1) extraction of tweets based on an ini-
tial query, (2) filtering out spam and irrelevant items
from those tweets, (3) identifying subjective tweets,
and (4) identifying the polarity of those tweets. Like
most work in sentiment analysis, we focus on the
last stage, polarity classification. The simplest ap-
proaches are based on the presence of words or
emoticons that are indicators of positive or nega-
tive polarity (e.g. Twitter’s own API, O’Connor
et al. (2010)), or calculating a ratio of positive to
negative terms (Choi and Cardie, 2009). Though
these are a useful first pass, the nuance of lan-
guage often defeats them (Pang and Lee, 2008).
Tweets provide additional challenges compared to
edited text; e.g. they are short and include infor-
mal/colloquial/abbreviated language.
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Standard supervised classification methods im-
prove the situation somewhat (Pang et al., 2002),
but these require texts labeled with polarity as in-
put and they do not adapt to changes in language
use. One way around this is to use noisy labels (also
referred to as “distant supervision”), e.g. by tak-
ing emoticons like ‘:)’ as positive and ‘:(’ as neg-
ative, and train a standard classifier (Read, 2005; Go
et al., 2009).1 Semi-supervised methods can also
reduce dependence on labeled texts: for example,
Sindhwani and Melville (2008) use a polarity lexi-
con combined with label propagation. Several have
used label propagation starting with a small number
of hand-labeled words to induce a lexicon for use
in polarity classification (Blair-Goldensohn et al.,
2008; Rao and Ravichandran, 2009; Brody and El-
hadad, 2010).

In this paper, we bring together several of the
above approaches via label propagation using modi-
fied adsorption (Talukdar and Crammer, 2009). This
also allows us to explore the possibility of exploit-
ing the Twitter follower graph to improve polarity
classification, under the assumption that people in-
fluence one another or have shared affinities about
topics. We construct a graph that has users, tweets,
word unigrams, word bigrams, hashtags, and emoti-
cons as its nodes; users are connected based on the
Twitter follower graph, users are connected to the
tweets they created, and tweets are connected to
the unigrams, bigrams, hashtags and emoticons they
contain. We seed the graph using the polarity values
in the OpinionFinder lexicon (Wilson et al., 2005),
the known polarity of emoticons, and a maximum
entropy classifier trained on 1.8 million tweets with
automatically assigned labels based on the presence
of positive and negative emoticons, like Read (2005)
and Go et al. (2009).

We compare the label propagation approach to
the noisily supervised classifier itself and to a stan-
dard lexicon-based method using positive/negative
ratios. Evaluation is performed on several datasets
of tweets that have been annotated for polarity: the
Stanford Twitter Sentiment set (Go et al., 2009),

1Davidov et al. (2010) use 15 emoticons and 50 Twitter
hashtags as proxies for sentiment in a similar manner, but their
evaluation is indirect. Rather than predicting gold standard sen-
timent labels, they instead predict whether those same emoti-
cons and hashtags would be appropriate for other tweets.

tweets from the 2008 debate between Obama and
McCain (Shamma et al., 2009), and a new dataset
of tweets about health care reform that we have cre-
ated. In addition to performing standard per-tweet
accuracy, we also measure per-target accuracy (for
health care reform) and an aggregate error metric
over all users in our test set that captures how simi-
lar predicted positivity of each user is to their actual
positivity. Across all datasets and measures, we find
that label propagation is consistently better than the
noisily supervised classifier, which in turn outper-
forms the lexicon-based method. Additionally, for
the health care reform dataset, the label propagation
approach—which uses no gold labeled tweets, just a
hand-created lexicon—outperforms a maximum en-
tropy classifier trained on gold labels. However, we
do not find the follower graph to improve perfor-
mance with our current implementation.

2 Datasets

We use several different Twitter datasets as train-
ing or evaluation resources. From the annotated
datasets, only tweets with positive or negative polar-
ity are used, so neutral tweets are ignored. While im-
portant, subjectivity detection is largely a different
problem from polarity classification. For example,
Pang and Lee (2004) use minimum cuts in graphs
for the former and machine-learned text classifica-
tion for the latter. We also do not give any special
treatment to retweets, though doing so is a possible
future improvement.

2.1 Emoticon-based training set (EMOTICON)

Emoticons are commonly exploited as noisy in-
dicators of polarity—including by Twitter’s own
advanced search “with positive/negative attitude.”
While imperfect, there is potential for millions of
tweets containing emoticons to serve as a source
of noisy training material for a supervised classi-
fier. We create such a training set from a sample
of the “garden hose”2 Twitter feed, from September
to December, 2009. At the time of collection, this
included up to 15% of all tweets worldwide.

From this feed, 6,265,345 tweets containing at
least one of the emoticons listed in Table 1 are ex-
tracted; 5,156,277 contain a positive emoticon and

2http://dev.twitter.com/pages/streaming_api
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Table 1: Positive and negative emoticons.

+ #ff, congrats, gracias, yay, thx, smile,
awesome, hello, excited, moon, loving, glad,
sweet, wonderful, birthday, enjoy, goodnight,
amazing, cute, bom

− nickjonas, murphy, brittany, rip, triste, sad,
hurts, died, snow, huhu, headache, upset,
crying, throat, poor, sucks, ugh, sakit,
stomach, horrible

Table 2: Top 20 most predictive common unigram fea-
tures for the positive and negative classes, in order from
more predictive to less predictive.

1,109,068 contain a negative emoticon. A small
number of tweets contain both negative and posi-
tive emoticons. These are permitted to appear twice,
once for each label. Then, a balanced ratio of
positive/negative labels is obtained by keeping only
1,109,068 of the positive tweets. Finally, a large pro-
portion of non-English tweets are excluded by a fil-
ter that requires a tweet to have at least two words
(with at least two characters) from the CMU Pro-
nouncing Dictionary.3 A few non-English tweets
pass through this filter and some English tweets
with very unusual words or incorrect spelling are
dropped, but this simple strategy works well over-
all. The final training set contains 1,839,752 tweets,
still balanced for positive and negative emoticons.

Table 2 shows the 20 most predictive unigram
features of each class in the EMOMAXENT classi-
fier (described below) that are among the 1000 most
common unigrams in this dataset and are not them-
selves emoticons. A few non-English (but polar-
ized) words (e.g. gracias, bom, triste) make it past
our simple language filter and onto these lists, but
the majority of the most predictive words are En-
glish. Other highly predictive words are artifacts
of the particular tweet sample that comprises the
EMOTICON dataset, such as ‘nickjonas,’ ‘brittany,’
and ‘murphy,’ the latter two explained by the abun-

3The dictionary contains 133k English words, including in-
flected forms and proper nouns. http://www.speech.
cs.cmu.edu/cgi-bin/cmudict

Dataset Use Size % Pos
STS dev 183 59.0
OMD dev 1898 73.1
HCR-TRAIN train 488 43.2
HCR-DEV dev 534 32.2
HCR-TEST test 396 38.6

Table 3: Basic properties of the annotated datasets used
in this paper.

dance of negative tweets after actress Brittany Mur-
phy’s death. Most others are intuitively good mark-
ers of positive or negative polarity.

2.2 Datasets with polarity annotations

Three annotated datasets, summarized in Table 3 and
described below, are used for training, development,
or evaluation of polarity classifiers.

Stanford Twitter Sentiment (STS). Go et al.
(2009) created a collection of 216 annotated tweets
on various topics.4 Of these, 108 tweets are positive
and 75 are negative.

Obama-McCain Debate (OMD). Shamma et al.
(2009) used Amazon Mechanical Turk to annotate
3,269 tweets posted during the presidential debate
on September 26, 2008 between Barack Obama and
John McCain. Each tweet was annotated by one
or more Turkers for the categories positive, nega-
tive, mixed, or other. We filter this dataset with two
constraints in order to ensure high inter-annotator
agreement. First, at least three votes must have
been provided for a tweet to be included. Second,
more than half of the votes must have been posi-
tive or negative; the majority label is taken as the
gold standard for that tweet. This results in a set of
1,898 tweets. Of these, 705 had positive gold labels
and 1192 had negative gold labels, and the average
inter-annotator agreement of the Turk votes for these
tweets was 83.7%. To our knowledge, we are the
first to perform automatic polarity classification on
this dataset.

Health Care Reform (HCR). We create a new
annotated dataset based on tweets about health care
reform in the USA. This was a strongly debated

4http://twittersentiment.appspot.com/
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topic that created a large number of polarized tweets,
especially in the run up to the signing of the health
care bill on March 23, 2010. We extract tweets con-
taining the health care reform hashtag “#hcr” from
early 2010; a subset of these are annotated by us and
colleagues for polarity (positive, negative, neutral,
irrelevant) and polarity targets (health care reform,
Obama, Democrats, Republicans, Tea Party, conser-
vatives, liberals, and Stupak). These are separated
into training, dev and test sets. As with the other
datasets, we restrict attention in this paper only to
positive and negative tweets.5

2.3 The Twitter follower graph

One of the key ideas we test in this paper is whether
social connections can be used to improve polarity
classification for individual tweets and users. We
construct the Twitter follower graphs for the users in
the above datasets in stages using publicly available
data from the Twitter API. From the full list of each
user’s followers, we retain only followers found
within the datasets; this prunes unknown users who
did not tweet about the topic and thus are unlikely to
provide useful information. This method for graph
construction offers nearly complete graphs, but has
two main disadvantages. First, many users have
raised their privacy levels over time, which hinders
the ability to view their follower graph. In these
cases only their tweet information is known. Sec-
ondly, due to the rapid pace of growth on Twit-
ter, user graphs tend to grow quickly; thus our con-
structed graph is a representation of the user’s cur-
rent social graph and not the exact graph that existed
at the time of the tweet.

3 Approach

We compare three main approaches: using lexicon-
based positive/negative ratios, maximum entropy
classification and label propagation.

3.1 Lexicon-based baseline (LEXRATIO)

A reasonable baseline to use in polarity classifica-
tion is to count the number of positive and negative
terms in a tweet and pick the category with more
terms (O’Connor et al., 2010). This actually uses

5A public release of this data, along with our code, is avail-
able at https://bitbucket.org/speriosu/updown.

supervision at the level of word types. Like most
others, we use the OpinionFinder subjectivity lexi-
con,6 which contains 2,304 words annotated as pos-
itive and 4,153 words as negative. If the number of
positive and negative words in a tweet is equal (in-
cluding zero for both), the label is chosen at random.

3.2 Maximum entropy classifier (MAXENT)

The OpenNLP Maximum Entropy package7 is used
to train polarity classifiers using either EMOTICON

or HCR-TRAIN, henceforth referred to as EMO-
MAXENT and GOLDMAXENT, respectively. After
tokenizing on whitespace, unigram and bigram
features are extracted. All characters are lowercased
and non-alphanumeric characters are trimmed from
the left and right sides of tokens. However, tokens
that contain no alphanumeric characters are not
trimmed. Stop words8 are excluded as unigram
features. However, bigram features are extracted be-
fore stop words are removed since many stop words
are informative in the context of content words: e.g.,
contrast shit (negative) from the shit (very positive).
The beginning and end of tweets are indicated by
‘$’ in bigram features. Thus, the full feature set for
the tweet I love my new iPod Touch! :D is [love,
ipod, touch, $ i, i love, love my,
my ipod, ipod touch, touch :D, :D
$]. The same tokenization method is used for all
datasets in this paper.

3.3 Label Propagation (LPROP)

Tweets are not created in isolation—each tweet is
linked to other tweets by the same author, and each
author is influenced by the tweets of those he or she
follows. Common vocabulary and topics of discus-
sion also connect tweets to each other. Graph-based
methods such as label propagation (Zhu and Ghahra-
mani, 2002; Baluja et al., 2008; Talukdar and Cram-
mer, 2009) provide a natural means to represent and
exploit such relationships in order to improve classi-
fication, often while requiring less supervision than
with standard classification. Label propagation al-
gorithms spread label distributions from a small set

6http://www.cs.pitt.edu/mpqa/
opinionfinderrelease/

7http://incubator.apache.org/opennlp/
8Taken from: http://www.ranks.nl/resources/

stopwords.html
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Figure 1: An illustration of our graph with All-edges and Noisy-seed (see text for description).

of nodes seeded with some initial label information
(always noisy, heuristic information rather than gold
instance labels in our case) throughout the graph.
Label distributions are spread across a graph G =
{V,E,W} where V is the set of n nodes, E is a set
ofm edges andW is an n×nmatrix of weights, with
wij as the weight of edge (i, j). We use Modified
Adsorption (MAD) (Talukdar and Crammer, 2009)
over a graph with nodes representing tweets, authors
and features, while varying the seed information and
the construction of the edge sets. The spreading of
the label distributions can be viewed as a controlled
random walk with three possible actions: (i) inject-
ing a seeded node with its seed label, (ii) continu-
ing the walk from the current node to a neighbor-
ing node, and (iii) abandoning the walk. MAD takes
three parameters, µ1, µ2 and µ3, which control the
relative importance of each of these actions, respec-
tively. We use the Junto Label Propagation Toolkit’s
implementation of MAD in this paper.9

Modified Adsorption requires some nodes in the
graph to have seed distributions, which can come for
a variety of knowledge sources. We consider the fol-
lowing variants for seeding the graph:

• Maxent-seed: EMOMAXENT is trained on the
EMOTICON dataset; every tweet node is seeded

9http://code.google.com/p/junto/

with its polarity predictions for the tweet.
• Lexicon-seed: Nodes are created for every word

in the OpinionFinder lexicon. Positive words are
seeded as 90% positive if they are strongly subjec-
tive and 80% positive if weakly subjective; simi-
larly and conversely for negative words. Every
tweet is connected by an edge to every word in
the polarity lexicon it contains, using the weight-
ing scheme discussed with Feature-edges below.
• Emoticon-seed: Nodes are created for emoticons

from Table 1 and seeded as 90% positive or nega-
tive depending on their polarity.
• Annotated-seed: The annotations in HCR-

TRAIN are used to seed the tweets from that
dataset as 100% positive or negative, in accor-
dance with the label.

We use Noisy-seed as a collective term for all of the
above seed sets except Annotated-seed.

The other main aspect of graph construction is
specifying edges and their weights. We consider the
following variants:

• Follower-edges: When a user A follows another
user B, we add an edge from A to B with a weight
of 1.0, a weight that is comparable to that of a
moderately frequent word in Feature-edges below.
• Feature-edges: Nodes are added for hashtags and

the features described in §3.2 and connected to the
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tweets that contain them. An edge connecting a
tweet t to a feature f has weight wtf using rel-
ative frequency ratios of the feature between the
dataset d in question and the EMOTICON dataset
as a reference corpus r:

wtf =

{
log Pd(f)

Pr(f) if Pd(f) > Pr(f)

0 o.w.
(1)

We use All-edges when combining both edge sets.
Figure 1 illustrates the connections for All-edges

and Noisy-seed by example. Each user un is at-
tached to anyone who follows them or who they
follow. Each user is also connected to the tweets
they authored. Words from OpinionFinder are con-
nected to tweets that contain those words, and sim-
ilarly for hashtags, emoticons, unigrams, and bi-
grams. Emoticons and words from OpinionFinder
are seeded according to the explanation above. All
edges other than Feature-edges are given a weight of
1.0.

4 Results

4.1 Parameter tuning
We evaluated our models on the STS, OMD, and
HCR-DEV datasets during development and kept
HCR-TEST as a final held-out test set used once, af-
ter all relevant parameters had been set. For Mod-
ified Adsorption, 100 iterations were used, and a
seed injection parameter µ1 of .005 gave the best
balance of allowing seed distributions to affect other
nodes without overwhelming them. The Junto de-
fault value of .01 was used for both µ2 and µ3.

4.2 Per-tweet accuracy
Table 4 shows the per-tweet accuracy results of
the random baseline, the LEXRATIO baseline, the
EMOMAXENT classifier alone, the LPROP classifier
run only on Follower-edges with Maxent-seed, the
LPROP classifier run on the full graph from Figure 1
only seeded with Lexicon-seed, and the LPROP clas-
sifier run on All-edges and Noisy-seed.

For all datasets, LPROP with Feature-edges and
Noisy-seed outperforms or matches all other meth-
ods. For STS, our best result of 84.7% accu-
racy beats Go et al. (2009)’s reported best result

Classifier MSE
Random .167
LEXRATIO .170
EMOMAXENT .233
LPROP (Follower-edges, Maxent-seed) .233
LPROP (All-edges, Lexicon-seed) .187
LPROP (Feature-edges, Noisy-seed) .148
LPROP (All-edges, Noisy-seed) .148

Table 5: Mean squared error (MSE) per-user on HCR-
TEST, for users with at least 3 tweets

of 82.7%. Their approach uses a Maxent classifier
trained on a noisily labeled emoticon training set
similar to our EMOTICON dataset. Note that they
also remove neutral tweets from the test set.

Our semi-supervised label propagation method
compares favorably to fully supervised approaches.
For example, a graph with Feature-edges seeded
with gold labels from HCR-TRAIN (i.e. Annotated-
seed) obtains only 64.6% per-tweet accuracy on
HCR-TEST. A maximent entropy classifier trained
on HCR-TRAIN achieves 66.7%. Our best label
propagation approach surpasses both of these at
71.2%.

We find that in general Follower-edges are not
helpful as implemented here. Further work is needed
to explore more nuanced ways of modeling the so-
cial graph, such as allowing leaders to influence fol-
lowers more than vice versa.

4.3 Per-user error
In many sentiment analysis applications, it is of in-
terest to know what the polarity of a given individual
or the overall polarity toward a particular product is.
Here we compare the positivity ratio predicted by
our methods to that in the gold standard labels on a
per-user basis, using the mean squared error between
the predicted positivity ratios ppr and the actual ra-
tios apr for all users:

MSE(ppr, apr) =
∑

i

(apri − ppri)2

Where apri and ppri are the actual and predicted
positivity ratios of the ith user.

Table 5 gives MSE results on HCR-TEST for
users with at least 3 tweets. LPROP (Feature-edges,
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Classifier STS OMD HCR-DEV HCR-TEST

Random 50.0 50.0 50.0 50.0
LEXRATIO 72.1 59.1 54.3 58.1
EMOMAXENT 83.1 61.3 58.6 62.9
LPROP (Follower-edges, Maxent-seed) 83.1 61.2 57.9 62.9
LPROP (All-edges, Lexicon-seed) 70.0 62.6 64.6 64.6
LPROP (Feature-edges, Noisy-seed) 84.7 66.7 65.7 71.2
LPROP (All-edges, Noisy-seed) 84.7 66.5 65.2 71.0

Table 4: Per-tweet accuracy percentages. The models and parameters were developed while tracking performance on
STS, OMD, and HCR-DEV, and HCR-TEST results were obtained from a single, blind run.

+ pow pow, good debate, hack the, hack
$ barackobama, barackobama, the vp,
good job, to vote, john is, is to, obama did,
they both, gergen, knowledge, voting for,
for veterans, the veterans, america, will take

− language, this was, drinking, terrorists,
government, china, obama i, that we, father,
obama in, mc, diplomacy, wars, afghanistan,
debt, simply, financial, the spin, the bottom,
bottom

Table 7: Top 20 most positive and most negative n-grams
in OMD after running LPROP with All-edges and Noisy-
seed. Note that ’$’ indicates the beginning or end of a
tweet.

Noisy-seed) and LPROP (All-edges, Noisy-seed) are
tied for the lowest error.

4.4 Per-target accuracy

Table 6 gives results on a per-target basis for the
five most common targets in the HCR-TEST dataset,
in order from most common to least common: hcr,
dems, obama, gop, and conservatives. The per-
centages reflect the fraction of tweets correctly la-
beled for each target. These distributions are highly
skewed: the hcr target covers about 69% of the
tweets, while the conservatives target covers only
about 5%. Thus performance on the hcr target
tweets is most important for overall accuracy.

5 Discussion

Polar language An attractive property of label
propagation algorithms is that label distributions can
be obtained for nodes other than the tweets (and im-

+ human, stupak, you do, sunday, fired
vote for, yes on, $ we, vote yes, to vote,
vote on, goal, nation, do it, up to, ago, votes,
this #hcr, #hcr is, on #hcr

− gop, #tlot #hcr, #tcot #tlot, 12, #topprog,
medicare, #tlot, #tlot $, #ocra, cbo,
tea party, tea, passes, #hhrs, $ dems, #hc,
#obamacare, #sgp, dems, do not

Table 8: Top 20 most positive and most negative n-grams
in HCR-TEST after running LPROP with All-edges and
Noisy-seed.

portantly, nodes that were unseeded). For example,
all of the feature nodes—unigrams, bigrams, and
hashtags—have a loading for the positive and neg-
ative labels. These could be used for various vi-
sualizations of the results of the polarity classifica-
tion, including terms that are the most positive and
negative and also highlighting or bolding such terms
when showing a user individual tweets.

Table 7 shows the 20 unigrams and bigrams with
the highest and lowest ratio of positive label prob-
ability to negative label probability after running
LPROP with All-edges and Noisy-seed. These lists
are restricted to terms that had an edge weight of at
least 1.0, i.e. that were twice as frequent in OMD
compared to the reference corpus, that had a raw
count of at least 5 in OMD, and that didn’t al-
ready appear in the OpinionFinder lexicon. Some of
the terms are intuitively positive and negative, e.g.
good job and wars. Others reflect more specific as-
pects of the OMD dataset, such as good debate and
afghanistan.

Table 8 shows the top 20 for HCR-TEST. Many
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hcr dems obama gop conservatives
Classifier (274) (27) (26) (22) (20)
LEXRATIO 58.0 64.8 69.2 50.0 52.5
EMOMAXENT 62.4 66.7 73.1 68.2 60.0
LPROP (Follower-edges, Maxent-seed) 62.4 66.7 73.1 68.2 60.0
LPROP (All-edges, Lexicon-seed) 60.6 85.2 73.1 86.4 60.0
LPROP (Feature-edges, Noisy-seed) 69.0 81.5 80.8 86.4 70.0
LPROP (All-edges, Noisy-seed) 69.0 77.8 80.8 86.4 70.0

Table 6: Per-target accuracy percentages for HCR-TEST. The number of tweets for each target is given in parentheses.

terms simply reflect a rallying to either pass or defeat
the healthcare reform bill (vote for, do not). Other
positive words represent more abstract concepts pro-
ponents of the bill may be expressing (human, goal).
Conversely, opponents such as those who would at-
tend a tea party are concerned about what they call
#obamacare.

Domain differences There are several reasons
why performance is much lower on both the OMD
and HCR datasets than on STS. First, both the
EMOTICON (noisy) training set and the STS dev set
are general in topic. Correct estimations of the posi-
tivity and negativity of general words in the training
set like yay and upset are more likely to be useful
in a broad-domain evaluation set, whereas misesti-
mations of the weights of more specific words and
bigrams are likely to be washed out. In contrast,
the OMD and HCR datasets contain a very differ-
ent vocabulary distribution from the STS set. Words
and phrases referring to specific political issues like
health care and iraq war have frequencies that are
orders of magnitude higher than either the EMOTI-
CON training set or the STS dev set. Thus, misesti-
mations of the positivity or negativity of these fea-
tures will be amplified in evaluation. Lastly, expres-
sion of political opinions tends to be more nuanced
than the general opinions and feelings, simply due
to the complex nature of political issues. Everyone
agrees that a sore throat is bad, while it is less ob-
vious how much government involvement in health
care is beneficial.

LEXRATIO vs. EMOMAXENT LEXRATIO has
low coverage for words that tend to indicate positive
and negative sentiment in particular domains. For
example, STS has the tweet In montreal for a long

weekend of R&R. Much needed, with a positive gold
label. The only word in this tweet in the Opinion-
Finder lexicon is long, which is labeled as negative.
Thus, LEXRATIO incorrectly classifies the tweet as
negative. EMOMAXENT correctly labels this tweet
positive due to features like weekend being strong
indicators of the positive class. Similarly, the tweet
Booz Allen Hamilton has a bad ass homegrown so-
cial collaboration platform. Way cool! #ttiv is la-
beled negative by LEXRATIO due to the presence of
bad. While EMOMAXENT has a negative preference
for both bad and ass, it has a strong positive prefer-
ence for bad ass, as well as both cool and way cool.

EMOMAXENT vs. LPROP As seen from the per-
tweet and per-user results, LPROP does consistently
better than MAXENT. We now discuss one example
of this improvement from the OMD set. One user
authored the following four tweets:

• t1: obama +3 the conspicuousness of their pres-
ence is only matched by our absence #tweetdebate
• t2: Fundamentally, if McCain fundamentally uses

”fundamental” one more time, I’m gonna go nuts.
#tweetdebate
• t3: McCain likes the bears in Montana joke too

much#tweetdebate #current
• t4: We are less respected now... Obama #current

#debate08 And I give credit to McCain... NOOO

The gold label for t1 is positive and the rest are nega-
tive. All of the LPROP classifiers correctly predicted
the labels for all four tweets. EMOMAXENT missed
t2 and t3, so this primarily negative user is incor-
rectly indicated as primarily positive by EMOMAX-
ENT. LPROP gets around this by propagating senti-
ment polarity through unigram features in this case.
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The unigram mccain has an edge weight to tweets
that contain it of 8.6 for the OMD corpus, meaning
mccain is much more frequent in this corpus than
the reference corpus, so any sentiment associated
with mccain is propagated strongly. In this case, the
output of label propagation seeded with Noisy-seed
reveals that mccain has negative sentiment for this
dataset.

6 Related Work

Much work in sentiment analysis involves the use
and generation of dictionaries capturing the senti-
ment of words. These methods range from manual
approaches of developing domain-dependent lexi-
cons (Das and Chan, 2001) to semi-automated ap-
proaches (Hu and Liu, 2004) and fully automated
approaches (Turney, 2002). Melville et al. (2009)
use a unified framework combining background lex-
ical information in terms of word-class associations
and refine this information for specific domains us-
ing any available training examples. They produce
better results than using either a lexicon or training.

O’Connor et al. (2010) use the OpinionFinder
subjectivity lexicon to label the polarity of tweets
about Barack Obama and compare daily aggregate
sentiment scores to the Gallup poll time series of
manually gathered approval ratings of Obama. Even
with this simple polarity determination, they find
significant correlation between their predicted ag-
gregate sentiment per day and the Gallup poll.

Using the OMD dataset, Shamma et al. (2009)
find that amount of Twitter activity is a good pre-
dictor of topic changes during the debate, and that
the content of concurrent tweets reflects a mix of
the current debate topic and Twitter users’ reactions
to that topic. Diakopoulos and Shamma (2010) use
the same dataset to develop analysis and visualiza-
tion techniques to aid journalists and others in un-
derstanding the relationship between the live debate
event and the timestamped tweets.

Bollen et al. (2010) perform aggregate sentiment
analysis on tweets over time, comparing predicted
sentiment to time series such as the stock market
and crude oil prices, as well as major events such
as election day and Thanksgiving. However, the au-
thors use hand-built rules for classification based on
the Profile of Mood States (POMS) and largely eval-

uate based on inspection.

7 Conclusion

We have improved upon existing tweet polarity clas-
sification methods by combining several knowledge
sources with a noisily supervised label propagation
algorithm. We show that a maximum entropy clas-
sifier trained with distant supervision works better
than a lexicon-based ratio predictor, improving the
accuracy for polarity classification on our held-out
test set from 58.1% to 62.9%. By using the predic-
tions of that classifier in combination with a graph
that incorporates tweets and lexical features, we ob-
tain even better accuracy of 71.2%.

We did not find overall gains from using the fol-
lower graph as implemented here. There is room
for improvement in the way the follower graph is
encoded in our graph, particularly with respect to
using asymmetric relationships rather than an undi-
rected graph, and in how follower relationships are
weighted.

Another source of information that could be used
to improve results is the text in pages that have
been linked to from a tweet. In many cases, it is
only possible to know what the polarity is by look-
ing at the page being linked to. Our label propa-
gation setup can incorporate this straightforwardly
by adding nodes for those pages plus edges between
them and all tweets that reference them.
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Abstract

In this paper, we give a treatment to the prob-
lem of bilingual part-of-speech induction with
parallel data. We demonstrate that naı̈ve op-
timization of log-likelihood with joint MRFs
suffers from a severe problem of local max-
ima, and suggest an alternative – using con-
trastive estimation for estimation of the pa-
rameters. Our experiments show that estimat-
ing the parameters this way, using overlapping
features with joint MRFs performs better than
previous work on the 1984 dataset.

1 Introduction

This paper considers unsupervised learning of lin-
guistic structure—specifically, parts of speech—in
parallel text data. This setting, and more gener-
ally the multilingual learning scenario, has been
found advantageous for a variety of unsupervised
NLP tasks (Snyder et al., 2008; Cohen and Smith,
2010; Berg-Kirkpatrick et al., 2010; Das and Petrov,
2011).

We consider globally normalized Markov random
fields (MRFs) as an alternative to directed models
based on multinomial distributions or locally nor-
malized log-linear distributions. This alternate pa-
rameterization allows us to introduce correlated fea-
tures that, at least in principle, depend on any parts
of the hidden structure. Such models, sometimes
called “undirected,” are widespread in supervised
NLP; the most notable instances are conditional ran-
dom fields (Lafferty et al., 2001), which have en-
abled rich feature engineering to incorporate knowl-
edge and improve performance. We conjecture that

the “features view” of NLP problems is also more
appropriate in unsupervised settings than the con-
trived, acyclic causal stories required by directed
models. Indeed, as we will discuss below, previous
work on multilingual POS induction has had to re-
sort to objectionable independence assumptions to
avoid introducing cyclic dependencies in the causal
network.

While undirected models are formally attractive,
they are computationally demanding, particularly
when they are used generatively, i.e., as joint dis-
tributions over input and output spaces. Inference
and learning algorithms for these models are usually
intractable on realistic datasets, so we must resort to
approximations. Our emphasis here is primarily on
the machinery required to support overlapping fea-
tures, not on weakening independence assumptions,
although we weaken them slightly. Specifically, our
parameterization permits us to model the relation-
ship between aligned words in any configuration,
rather than just those that conform to an acyclic gen-
erative process, as previous work in this area has
done (§2). We incorporate word prefix and suffix
features (up to four characters) in an undirected ver-
sion of a model designed by Snyder et al. (2008).
Our experiments suggest that feature-based MRFs
offer advantages over the previous approach.

2 Related Work

The task of unsupervised bilingual POS induction
was originally suggested and explored by Snyder et
al. (2008). Their work proposes a joint model over
pairs of tag sequences and words that can be under-
stood as a pair of hidden Markov models (HMMs)
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in which aligned words share states (a fixed and
observable word alignment is assumed). Figure 1
gives an example for a French-English sentence pair.
Following Goldwater and Griffiths (2007), the tran-
sition, emission and coupling parameters are gov-
erned by Dirichlet priors, and a token-level col-
lapsed Gibbs sampler is used for inference. The hy-
perparameters of the prior distributions are inferred
from data in an empirical Bayesian fashion.

  

Why repeat that catastrophe ?

Pourquoi répéter la même ?catastrophe

x1/y1 X2/y2

y3 y4

x5/y6x4/y5

x3

Figure 1: Bilingual Directed POS induction model

When word alignments are monotonic (i.e., there
are no crossing links in the alignment graph), the
model of Snyder et al. is straightforward to con-
struct. However, crossing alignment links pose a
problem: they induce cycles in the tag sequence
graph, which corresponds to an ill-defined probabil-
ity model. Their solution is to eliminate such align-
ment pairs (their algorithm for doing so is discussed
below). Unfortunately, this is a potentially a seri-
ous loss of information. Crossing alignments often
correspond to systematic word order differences be-
tween languages (e.g., SVO vs. SOV languages). As
such, leaving them out prevents useful information
about entire subsets of POS types from exploiting of
bilingual context.

In the monolingual setting, Smith and Eisner
(2005) showed similarly that a POS induction model
can be improved with spelling features (prefixes and
suffixes of words), and Haghighi and Klein (2006)
describe an MRF-based monolingual POS induction
model that uses features. An example of such a
monolingual model is shown in Figure 2. Both pa-
pers developed different approximations of the com-
putationally expensive partition function. Haghighi
and Klein (2006) approximated by ignoring all sen-
tences of length greater than some maximum, and
the “contrastive estimation” of Smith and Eisner
(2005) approximates the partition function with a set

Economic discrepancies

A N

are

V

growing

V

Figure 2: Monolingual MRF tag model (Haghighi
and Klein, 2006)

of automatically distorted training examples which
are compactly represented in WFSTs.

Das and Petrov (2011) also consider the prob-
lem of unsupervised bilingual POS induction. They
make use of independent conventional HMM mono-
lingual tagging models that are parameterized with
feature-rich log-linear models (Berg-Kirkpatrick et
al., 2010). However, training is constrained with tag
dictionaries inferred using bilingual contexts derived
from aligned parallel data. In this way, the complex
inference and modeling challenges associated with a
bilingual tagging model are avoided.

Finally, multilingual POS induction has also been
considered without using parallel data. Cohen et al.
(2011) present a multilingual estimation technique
for part-of-speech tagging (and grammar induction),
where the lack of parallel data is compensated by
the use of labeled data for some languages and unla-
beled data for other languages.

3 Model

Our model is a Markov random field whose ran-
dom variables correspond to words in two parallel
sentences and POS tags for those words. Let s =
〈s1, . . . , sNs〉 and t = 〈t1, . . . , tNt〉 denote the two
word sequences; these correspond to Ns + Nt ob-
served random variables.1 Let x and y denote the se-
quences of POS tags for s and t, respectively. These
are the hidden variables whose values we seek to in-
fer. We assume that a word alignment is provided for
the sentences. Let A ⊆ {1, . . . , Ns} × {1, . . . Nt}
denote the word correspondences specified by the
alignment. The MRF’s unnormalized probability S

1We use “source” and “target” but the two are completely
symmetric in our undirected framework.
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assigns:

S(s, t,x,y | A,w) =

expw>

(
Ns∑
i=1

fs-emit(si, xi) +

Ns∑
i=2

fs-tran(xi−1, xi)

+

Nt∑
i=1

ft-emit(ti, yi) +

Nt∑
i=2

ft-tran(yi−1, yi)

+
∑

(i,j)∈A

falign-POS(xi, yj)


where w is a numerical vector of feature weights
that parameterizes the model. Each f• corre-
sponds to features on pairs of random variables;
a source POS tag and word, two adjacent source
POS tags, similarly for the target side, and aligned
source/target POS pairs. For simplicity, we let f de-
note the sum of these five feature vectors. (In most
settings, each feature/coordinate will be specific to
one of the five addends.) In this paper, the features
are indicators for each possible value of the pair of
random variables, plus prefix and suffix features for
words (up to four characters). These features encode
information similar to the Bayesian bilingual HMM
discussed in §2. Future work might explore exten-
sions to this basic feature set.

The marginal probability of the words is given by:

p(s, t | A,w) =

∑
x,y S(x,y, s, t | A,w)∑

s′,t′
∑

x,y S(s′, t′,x,y | A,w)
.

Maximum likelihood estimation would choose
weights w to optimize a product of quantities like
the above, across the training data.

A key advantage of this representation is that any
alignments may be present. In directed models,
crossing links create forbidden cycles in the graph-
ical model. For example, Figure 3 shows a cross-
ing link between “Economic discrepancies” and “di-
vergences economiques.” Snyder et al. (2008) dealt
with this problem by deleting word correspondences
that created cycles. The authors deleted crossing
links by considering each alignment link in the order
of the source sentence, deleting it if it crossed pre-
vious links. Deleting crossing links removes some
information about word correspondence.

divergences économiques

Economic discrepancies

N A

A N

Les

ART

vont

are

V

V

croissant

growing

V

V

Figure 3: Bilingual tag model.

4 Inference and Parameter Learning

When using traditional generative models, such as
hidden Markov models, the unsupervised setting
lends itself well to maximizing joint log-likelihood,
leading to a model that performs well (Snyder et
al., 2008). However, as we show in the following
analysis, maximizing joint log-likelihood for a joint
Markov random field with arbitrary features suffers
from serious issues which are related to the com-
plexity of the optimized objective surface.

4.1 MLE with Gradient Descent

For notational simplicity, we assume a single pair of
sentences s and t; generalizing to multiple training
instances is straightforward. The marginalized log-
likelihood of the data given w is

L(w) = log p(s, t | w)

= log

∑
x,y S(x,y, s, t | w)∑

s′,t′
∑

x,y S(x,y, s′, t′ | w)
.

In general, maximizing marginalized log-
likelihood is a non-concave optimization problem.
Iterative hill-climbing methods (e.g., expectation-
maximization and gradient-based optimization) will
lead only to local maxima, and these may be quite
shallow. Our analysis suggests that the problem
is exacerbated when we move from directed to
undirected models. We next describe a simple
experiment that gives insight into the problem.

We created a small synthetic monolingual data set
for sequence labeling. Our synthetic data consists of
the following five sequences of observations: {(0 1 2
3) , (1 2 3 0) , (2 3 0 1) , (3 0 1 2) , (0 1 2 3)}. We then
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maximized the marginalized log-likelihood for two
models: a hidden Markov model and an MRF. Both
use the same set features, only the MRF is globally
normalized. The number of hidden states in both
models is 4.

The global maximium in both cases would be
achieved when the emission probabilities (or feature
weights, in the case of MRF) map each observation
symbol to a single state. When we tested whether
this happens in practice, we noticed that it indeed
happens for hidden Markov models. The MRF, how-
ever, tended to use fewer than four tags in the emis-
sion feature weights, i.e., for half of the tags, all
emission feature weights were close to 0. This ef-
fect also appeared in our real data experiments.

The reason for this problem with the MRF, we be-
lieve, is that the parameter space of the MRF is un-
derconstrained. HMMs locally normalize the emis-
sion probabilities, which implies that a tag cannot
“disappear”—a total probability mass of 1 must al-
ways be allocated to the observation symbols. With
MRFs, however, there is no such constraint. Fur-
ther, effective deletion of a state y requires zeroing
out transition probabilities from all other states to
y, a large number of parameters that are completely
decoupled within the model.
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(a) likelihood
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(b) contrastive objective

Figure 4: Histograms of local optima found by opti-
mizing the length neighborhood objective (a) and the
contrastive objective (b) on a synthetic dataset with
8 sentences of length 7. The weights are initialized
uniformly at random in the interval [−1, 1]. We plot
frequency versus negated log-likelihood (lower hor-
izontal values are better). An HMM always finds a
solution that uses all available tags. The numbers at
the top are numbers of tags used by each local opti-
mum.

Our bilingual model is more complex than the

above example, and we found in preliminary exper-
iments that the effect persists there, as well. In the
following section, we propose a remedy to this prob-
lem based on contrastive estimation (Smith and Eis-
ner, 2005).

4.2 Contrastive Estimation

Contrastive estimation maximizes a modified ver-
sion of the log-likelihood. In the modified version,
it is the normalization constant of the log-likelihood
that changes: it is limited to a sum over possible ele-
ments in a neighborhood of the observed instances.
More specifically, in our bilingual tagging model,
we would define a neighborhood function for sen-
tences, N(s, t) which maps a pair of sentences to
a set of pairs of sentences. Using this neighborhood
function, we maximize the following objective func-
tion:

Lce(w)

= log p(S = s,T = t | S ∈ N1(s),T ∈ N2(t),w)

= log

∑
x,y S(s, t,x,y | w)∑

s′,t′∈N(s,t)

∑
x,y

S(s′, t′,x,y | w).

(1)
We define the neighborhood function using

a cross-product of monolingual neighborhoods:
N(s, t) = N1(s) × N1(t). N1 is the “dynasearch”
neighborhood function (Potts and van de Velde,
1995; Congram et al., 2002), used for contrastive
estimation previously by Smith (2006). This neigh-
borhood defines a subset of permutations of a se-
quence s, based on local transpositions. Specifically,
a permutation of s is in N1(s) if it can be derived
from s through swaps of any adjacent pairs of words,
with the constraint that each word only be moved
once. This neighborhood can be compactly repre-
sented with a finite-state machine of size O(Ns) but
encodes a number of sequences equal to the Nsth
Fibonacci number.

Monolingual Analysis To show that contrastive
estimation indeed gives a remedy to the local max-
imum problem, we return to the monolingual syn-
thetic data example from §4.1 and apply contrastive
estimation on this problem. The neighborhood we
use is the dynasearch neighborhood. In Figure 4b
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we compare the maxima identified using MLE with
the monolingual MRF model to the maxima identi-
fied by contrastive estimation. The results are con-
clusive: MLE tends to get stuck much more often in
local maxima than contrastive estimation.

Following an analysis of the feature weights
found by contrastive estimation, we found that con-
trastive estimation puts more weight on the transi-
tion features than emission features, i.e., the tran-
sition features weights have larger absolute values
than emission feature weights. We believe that this
could explain why contrastive estimation finds better
local maximum that plain MLE, but we leave explo-
ration of this effect for future work.

It is interesting to note that even though the con-
trastive objective tends to use more tags available in
the dictionary than the likelihood objective does, the
maximum objective that we were able to find does
not correspond to the tagging that uses all available
tags, unlike with HMM, where the maximum that
achieved highest likelihood also uses all available
tags.

4.3 Optimizing the Contrastive Objective
To optimize the objective in Eq. 1 we use a generic
optimization technique based on the gradient. Using
the chain rule for derivatives, we can derive the par-
tial derivative of the log-likelihood with respect to a
weight wi:

∂Lce(w)

∂wi
= Ep(X,Y|s,t,w)[fi]

− Ep(S,T,X,Y|S∈N1(s),T∈N1(t),w)[fi]

The second term corresponds to a computationally
expensive inference problem, because of the loops
in the graphical model. This situation is differ-
ent from previous work on linear chain-structured
MRFs (Smith and Eisner, 2005; Haghighi and Klein,
2006), where exact inference is possible. To over-
come this problem, we use Gibbs sampling to obtain
the two expectations needed by the gradient. This
technique is closely related to methods like stochas-
tic expectation-maximization (Andrieu et al., 2003)
and to contrastive divergence (Hinton, 2000).

The training algorithm iterates between sam-
pling part-of-speech tags and sampling permutations
of words to compute the expected value of fea-
tures. To sample permutations, the sampler iterates

through the sentences and decides, for each sen-
tence, whether to swap a pair of adjacent tags and
words or not. The Markov blanket for computing
the probability of swapping a pair of tags and words
is shown in Figure 5. We run the algorithm for a
fixed number (50) of iterations. By testing on a de-
velopment set, we observed that the accuracy may
increase after 50 iterations, but we chose this small
number of iterations for speed.
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Figure 5: Markov blanket of a tag (left) and of a pair
of adjacent tags and words (right).

In preliminary experiments we considered
stochastic gradient descent, with online updating.
We found this led to low-accuracy local optima,
and opted for gradient descent with batch updates
in our implementation. The step size was chosen to
limit the maximum absolute value of the update in
any weight to 0.1. Preliminary experiments showed
only harmful effects from regularization, so we did
not use it. These issues deserve further analysis and
experimentation in future research.

5 Experiments

We next describe experiments using our undirected
model to unsupervisedly learn POS tags.

With unsupervised part-of-speech tagging, it is
common practice to use a full or partial dictionary
that maps words to possible part-of-speech tags. The
goal of the learner is then to discern which tag a
word should take among the tags available for that
word. Indeed, in all of our experiments we make
use of a tag dictionary. We consider both a com-
plete tag dictionary, where all of the POS tags for all
words in the data are known,2 and a smaller tag dic-
tionary that only provides possible tags for the 100

2Of course, additional POS tags may be possible for a given
word that were not in evidence in our finite dataset.
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most frequent words in each language, leaving the
other words completely ambiguous. The former dic-
tionary makes the problem easier by reducing ambi-
guity; it also speeds up inference.

Our experiments focus on the Orwell novel 1984
dataset for our experiments, the same data used by
Snyder et al. (2008). It consists of parallel text of
the 1984 novel in English, Bulgarian, Slovene and
Serbian (Erjavec, 2004), totalling 5,969 sentences in
each language. The 1984 datset uses fourteen part-
of-speech tags, two of which denote punctuation.
The tag sets for English and other languages have
minor differences in determiners and particles.

We use the last 25% of sentences in the dataset
as a test set, following previous work. The dataset
is manually annotated with part-of-speech tags. We
use automatically induced word alignments using
Giza++ (Och and Ney, 2003). The data show very
regular patterns of tags that are aligned together:
words with the same tag in two languages tend to
be aligned with each other.

When a complete tag dictionary derived from the
Slavic language data is available, the level of ambi-
guity is very low. The baseline of choosing random
tags for each word gives an accuracy in the low 80s.
For English, we use an extended tag dictionary built
from the Wall Street Journal and the 1984 data. The
English tag dictionary is much more ambiguous be-
cause it is obtained from a much larger dataset. The
random baseline gives an accuracy of around 56%.
(See Table 1.)

In our first set of experiments (§5.1), we perform
a “sanity check” with a monolingual version of the
MRF that we described in earlier sections. We com-
pare it against plain HMM to assure that the MRFs
behave well in the unsupervised setting.

In our second set of experiments (§5.2), we com-
pare the bilingual HMM model from Snyder et al.
(2008) to the joint MRF model. We show that using
an MRF has an advantage over an HMM model in
the partial tag dictionary setting.

5.1 Monolingual Experiments

We turn now to two monolingual experiments that
verify our model’s suitability for the tagging prob-
lem.

Language Random HMM MRF
Bulgarian 82.7 88.9 93.5
English 56.2 90.7 87.0
Serbian 83.4 85.1 89.3
Slovene 84.7 87.4 94.5

Table 1: Unsupervised monolingual tagging accura-
cies with complete tag dictionary on 1984 data.

Supervised Learning As a very primitive com-
parison, we trained a monolingual supervised MRF
model to compare to the results of supervised
HMMs. The training procedure is based on sam-
pling, just like the unsupervised estimation method
described in §4.3. The only difference is that there is
no need to sample the words because the tags are the
only random variables to be marginalized over. Our
model and HMM give very close performance with
difference in accuracy less than 0.1%. This shows
that the MRF is capable of representing an equiva-
lent model represented by the HMM. It also shows
that gradient descent with MCMC approximate in-
ference is capable of finding a good model with the
weights initialized to all 0s.

Unsupervised Learning We trained our model
under the monolingual setting as a sanity check for
our approximate training algorithm. Our model un-
der monolingual mode is exactly the same as the
models introduced in §2. We ran our model on the
1984 data with the complete tag dictionary. A com-
parison between our result and monolingual directed
model is shown in Table 1. “Random” is obtained by
choosing a random tag for each word according to
the tag dictionary. “HMM” is a Bayesian HMM im-
plemented by (Snyder et al., 2008). We also imple-
mented a basic (non-Bayesian) HMM. We trained
the HMM with EM and obtained rsults similar to the
Bayesian HMM (not shown).

5.2 Billingual Results

Table 2 gives the full results in the bilingual setting
for the 1984 dataset with a partial tag dictionary. In
general, MRFs do better than their directed counter-
parts, the HMMs. Interestingly enough, removing
crossing links from the data has only a slight adverse
effect. It appears like the prefix and suffix features
are more important than having crossing links. Re-
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Language pair HMM MRF MRF w/o cross. MRF w/o spell.
English 71.3 73.3± 0.6 73.4± 0.6 67.4± 0.9

Bulgarian 62.6 62.3± 0.3 63.8± 0.4 55.2± 0.5

Serbian 54.1 55.7± 0.2 54.6± 0.3 47.7± 0.5

Slovene 59.7 61.4± 0.3 60.4± 0.3 56.7± 0.4

English 66.5 73.3± 0.3 73.4± 0.2 62.3± 0.5

Slovene 53.8 59.7± 2.5 57.6± 2.0 52.1± 1.3

Bulgarian 54.2 58.1± 0.1 56.3± 1.3 58.0± 0.2

Serbian 56.9 58.6± 0.3 59.0± 1.2 55.1± 0.3

English 68.2 72.8± 0.6 72.7± 0.6 65.7± 0.4

Serbian 54.7 58.5± 0.6 57.7± 0.3 54.2± 0.3

Bulgarian 55.9 59.8± 0.1 60.3± 0.5 55.0± 0.4

Slovene 58.5 61.4± 0.3 61.6± 0.4 58.1± 0.6

Average 59.7 62.9 62.5 56.5

Table 2: Unsupervised bilingual tagging accuracies with tag dictionary only for the top 100 frequent words.
“HMM” is the result reported by (Snyder et al., 2008). “MRF” is our contrastive model averaged over ten
runs. “MRF w/o cross.” is our model trained without crossing links, like Snyder et al.’s HMM. “MRF
w/o spell.” is our model without prefix and suffix features. Numbers appearing next to results are standard
deviations over the ten runs.

Language w/ cross. w/o cross.
French 73.8 70.3
English 56.0 59.2

Table 3: Effect of removing crossing links when
learning French and English in a bilingual setting.

moving the prefix and suffix features gives substan-
tially lower results on average, results even below
plain HMMs.

The reason that crossing links do not change the
results much could be related to fact that most of
the sentence pairs in the 1984 dataset do not contain
many crossing links (only 5% of links cross another
link). To see whether crossing links do have an ef-
fect when they come in larger number, we tested our
model on French-English data. We aligned 10,000
sentences from the Europarl corpus (Koehn, 2005),
resulting in 87K crossing links out of a total of 673K
links. Using the Penn treebank (Marcus et al., 1993)
and the French treebank (Abeillé et al., 2003) to
evaluate the model, results are given in Table 3. It is
evident that crossing links have a larger effect here,
but it is mixed: crossing links improve performance
for French while harming it for English.

6 Conclusion

In this paper, we explored the capabilities of joint
MRFs for modeling bilingual part-of-speech mod-
els. Exact inference with dynamic programming is
not applicable, forcing us to experiment with ap-
proximate inference techniques. We demonstrated
that using contrastive estimation together with Gibbs
sampling for the calculation of the gradient of the
objective function leads to better results in unsuper-
vised bilingual POS induction.

Our experiments also show that the advantage of
using MRFs does not necessarily come from the fact
that we can use non-monotonic alignments in our
model, but instead from the ability to use overlap-
ping features such as prefix and suffix features for
the vocabulary in the data.
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LIA - University of Avignon, BP 91228

84911 Avignon Cedex 09, France
{nathalie.camelin,boris.detienne,stephane.huet,dominique.quadri,fabrice.lefevre}@univ-avignon.fr

Abstract

Training efficient statistical approaches for
natural language understanding generally re-
quires data with segmental semantic annota-
tions. Unfortunately, building such resources
is costly. In this paper, we propose an ap-
proach that produces annotations in an unsu-
pervised way. The first step is an implementa-
tion of latent Dirichlet allocation that produces
a set of topics with probabilities for each topic
to be associated with a word in a sentence.
This knowledge is then used as a bootstrap to
infer a segmentation of a word sentence into
topics using either integer linear optimisation
or stochastic word alignment models (IBM
models) to produce the final semantic anno-
tation. The relation between automatically-
derived topics and task-dependent concepts is
evaluated on a spoken dialogue task with an
available reference annotation.

1 Introduction

Spoken dialogue systems in the field of information
query are basically used to interface a database with
users using speech. When probabilistic models are
used in such systems, good performance can only be
reached at the price of collecting a lot of field data,
which must be transcribed and annotated at the se-
mantic level. It becomes then possible to train effi-
cient models in a supervised manner. However, the
annotation process is costly and as a consequence
represents a real difficulty hindering the widespread
development of these systems. Therefore any means
to avoid it would be profitable as portability to new

tasks, domains or languages would be greatly facili-
tated.

To give a full description of the architecture of a
dialogue system is out of the scope of this paper. In-
stead we limit ourselves to briefly recall that once
a speech recognizer has transcribed the signal it is
common (though avoidable for very simple tasks) to
use a module dedicated to extract the meaning of
the user’s queries. This meaning representation is
then conveyed to an interaction manager that decides
upon the next best action to perform considering the
current user’s input and the dialogue history. One
of the very first steps to build the spoken language
understanding (SLU) module is the identification of
literal concepts in the word sequence hypothesised
by the speech recogniser. An example of a semantic
representation in terms of literal concept is given in
Figure 1. Once the concepts are identified they can
be further composed to form the overall meaning of
the sentence, for instance by means of a tree repre-
sentation based on hierarchical semantic frames.

To address the issue of concept tagging several
techniques are available. Some of these techniques
now classical rely on probabilistic models, that can
be either discriminative or generative. Among these,
the most efficiently studied this last decade are: hid-
den Markov models, finite state transducers, max-
imum entropy Markov models, support vector ma-
chines, dynamic fields (CRF). In (Hahn et al., 2010)
it is shown that CRFs obtain the best performance on
a tourist information retrieval task in French (ME-
DIA (Bonneau-Maynard et al., 2005)), but also in
two other comparable corpora in Italian and Polish.

To be able to apply any such technique, basic con-
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words concept normalized value
donnez-moi null
le refLink-coRef singular
tarif object payment-amount-room
puisque connectProp imply
je voudrais null
une chambre number-room 1
qui coûte object payment-amount-room
pas plus de comparative-payment less than
cinquante payment-amount-integer-room 50
euros payment-unit euro

Figure 1: Semantic concept representation for the query “give me the rate since I’d like a room charged not more than
fifty euros”.

cept units have to be defined by an expert. In the best
case, most of these concepts can be derived straight-
forwardly from the pieces of information lurking in
the database tables (mainly table fields but not ex-
clusively). Some others are general (dialogic units
but also generic entities such as number, dates, etc).
However, to provide an efficient and usable informa-
tion to the reasoning modules (the dialogue manager
in our case) concepts have to be fine-grained enough
and application-dependent (even general concepts
might have to be tailored to peculiar uses). To that
extent it seems out of reach to derive the concept
definitions using a fully automatic procedure. Any-
how the process can be bootstrapped, for instance
by induction of semantic classes such as in (Siu and
Meng, 1999) or (Iosif et al., 2006). Our assumption
here is that the most time-consuming parts of con-
cept inventory and data tagging could be obtained in
an unsupervised way even though a final (but hope-
fully minimal) manual procedure is still required to
tag the classes so as to manually correct automatic
annotation.

Unlike the previous attempts cited above which
developed ad hoc approaches, we investigate here
the use of broad-spectrum knowledge extraction
methods. The notion most related to that of concept
in SLU is the topic, as used in information retrieval
systems. Anyhow for a long time, the topic detec-
tion task was limited to associate a single topic to
a document and thus was not fitted to our require-
ments. The recently proposed LDA technique al-
lows to have a probabilistic representation of a doc-
ument as a mixture of topics. Then multiple topics
can co-occur inside a document and the same topic

can be repeated. From these characteristics it is pos-
sible to consider the application of LDA to unsu-
pervised concept inventory and concept tagging for
SLU. A shortcoming is that LDA does not modelize
at all the sequentiality of the data. To address this is-
sue we propose to conclude the procedure with a fi-
nal step to introduce specific constraints for a correct
segmentation of the data: the assignments of topics
proposed by LDA are modified to be more segmen-
tally coherent.

The paper is organised as follows. Principles
of automatic induction of semantic classes are pre-
sented in Section 2, followed by the presentation of
an induction system based on LDA. The additional
step of segmentation is presented in Section 3 with
two variants: stochastic word alignment (GIZA) and
integer linear programming (ILP). Then evaluations
and results are reported in Section 4 on the French
MEDIA dialogue task.

2 Automatic induction of semantic classes

2.1 Context modeling

The idea of automatic induction of semantic classes
is based on the assumption that concepts often share
the same context (syntactic or lexical). Imple-
mented systems are based on the observation of co-
occurring words according to two different ways.
The observation of consecutive words (bigrams or
trigrams) enables the generation of lexical com-
pounds supposed to follow syntactic rules. The com-
parison of right and left contexts considering pairs
of words enables to cluster words (and word com-
pounds) into semantic classes.
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In (Siu and Meng, 1999) and (Pargellis et al.,
2001), iterative systems are presented. Their im-
plementations differ in the metrics chosen to eval-
uate the similarity during the generation of syntactic
rules and semantic classes, but also in the number
of words taken into account in a word context and
the order of successive steps (which ones to gener-
ate first: syntactic rules or semantic classes?). An
iterative procedure is executed to obtain a sufficient
set of rules in order to automatically extract knowl-
edge from the data.

While there may be still room for improvement in
these techniques we decided instead to investigate
general knowledge extraction approaches in order to
evaluate their potential. For that purpose a global
strategy based on an unsupervised machine learning
technique is adopted in our work to produce seman-
tic classes.

2.2 Implementation of an automatic induction
system based on LDA

Several approaches are available for topic detection
in the context of knowledge extraction and informa-
tion retrieval. They all more or less rely on the pro-
jection of the documents of interest in a semantic
space to extract meaningful information. However,
as the considered spaces (initial document words
and latent semantics) are discrete the performance
of the proposed approaches for the topic extraction
tasks are pretty unstable, and also greatly depend on
the quantity of data available. In this work we were
motivated by the recent development of a very at-
tractive technique with major distinct features such
as the detection of multiple topics in a single docu-
ment. LDA (Blei et al., 2003) is the first principled
description of a Dirichlet-based model of mixtures
of latent variables. LDA will be used in our work
to annotate the dialogue data in terms of topics in
an unsupervised manner. Then the relation between
automatic topics and expected concepts will be ad-
dressed manually.

Basically LDA is a generative probabilistic model
for text documents. LDA follows the assumption
that a set of observations can be explained by latent
variables. More specifically documents are repre-
sented by a mixture of topics (latent variables) and
topics are characterized by distributions over words.
The LDA parameters are {α, β}. α represents the

Dirichlet parameters of K latent topic mixtures as
α = [α1, α2, . . . , αK ]. β is a matrix representing a
multinomial distribution in the form of a conditional
probability table βk,w = P (w|k). Based on this rep-
resentation, LDA can estimate the probability of a
new document d of N words d = [w1, w2, . . . , wN ]
using the following procedure.

A topic mixture vector θ is drawn from the Dirich-
let distribution (with parameter α). The correspond-
ing topic sequence κ = [k1, k2, . . . , kN ] is generated
for the whole document accordingly to a multino-
mial distribution (with parameter θ). Finally each
word is generated by the word-topic multinomial
distribution (with parameter β, that is p(wi|ki, β)).
After this procedure, the joint probability of θ, κ and
d is then:

p(θ, κ, d|α, β) = p(θ|α)

N∏

i=1

p(ki|θ)p(wi|ki, β)

(1)
To obtain the marginal probability of d, a final in-
tegration over θ and a summation over all possible
topics considering a word is necessary:

p(d|α, β) =

∫
p(θ|α)




N∏

i=1

∑

ki

p(ki|θ)p(wi|ki, β)




(2)
The framework is comparable to that of probabilis-
tic latent semantic analysis, but the topic multino-
mial distribution in LDA is assumed to be sampled
from a Dirichlet prior and is not linked to training
documents. This approach is illustrated in Figure 2.

Training of the α and β parameters is possible us-
ing a corpus of documents, with a fixed number of
topics to predict. A variational inference procedure
is described in (Blei et al., 2003) which alleviates
the intractability due to the coupling between θ and
β in the summation over the latent topics. Once the
parameters for the Dirichlet and multinomial distri-
butions are available, topic scores can be derived for
any given document or word sequence.

In recent years, several studies have been carried
out in language processing based on LDA. For in-
stance, (Tam and Schultz, 2006) worked on unsuper-
vised language model adaptation; (Celikyilmaz et
al., 2010) ranked candidate passages in a question-
answering system; (Phan et al., 2008) implemented
LDA to classify short and sparse web texts.
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LATENT DIRICHLET ALLOCATION

α                                    k wθ

β

M
N

Figure 1: Graphical model representation of LDA. The boxes are “plates” representing replicates.
The outer plate represents documents, while the inner plate represents the repeated choice
of topics and words within a document.

wherep(zn |θ) is simplyθi for the uniquei such thatzin = 1. Integrating overθ and summing over
z, we obtain the marginal distribution of a document:

p(w |α,β) =

∫
p(θ |α)

(
N

∏
n=1

∑
zn
p(zn |θ)p(wn |zn,β)

)
dθ. (3)

Finally, taking the product of the marginal probabilities of single documents, we obtain the proba-
bility of a corpus:

p(D |α,β) =
M

∏
d=1

∫
p(θd |α)

(
Nd
∏
n=1

∑
zdn
p(zdn |θd)p(wdn |zdn,β)

)
dθd .

The LDA model is represented as a probabilistic graphical model in Figure 1. As the figure
makes clear, there are three levels to the LDA representation. The parametersα andβ are corpus-
level parameters, assumed to be sampled once in the process of generating a corpus. The variables
θd are document-level variables, sampled once per document. Finally, the variableszdn andwdn are
word-level variables and are sampled once for each word in each document.

It is important to distinguish LDA from a simple Dirichlet-multinomial clustering model. A
classical clustering model would involve a two-level model in which a Dirichlet is sampled once
for a corpus, a multinomial clustering variable is selected once for each document in the corpus,
and a set of words are selected for the document conditional on the cluster variable. As with many
clustering models, such a model restricts a document to being associated with a single topic. LDA,
on the other hand, involves three levels, and notably the topic node is sampledrepeatedly within the
document. Under this model, documents can be associated with multiple topics.

Structures similar to that shown in Figure 1 are often studied in Bayesian statistical modeling,
where they are referred to ashierarchical models (Gelman et al., 1995), or more precisely ascon-
ditionally independent hierarchical models (Kass and Steffey, 1989). Such models are also often
referred to asparametric empirical Bayes models, a term that refers not only to a particular model
structure, but also to the methods used for estimating parameters in the model (Morris, 1983). In-
deed, as we discuss in Section 5, we adopt the empirical Bayes approach to estimating parameters
such asα andβ in simple implementations of LDA, but we also consider fuller Bayesian approaches
as well.

997

Figure 2: Graphical representation for LDA variables
(from (Blei et al., 2003)). The grey circle is the only ob-
servable variable.

In our work LDA is employed to annotate each
user’s utterance of a dialogue corpus with topic. Ut-
terances longer than one word are included in the
training set as its sequence of words. Once the
model has been trained, inference on data corpus as-
signs the topic with the highest probability to each
word in a document. This probability is computed
from the probability of the topic to appear in the doc-
ument and the probability of the word to be gener-
ated by the topic. As a consequence we obtain a full
topic annotation of the utterance.

Notice that LDA considers a user utterance as a
bag of words. This implies that each topic is as-
signed to a word without any consideration for its
immediate context. An additional segmental process
is required if we want to introduce some context in-
formation in the topic assignment.

3 Segmental annotation

3.1 Benefits of a segmental annotation

The segmental annotation of the data is not a strict
requirement for language understanding. Up to quite
recently, most approaches for literal interpretation
were limited to lexical-concept relations; for in-
stance this is the case of the Phoenix system (Ward,
1991) based on the detection of keywords. However
in an NLP perspective, the segmental approach al-
lows to connect the various levels of sentence analy-
sis (lexical, syntactic and semantic). Even though, in
order to simplify its application, segments are gen-
erally designed specifically for the semantic anno-
tation and do not have any constraint on their rela-
tion with the actual syntactic units (chunks, phrasal
groups, etc). To get relieved of such constraints not

only simplifies the annotation process itself but as
ultimately the interpretation module is to be used in-
side a spoken dialogue system, data will be noisy
and generally bound the performance of the syn-
tactic analysers (due to highly spontaneous and un-
grammatical utterances from the users, combined
with errors from the speech recognizer).

Another interesting property of segmental ap-
proach is to offer a convenient way to dissociate the
detection of a conceptual unit from the extraction of
its associated value. The value corresponds to the
normalisation of the surface form (see last column
in 1); for instance if the segment “not more than”
is associated to the concept comparative-payment,
its value is “less than”. The same value would
be associated to “not exceeding” or “inferior to”.
Value extraction requires a link between concepts
and words based on which the normalisation prob-
lem can be addressed by means of regular expres-
sions or concept-dependent language models (even
allowing integrated approaches such as described
in (Lefèvre, 2007)). In the case of global approaches
(not segmental), value extraction must be dealt with
directly at the level of the conceptual unit tagging,
as in (Mairesse et al., 2009). This additional level is
very complex (as some values may not be enumer-
able, such as numbers and dates) and is only afford-
able when the number of authorised values (for the
enumerable cases) is low.

To refine the LDA output, the topic-to-word align-
ment is discarded and an automatic procedure is
used to derive the best alignment between topics and
words. While the underlying probabilistic models
are pretty comparable, the major interest of this ap-
proach is to separate the tasks of detecting topics and
aligning topics with words. It is then possible to in-
troduce additional constraints (such as locality, num-
ber of segments, limits on repetitions etc) in the lat-
ter task which would otherwise hinder topic detec-
tion. Conversely the alignment is self-coherent and
able to question the associations proposed during
topic detection with respect to its own constraints
only. Two approaches were designed to this pur-
pose: one based on IBM alignment models and an-
other one based on integer linear optimisation.
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3.2 Alignment with IBM models (GIZA)

Once topic assignments for the documents in the
corpus have been proposed by LDA, a filtering pro-
cess is done to keep only the most relevant topics
of each document. The χmax most probable top-
ics are kept according to the probability p(k|wi, d)
that topic k generated the word wi of the document
d. χmax is a value fixed empirically according to
the expected set of topics in a sentence. Then, the
obtained topic sequences are disconnected from the
words. At this point, the topic and word sequences
can be considered as a translation pair to produce
a word-topic parallel corpus. These data can be
used with classical approaches in machine transla-
tion to align source and target sentences at the word
level. Since these alignment models can align sev-
eral words with a single topic, only the first occur-
rence is kept for consecutive repetitions of the same
topic. These models are expected to correct some er-
rors made by LDA, and to assign in particular words
previously associated with discarded topics to more
likely ones.

In our experiments the statistical word alignment
toolkit GIZA++ (Och and Ney, 2003) is used to
train the so-called IBM models 1-4 as well as the
HMM model. To be able to train the most informa-
tive IBM model 4, the following training pipeline
was considered: 5 iterations of IBM1, 5 iterations
of HMM, 3 iterations of IBM3 and 3 iterations of
IBM4. The IBM4 model obtained at the last iter-
ation is finally used to align words and topics. In
order to improve alignment, IBM models are usu-
ally trained in both directions (words towards con-
cepts and vice versa) and symmetrised by combin-
ing them. For this purpose, we resorted to the default
symmetrization heuristics used by MOSES, a widely
used machine translation system toolkit (Koehn et
al., 2007).

3.3 Alignment with Integer Linear
Programming (ILP)

Another approach to the re-alignment of LDA out-
puts is based on a general optimisation technique.
ILP is a widely used tool for modelling and solv-
ing combinatorial optimisation problems. It broadly
aims at modelling a decision process as a set of equa-
tions or inequations (called constraints) which are

linear with regards to so-called decision variables.
An ILP is also composed of a linear objective func-
tion. Solving an ILP consists in assigning values to
decision variables, such that all constraints are sat-
isfied and the objective function is optimised. We
refer to (Chen et al., 2010) for an overview of appli-
cations and methods of ILP.

We provide two ILP formulations for solving the
topic assignment problem related to a given docu-
ment. They both take as input data an ordered set d
of words wi, i = 1...N , a set of K available topics
and, for each word wi ∈ d and topic k = 1...K,
the natural logarithm of the probability p(k|wi, d)
that k is assigned to wi in the considered document
d. Model [ILP ] simply finds the highest-probability
assignment of one topic to each word in the doc-
ument, such that at most χmax different topics are
assigned.

[ILP ] : max
N∑

i=1

K∑

k=1

log(p(k|wi, d)) xik (3)

∑K
k=1 xik = 1 i (4)

yk − xik ≥ 0 i, k (5)∑K
k=1 yk ≤ χmax (6)

xik ∈ {0, 1} i, k

yk ∈ {0, 1} k

In this model, decision variable xik is equal to 1 if
topic k is assigned to word wi, and equal to 0 other-
wise. Constraints (4) ensure that exactly one topic is
assigned to each word. Decision variable yk is equal
to 1 if topic k is used. Constraints (5) force vari-
able yk to take a value of 1 if at least one variable
xik is not null. Moreover, Constraints (6) limit the
total number of topics used. The objective function
(3) merely states that we want to maximize the total
probability of the assignment. Through this model,
our assignment problem is identified as a p-centre
problem (see (ReVelle and Eiselt, 2005) for a survey
on such location problems).

Numerical experiments show that [ILP ] tends to
give sparse assignments: most of the time, adja-
cent words are assigned to different topics even if
the total number of topics is correct. To prevent
this unnatural behaviour, we modified [ILP ] to con-
sider groups of consecutive words instead of isolated
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words. Model [ILP seg] partitions the document
into segments of consecutive words, and assigns one
topic to each segment, such that at most χmax seg-
ments are created. For the sake of convenience, we
denote by p̄(k|wij , d) =

∑j
l=i log(p(k|wl, d)) the

logarithm of the probability that topic k is assigned
to all words from i to j in the current document.

[ILP seg] : max

N∑

i=1

N∑

j=i

K∑

k=1

p̄(k|wij , d) xijk (7)

i∑

j=1

N∑

l=i

K∑

k=1

xjlk = 1 i (8)

N∑

i=1

N∑

j=i

K∑

k=1

xijk ≤ χmax (9)

xijk ∈ {0, 1} i, j, k

In this model, decision variable xijk is equal to 1
if topic k is assigned to all words from i to j, and
0 otherwise. Constraints (8) ensure that each word
belongs to a segment that is assigned a topic. Con-
straints (9) limit the number of segments. Due to
the small size of the instances considered in this pa-
per, both [ILP ] and [ILP seg] are well solved by a
direct application of an ILP solver.

4 Evaluation and results

4.1 MEDIA corpus

The MEDIA corpus is used to evaluate the pro-
posed approach and to compare the various con-
figurations. MEDIA is a French corpus related to
the domain of tourism information and hotel book-
ing (Bonneau-Maynard et al., 2005). 1,257 dia-
logues were recorded from 250 speakers with a wiz-
ard of Oz technique (a human agent mimics an auto-
matic system). This dataset contains 17k user utter-
ances and 123,538 words, for a total of 2,470 distinct
words.

The MEDIA data have been manually transcribed
and semantically annotated. The semantic annota-
tion uses 75 concepts (e.g. location, hotel-state,
time-month. . . ). Each concept is supported by a se-
quence of words, the concept support. The null con-
cept is used to annotate every words segment that
does not support any of the 74 other concepts (and

does not bear any information wrt the task). On aver-
age, a concept support contains 2.1 words, 3.4 con-
cepts are included in a utterance and 32% of the ut-
terances are restrained to a single word (generally
“yes” or “no”). Table 1 gives the proportions of ut-
terances according to the number of concepts in the
utterance.

# concepts 1 2 3 [4,72]
% utterances 49.4 14.1 7.9 28.6

Table 1: Proportion of user utterances as a function of the
number of concepts in the utterance.

Notice that each utterance contains at least one
concept (the null label being considered as a con-
cept). As shown in Table 2, some concepts are sup-
ported by few segments. For example, 33 concepts
are represented by less than 100 concept supports.
Considering that, we can foresee that finding these
poorly represented concepts will be hard for LDA.

[1,100[ [100,500[ [500,1k[ [1k,9k[ [9k,15k]
33 21 6 14 1 (null)

Table 2: Number of concepts according to their occur-
rence range.

4.2 Evaluation protocol

Unlike previous studies, we chose a fully automatic
way to evaluate the systems. In (Siu and Meng,
1999), a manual process is introduced to reject in-
duced classes or rules that are not relevant to the
task and also to name the semantic classes with the
appropriate label. Thus, they were able to evaluate
their semi-supervised annotation on the ATIS cor-
pus. In (Pargellis et al., 2001), the relevance of the
generated semantic classes was manually evaluated
giving a mark to each induced semantic rule.

To evaluate the unsupervised procedure it is nec-
essary to associate each induced topic with a MEDIA

concept. To that purpose, the reference annotation
is used to align topics with MEDIA concepts at the
word level. A co-occurrence matrix is computed and
each topic is associated with its most co-occurring
concept.

As MEDIA reference concepts are very fine-
grained, we also define a high-level concept hier-
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archy containing 18 clusters of concepts. For ex-
ample, a high-level concept payment is created from
the 4 concepts payment-meansOfPayment, payment-
currency, payment-total-amount, payment-approx-
amount; a high-level concept location corresponds
to 12 concepts (location-country, location-district,
location-street, . . . ). Thus, two levels of concepts
are considered for the evaluation: high-level and
fine-level.

The evaluation is presented in terms of the classi-
cal F-measure, defined as a combination of precision
and recall measures. Two levels are also considered
to measure topic assignment quality:

• alignment corresponds to a full evaluation
where each word is considered and associated
with one topic;

• generation corresponds to the set of topics gen-
erated for a turn (no order, no word-alignment).

4.3 System descriptions
Four systems are evaluated in our experiments.

[LDA] is the result of the unsupervised learning
of LDA models using GIBBSLDA++ tool1. It as-
signs the most probable topic to each word occur-
rence in a document as described in Section 2.2.
This approach requires prior estimation of the num-
ber of clusters that are expected to be found in the
data. To find an optimal number of clusters, we ad-
justed the number K of topics around the 75 ref-
erence concepts. 2k training iterations were made
using default values for α and β.

[GIZA] is the system based on the GIZA++
toolkit2 which re-aligns for each sentence the topic
sequence assigned by [LDA] to word sequence as
described in Section 3.2.

[ILP ] and [ILP seg] systems are the results of
the ILP solver IBM ILOG CPLEX3 applied to the
models described in Section 3.3.

For the three last systems, the value χmax has to
be fixed according to the desired concept annota-
tion. As on average a concept support contains 2.1
words, χmax is defined empirically according to the
number of words: with i = [[2, 4]]: χmax = i with

1http://gibbslda.sourceforge.net/
2http://code.google.com/p/giza-pp/
3http://www-01.ibm.com/software/integration/optimization/cplex-

optimizer/
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Figure 3: F-measure of the high-level concept generation
as a function of the number of topics.
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Figure 4: F-measure of the high-level concept alignment
as a function of the number of topics.

i = [[5, 10]] words: χmax = i− 2 and for utterances
containing more than 10 words: χmax = i/2.

For the sake of simplicity, single-word utterances
are processed separately with prior knowledge. City
names, months, days or answers (e.g. “yes”, “no”,
“yeah”) and numbers are identified in these one-
word utterances.

4.4 Results

Examples of topics generated by [LDA], with K =
100 topics, are shown in Table 3.

Plots comparing the different systems imple-
mented w.r.t. the different evaluation levels in terms
of F-measure are reported in Figures 3, 4, 5 and 6
(high-level vs fine-level, alignment vs generation).

The [LDA] system generates topics which are
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Topic 0 Topic 13 Topic 18 Topic 35 Topic 33 Topic 43
information time-date sightseeing politeness location answer-yes

words prob. words prob. words prob. words prob. words prob. words prob.
d’ 0.28 du 0.16 de 0.30 au 0.31 de 0.30 oui 0.62
plus 0.17 au 0.11 la 0.24 revoir 0.27 Paris 0.12 et 0.02
informations 0.16 quinze 0.08 tour 0.02 madame 0.09 la 0.06 absolument 0.008
autres 0.10 dix-huit 0.07 vue 0.02 merci 0.08 près 0.06 autre 0.008
détails 0.03 décembre 0.06 Eiffel 0.02 bonne 0.01 proche 0.05 donc 0.007
obtenir 0.03 mars 0.06 sur 0.02 journée 0.01 Lyon 0.03 jour 0.005
alors 0.01 dix-sept 0.04 mer 0.01 villes 0.004 aux 0.02 Notre-Dame 0.004
souhaite 0.003 nuits 0.04 sauna 0.01 bientôt 0.003 gare 0.02 d’accord 0.004

Table 3: Examples of topics discovered by LDA (K = 100).
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Figure 5: F-measure of the fine-level concept generation
as a function of the number of topics.

correctly correlated with the high-level concepts. It
can be observed that the bag of 75 topics reaches
an F-measure of 61.5% (Fig. 3). When not enough
topics are required from [LDA], induced topics are
too wide to fit the fine-grained concept annotation of
MEDIA. On the other hand if too many topics are re-
quired, the performance of bag of high-level topics
stays the same while a substantial decrease of the
F-measure is observed in the alignment evaluation
(Fig. 4). This effect can be explained by the auto-
matic alignment method chosen to transpose topics
into reference concepts. Indeed, the increase of the
number of topics makes them co-occur with many
concepts, which often leads to assign them to the
most frequent concept null in the studied corpus.

From the high-level to fine-level concept evalua-
tions, results globally decrease by 10%. An addi-
tional global loss of 10% is also observed for both
the generation and alignment scorings. In the fine-
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Figure 6: F-measure of the fine-level concept alignment
as a function of the number of topics.

level evaluation, a maximum F-measure of 52.2%
is observed for the generation of 75 topics (Fig. 5)
whereas the F-measure decreases to 41.5% in the
alignment evaluation (Fig. 6).

To conclude on the [LDA] system, we can see that
it generates topics having a good correlation with the
high-level concepts, seemingly the best representa-
tion level between topics and concepts. From these
results it seems obvious that an additional step is
needed to obtain a more accurate segmental annota-
tion, which is expected with the following systems.

The [GIZA] system improves the results. It is
very likely that the filtering process helps to dis-
card the irrelevant topics. Therefore, the automatic
alignment between words and the filtered topics in-
duced by [LDA] with IBM models seems more ro-
bust when more topics (a higher value for K) is re-
quired from [LDA], specifically in high-level con-
cept alignment (Fig. 4).
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Systems based on the ILP technique perform bet-
ter than other systems whatever the evaluation. Con-
sidering [LDA] as the baseline, we can expect sig-
nificant gains of performance. For example, an F-
measure of 66% is observed for the ILP systems
considering the high-level concept generation for 75
topics (Figure 4), where the maximum for [LDA]
was 61.5%, and an F-measure of 55% is observed
(instead of 50.5% for [LDA]) considering the high-
level concept alignment.

No significant difference was finally measured be-
tween both ILP models for the concept generation
evaluations. Even though [ILP seg] seems to ob-
tain slightly better results in the alignment evalua-
tion. This could be expected since [ILP seg] intrin-
sically yields alignments with grouped topics, closer
to the reference alignment used for the evaluation.

It is worth noticing that unlike [LDA] system be-
haviour, the results of [ILP ] are not affected when
more topics are generated by [LDA]. A large num-
ber of topics enables [ILP ] to pick up the best topic
for a given segment among in a longer selection list.
As for [LDA], the same losses are observed be-
tween high-level and fine-level concepts and gener-
ation and alignment paradigms. Nevertheless, an F-
measure of 54.8% is observed at the high-level con-
cept in alignement evaluation (Figure 4) that corre-
sponds to a precision of 56.2% and a recall of 53.5%,
which is not so low considering a fully-automatic
high-level annotation system.

5 Conclusions and perspectives

In this paper an unsupervised approach for con-
cept extraction and segmental annotation has been
proposed and evaluated. Based on two steps
(topic inventory and assignment with LDA, then re-
segmentation with either IBM alignment models or
ILP) the technique has been shown to offer perfor-
mance above 50% for the retrieval of reference con-
cepts. It confirms the applicability of the technique
to practical tasks with an expected gain in data pro-
duction.

Future work will investigate the use of n-grams
to increase LDA accuracy to provide better hypothe-
ses for the following segmentation method. Besides,
other levels of data representation will be examined
(use of lemmas, a priori semantic classes like city

names. . . ) in order to better generalise on the data.
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Abstract

The amount of data produced in user-
generated content continues to grow at a stag-
gering rate. However, the text found in these
media can deviate wildly from the standard
rules of orthography, syntax and even seman-
tics and present significant problems to down-
stream applications which make use of this
noisy data. In this paper we present a novel
unsupervised method for extracting domain-
specific lexical variants given a large volume
of text. We demonstrate the utility of this
method by applying it to normalize text mes-
sages found in the online social media service,
Twitter, into their most likely standard English
versions. Our method yields a 20% reduction
in word error rate over an existing state-of-the-
art approach.

1 Introduction

The amount of data produced in user-generated con-
tent, e.g. in online social media, and from machine-
generated sources such as optical character recog-
nition (OCR) and automatic speech recognition
(ASR), surpasses that found in more traditional me-
dia by orders of magnitude and continues to grow
at a staggering rate. However, the text found in
these media can deviate wildly from the standard
rules of orthography, syntax and even semantics and
present significant problems to downstream applica-
tions which make use of this ‘noisy’ data. In social

∗This work was done while the first author was a visiting
student at ISI from the MIH Media Lab at Stellenbosch Univer-
sity, South Africa.

media this noise might result from the need for so-
cial identity, simple spelling errors due to high in-
put cost associated with the device (e.g. typing on
a mobile phone), space constraints imposed by the
specific medium or even a user’s location (Gouws et
al., 2011). In machine-generated texts, noise might
result from imperfect inputs, imperfect conversion
algorithms, or various degrees of each.

Recently, several works have looked at the pro-
cess of normalizing these ‘noisy’ types of text into
more standard English, or in other words, to convert
the various forms of idiosyncratic spelling and writ-
ing errors found in these media into what would nor-
mally be considered standard English orthography.
Many of these works rely on supervised methods
which share the common burden of requiring train-
ing data in the form of noisy input and clean output
pairs. The problem with developing large amounts
of annotated training data is that it is costly and re-
quires annotators with sufficient expertise. However,
the volume of data that is available in these media
makes this a suitable domain for applying semi- and
even fully unsupervised methods.

One interesting observation is that these noisy
out-of-vocabulary (OOV) words are typically
formed through some semi-deterministic process
which doesn’t render them completely indiscernible
at a lexical level from the original words they are
meant to represent. We therefore refer to these OOV
tokens as lexical variants of the clean in-vocabulary
(IV) tokens they are derived from. For instance,
in social media ‘2morrow’ ‘2morow’ and ‘2mrw’
still share at least some lexical resemblance with
‘tomorrow’, due to the fact that it is mainly the
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Figure 1: A plot of the OOV distribution found in Twit-
ter. Also indicated is the potential for using (OOV,most-
likely-IV) training pairs found on this curve for either
exception dictionary entries (the most frequent pairs),
or for learning lexical transformations (the long tail).
The threshold between the two (vertical bar) is domain-
specific.

result of a phonetic transliteration procedure. Also,
‘computer’ and ‘conpu7er’ share strong lexical
overlap, and might be the result of noise in the OCR
process.

As with many aspects of NLP, the distribution of
these OOV tokens resemble a power law distribution
(see Figure 1 for the OOV distribution in Twitter).
Thus, some words are commonly converted to some
OOV representation (e.g. domain-specific abbrevia-
tions in social media, or words which are commonly
incorrectly detected in OCR) and these account for
most of the errors, with the rest making up the long
tail. If one could somehow automatically extract a
list of all the domain-specific OOV tokens found in
a collection of texts, along with the most likely clean
word (or words) each represents, then this could play
a key role in for instance normalizing individual
messages. Very frequent (noisy, clean) pairs at the
head of the distribution could be used for extracting
common domain-specific abbreviations, and word-
pairs in the long tail may be used as input to learn-
ing algorithms for automatically learning the types
of transformations found in these media, as shown
in Figure 1.

For example, taking Twitter as our target domain,
examples for learning common exception pairs may
include ‘gf ’→‘girlfriend’. For learning types of lex-

ical transformations, one might learn from ‘think-
ing’→‘thinkin’ and ‘walking’→‘walkin’ that ‘ng’
could go to ‘n’ (known as ‘g-clipping’).

In this paper we present a novel unsupervised
method for extracting an approximation to such a
domain-specific list of (noisy, clean) pairs, given
only a large volume of representative text. We fur-
thermore demonstrate the utility of this method by
applying it to normalize text messages found in the
online social media service, Twitter, into their most
likely standard English versions.

The primary contributions of this paper are:

• We present an unsupervised method that mines
(noisy, clean) pairs and requires only large
amounts of domain-specific noisy data

• We demonstrate the utility of this method by in-
corporating it into a standard method for noisy
text normalization, which results in a signifi-
cant reduction in the word error rate compared
to the original method.

2 Training Pair Mining

Given a large corpus of noisy text, our challenge is to
automatically mine pairs of domain-specific lexical
variants that can be used as training data for a va-
riety of natural language processing tasks. The key
challenge is how to develop an effective approach
that is both domain-specific and robust to noisy cor-
pora. Our proposed approach requires nothing more
than a large “common English” corpus (e.g., a large
newswire corpus) and a large corpus of domain text
(e.g., a large corpus of Twitter data, a query log,
OCR output, etc.). Using these two sources of ev-
idence, the approach mines domain-specific lexical
variants in a fully unsupervised manner.

Before describing the details of our approach, we
first describe the characteristics that we would like
the mined lexical variants to have. First, the variants
should be semantically related to each other. Pairs
of words that are lexically similar, but semantically
unrelated are not of particular interest since such
pairs can be found using basic edit distance-based
approaches. Second, the variants should be domain-
specific. Variants that capture common English lexi-
cal variations (e.g., “running” and “run”) can be cap-
tured using standard normalization procedures, such
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Figure 2: Flow chart illustrating our procedure for mining
pairs of lexical variants.

as stemming. Instead, we are interested in identify-
ing domain-specific variations (e.g., “u” and “you”
in the SMS and Twitter domains) that cannot eas-
ily be handled by existing approaches. Finally, the
variants should be lexically similar, by definition.
Hence, ideal variants will be domain-specific, lex-
ically similar, and semantically related.

To mine such variants we synthesize ideas from
natural language processing and large-scale text
mining to derive a novel mining procedure. Our pro-
cedure can be divided into three atomic steps. First
we identify semantically similar pairs, then we filter
out common English variants, and finally we rescore
the resulting list based on lexical similarity (see Fig-
ure 2). The remainder of this section describes the
complete details of each of these steps.

2.1 Identifying Semantically Similar Pairs

The first step of our mining procedure harvests se-
mantically similar pairs of terms from both the com-
mon English corpus and the domain corpus. There
are many different ways to measure semantic relat-
edness. In this work, we use distributional similar-
ity as our measure of semantic similarity. However,
since we are taking a fully unsupervised approach,
we do not know a priori which pairs of terms may
be related to each other. Hence, we must compute
the semantic similarity between all possible pairs of
terms within the lexicon. To solve this computa-
tionally challenging task, we use a large-scale all-
pairs distributional similarity approach similar to the
one originally proposed by Pasca and Dienes (Pasca
and Dienes, 2005). Our implementation, which
makes use of Hadoop’s MapReduce distributed pro-
gramming paradigm, can efficiently compute all-
pairs distributional similarity over very large corpora
(e.g., the Twitter pairs we use later were mined from
a corpus of half a billion Twitter messages).

Using a similar strategy as Pasca and Dienes, we
define term contexts as the bigrams that appear to
the left and to the right of a given word (Pasca and

Dienes, 2005). Following standard practice, the con-
textual vectors are weighted according to pointwise
mutual information and the similarity between the
vectors is computed using the cosine similarity met-
ric (Lin and Pantel, 2001; Bhagat and Ravichandran,
2008). It is important to note that there are many
other possible ways to compute distributional and
semantic similarity, and that just about any approach
can be used within our framework. The approach
used here was chosen because we had an existing
implementation. Indeed, other approaches may be
more apt for other data sets and tasks.

This approach is applied to both the common En-
glish corpus and the domain corpus. This yields two
sets of semantically (distributionally) similar word
pairs that will ultimately be used to distill unsuper-
vised lexical variants.

2.2 Filtering Common English Variants
Given these two sets of semantically similar word
pairs, the next step in our procedure is designed to
identify the domain-specific pairs by filtering out the
common English variants. The procedure that we
follow is very simple, yet highly effective. Given
the semantically similar word pairs harvested from
the domain corpus, we eliminate all of the pairs that
are also found in the semantically similar common
English pairs.

Any type of “common English” corpus can be
used for this purpose, depending on the task. How-
ever, we found that a large corpus of newswire ar-
ticles tends to work well. Most of the semanti-
cally similar word pairs harvested from such a cor-
pus are common lexical variants and synonyms. By
eliminating these common variants from the har-
vested domain corpus pairs, we are left with only
the domain-specific semantically similar word pairs.

2.3 Lexical Similarity-Based Re-ordering
The first step of our mining procedure identified
semantically similar term pairs using distributional
similarity, while the second identified those that
were domain-specific by filtering out common En-
glish variants. The third, and final, step of our pro-
cedure re-orders the output of the second step to ac-
count for lexical similarity.

For each word pair (from the second step of our
procedure), we compute two scores: 1) a seman-
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tic similarity score, and 2) a lexical similarity score.
The final score of the pair is then simply the prod-
uct of the two scores. In this work, we use the
cosine similarity score as our semantic similarity
score, since it is already computed during the first
step of our procedure.

In the social media domain, as in the mobile tex-
ting domain, compressed writing schemes typically
involve deleting characters or replacing one or more
characters with some other characters. For example,
users might delete vowels (‘tomorrow’→‘tmrrw’),
or replace ‘ph’ with its phonetic equivalent ‘f ’,
as in ‘phone’→‘fone’. We make use of a subse-
quence similarity function (Lodhi et al., 2002) which
can still capture the structural overlap (in the form
of string subsequences) between the remaining un-
changed letters in the noisy word and the original
clean word from which it was derived. In this work
we use a subsequence length of 2, but as with the
other steps in our procedure, this one is purpose-
fully defined in a general way. Any semantic sim-
ilarity score, lexical similarity score, and combina-
tion function can be used in practice.

The output of the entire procedure is a scored list
of word pairs that are semantically related, domain-
specific, and lexically similar, thereby exhibiting the
characteristics that we initially defined as important.
We treat these (scored) pairs as pseudo training data
that has been derived in a fully unsupervised manner.
We anticipate that these pairs will serve as powerful
training data for a variety of tasks, such as noisy text
normalization, which we will return to in Section 3.

2.4 Example and Error Analysis
As an illustrative example of this procedure in prac-
tice, Table 1 shows the actual output of our system
for each step of the mining procedure. To generate
this example, we used a corpus of 2GB of English
news articles as our “common English” corpus and
a corpus of approximately 500 million Twitter mes-
sages as our domain corpus. In this way, our goal
is to identify Twitter-specific lexical variants, which
we will use in the next section to normalize noisy
Twitter messages.

Column (A) of the table shows that our distribu-
tional similarity approach is capable of identifying
a variety of semantically similar terms in the Twit-
ter corpus. However, the list contains a large num-

Rank Precision

P@50 0.90
P@100 0.88

Table 2: Precision at 50 and 100 of the induced exception
dictionary.

ber of common English variants that are not spe-
cific to Twitter. Column (B) shows the outcome of
eliminating all of the pairs that were found in the
newswire corpus. Many of the common pairs have
been eliminated and the list now contains mostly
Twitter-specific variants. Finally, Column (C) shows
the result of re-ordering the domain-specific pairs to
account for lexical similarity.

In our specific case, the output of step 1 yielded
a list of roughly 3.3M potential word variants. Fil-
tering out common English variants reduced this to
about 314K pairs. In order to estimate the quality of
the list we computed the precision at 50 and at 100
for which the results are shown in Table 2. Further-
more, we find that up to position 500 the pairs are
still of reasonable quality. Thereafter, the number of
errors start to increase noticeably. In particular, we
find that the most common types of errors are

1. Number-related: e.g. ‘30’ and ‘30pm’ (due to
incorrect tokenization), or ‘5800’ and ‘5530’;

2. Lemma-related: e.g. ‘incorrect’ and ‘incor-
rectly’; and

3. Negations: e.g. ‘could’ and ‘couldnt’.

Performance can thus be improved by making
use of better tokenization, lemmatizing words, fil-
tering out common negations and filtering out pairs
of numbers.

Still, the resulting pairs satisfy all of our de-
sired qualities rather well, and hence we hypothesize
would serve as useful training data for a number of
different Twitter-related natural language processing
tasks. Indeed, we will now describe one such possi-
ble application and empirically validate the utility of
the automatically mined pairs.
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(A) (B) (C)

i↔ you u↔ you ur↔ your
my↔ the seeking↔ seeks wit↔ with
u↔ you 2↔ to to↔ too
is↔ was lost↔ won goin↔ going
a↔ the q↔ que kno↔ know
i↔ we f*ck↔ hell about↔ bout

my↔ your feat↔ ft wat↔ what
and↔ but bday↔ birthday jus↔ just

seeking↔ seeks ff↔ followfriday talkin↔ talking
me↔ you yang↔ yg gettin↔ getting

2↔ to wit↔ with doin↔ doing
am↔ was a↔ my so↔ soo
are↔ were are↔ r you↔ your
lost↔ won amazing↔ awesome dnt↔ dont
he↔ she til↔ till bday↔ birthday
q↔ que fav↔ favorite nothin↔ nothing
it↔ that mostly↔ partly people↔ ppl

f*ck↔ hell northbound↔ southbound lil↔ little
can↔ could hung↔ toned sayin↔ saying

im↔ its love↔ miss so↔ sooo

Table 1: Column (A) shows the highest weighted distributionally similar terms harvested from a large Twitter corpus.
Column (B) shows which pairs from (A) remain after filtering out distributionally similar word pairs mined from a
large news corpus. Column (C) shows the effect of reordering the pairs from (B) using a string similarity kernel.

3 Deriving A Common Exception
Dictionary for Text Normalization as a
Use Case for Mining Lexical Variants

As discussed in Section 1, these training pairs may
aid methods which attempt to normalize noisy text
by translating from the ill-formed text into stan-
dard English. Since the OOV distribution in noisy
text mostly resemble a power law distribution (see
Figure 1), one may use the highest scoring train-
ing pairs to induce ‘exception dictionaries’ (lists of
(noisy word)→(most likely clean word)) of the most
common domain-specific abbreviations found in the
text.

We will demonstrate the utility of our derived
pairs in one specific use case, namely inducing a
domain-specific exception dictionary to augment a
vanilla normalization method. We leave the sec-
ond proposed use-case, namely using pairs in the
long tail for learning transformation rules, for future
work.

We evaluate the first use case in Section 4.

3.1 Baseline Normalization Method

We make use of a competitive heuristic text nor-
malization method over Twitter data as a baseline,
and compare its accuracy to an augmented method
which makes use of an automatically induced excep-
tion dictionary (using the method described in Sec-
tion 2) as a first step, before resorting to the same
baseline method as a ‘back-off’ for words not found
in the dictionary.

As we point out in Section 5, there are various
metaphors within which the noisy text normalization
problem has been approached. In general, however,
the problem of noisy text normalization may be ap-
proached by using a three step process (Gouws et al.,
2011):

1. In the out-of-vocabulary (OOV) detection
step, we detect unknown words which are can-
didates for normalization

2. In the candidate selection step, we find the
weighted lists of most likely candidates (from
a list of in-vocabulary (IV) words) for the OOV
words and group them into a confusion set. The
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confusion sets are then appended to one another
to create a confusion- network or lattice

3. Finally, in the decoding step, we use a lan-
guage model to rescore the confusion network,
and then find the most likely posterior path
(Viterbi path) through this network.

The words at each node in the resulting posterior
Viterbi path represents the words of the hypothe-
sized original clean sentence.

In this work, we reimplement the method de-
scribed in Contractor (2010) as our baseline method.
We next describe the details of this method in the
context of the framework presented above. See
(Gouws et al., 2011) for more details.

OOV DETECTION is a crucial part of the nor-
malizaton process, since false-positives will result
in undesirable attempts to ‘correct’ IV words, hence
bringing down the method’s accuracy. We imple-
ment OOV detection as a simple lexicon-lookup pro-
cedure, with heuristics for handling specific out-of-
vocabulary-but-valid tokens such as hash tags and
@usernames.

CANDIDATE SELECTION involves comparing
an unknown OOV word to a list of words which
are deemed in-vocabulary, and producing a top-K
ranked list with candidate words and their estimated
probabilities of relevance as output. This process re-
quires a function with which to compute the simi-
larity or alternatively, distance, between two words.
More traditional string-similarity functions like the
simple Lehvenshtein string edit distance do not fare
too well in this domain.

We implement the IBM-similarity (Contractor et
al., 2010) which employs a slightly more advanced
similarity function. It finds the length of the longest
common subsequence (LCS) between two strings s1

and s2, normalized by the edit distance (ED) be-
tween the consonants in each string (referred to as
the ‘consonant skeleton’ (CS)), thus

sim(s1, s2) =
LCS(s1, s2)

ED(CS(s1), CS(s2))

Finally, the DECODING step takes an input word
lattice (lattice of concatenated, weighted confusion
sets), and produces a new lattice by incorporating

the probabilities from an n-gram language model
with the prior probabilities in the lattice to produce a
reranked posterior lattice. The most likely (Viterbi)
path through this lattice represents the decoded clean
output. We use SRI-LM (Stolcke, 2002) for this.

3.2 Augmenting the Baseline: Our Method

In order to demonstrate the utility of the mined lex-
ical variant pairs, we first construct a (noisy, clean)
lookup table from the mined pairs. We (arbitrarily)
use the 50 mined pairs with the highest overall com-
bined score (see Section 2.3) for the exception dic-
tionary. For each pair, we map the OOV term (noisy
and typically shorter) to the IV term (clean and usu-
ally longer). The exception lookup list is then used
to augment the baseline method (see Section 3.1) in
the following way: When the method encounters a
new word, it first checks to see if the word is in the
exception dictionary. If it is, we normalize to the
value in the dictionary. If it is not, we pass the ill-
formed word to the baseline method to proceed as
normal.

4 Evaluation

4.1 Dataset

We make use of the Twitter dataset discussed in
Han (2011). It consists of a random sampling of 549
English tweets, annotated by three independent an-
notators. All OOV words were pre-identified and the
annotators were requested to determine the standard
form (gold standard) for each ill-formed word.

4.2 Evaluation Metrics

In this study, we are interested in measuring the
quality of our mined training pairs by evaluating its
utility on an external task: Using the training pairs
to induce a (noisy→clean) exception dictionary to
augment the working of a standard noisy text nor-
malization system. Hence, our focus is entirely on
the accuracy of the candidate selection procedure as
defined in Section 3.1. We compute this accuracy
in terms of the word error rate (WER), defined as
the number of token substitutions, insertions or dele-
tions one has to make to turn the system output into
the gold standard, normalized by the total number of
tokens in the output. In order to remove the possi-
ble bias introduced by our very basic OOV-detection
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Method WER % Change
Naive baseline 10.7% –
IBM-baseline 7.8% −27.1%
Our method 5.6% −47.7%

Table 3: Word error rate (WER, lower is better) results
of our method against a naive baseline and the much
stronger IBM-baseline (Contractor et al., 2010). We also
show the relative change in WER for our method and the
IBM-baseline compared to the naive baseline.

mechanism, we evaluate the output of all systems
only on the oracle pairs. Oracle pairs are defined as
the (input,system-output,gold) pairs where input and
gold do not match. In other words, we remove the
possible confounding impact of imperfect OOV de-
tection on the accuracy of the normalization process
by assuming a perfect OOV-detection step.

4.3 Discussion of Results

The results of our experiments are displayed in Ta-
ble 3. It is important to note that the focus is not
on achieving the best WER compared to other sys-
tems (although we achieve very competitive scores),
but to evaluate the added utility of integrating an
exception dictionary which is based purely on the
mined (noisy, clean) pairs with an already competi-
tive baseline method.

The ‘naive baseline’ shows the results if we make
no changes to the input tokens for all oracle pairs.
Therefore it reflects the total level of errors that are
present in the corpus.

The IBM-method is seen to reduce the amount of
errors by a substantial 27.1%. However, the aug-
mented method results in a further 20.6% reduction
in errors, for a total reduction of 47.7% of all er-
rors in the dataset, compared to the IBM-baseline’s
27.1%.

Since we replace matches in the dictionary indis-
criminately, and since the dictionary comprise those
pairs that typically occur most frequently in the cor-
pus from which they were mined, it is important to
note that if these pairs are of poor quality, then their
sheer frequency will drive the overall system accu-
racy down. Therefore, the accuracy of these pairs
are strongly reflected in the WER performance of
the augmented method.

Noisy Clean % Oracle Pairs
u you 8.7
n and 1.4
ppl people 1
da the 1
w with 0.7
cuz because 0.5
y why 0.5
yu you 0.5
lil little 0.5
dat that 0.5
wat what 0.4
tha the 0.4
kno know 0.4
r are 0.4

Table 4: Error analysis for all (noisy, clean) normaliza-
tions missed by the vanilla IBM-baseline method, but in-
cluded in the top-50 pairs used for constructing the ex-
ception dictionary. We also show the percentage of all
oracle pairs that are corrected by including each pair in
an exception dictionary.

Table 4 shows the errors missed by the IBM-
baseline, but contained in the mined exception dic-
tionary. We also show each pair’s frequency of oc-
currence in the oracle pairs (hence its contribution
towards lowering WER).

5 Related work

To the best of our knowledge, we are the first to ad-
dress the problem of mining pairs of lexical variants
from noisy text in an unsupervised and purely sta-
tistical manner that does not require aligned noisy
and clean messages. To obtain aligned clean and
noisy text without annotated data implies the use
of some normalizing method first. Yvon (2010)
presents one such approach, where they generate ex-
ception dictionaries from their finite-state system’s
normalized output. However, their method is still
trained on annotated training pairs, and hence su-
pervised. A related direction is ‘transliteration min-
ing’ (Jiampojamarn et al., 2010) which aims to au-
tomatically obtain bilingual lists of names written in
different scripts. They also employ string-similarity
measures to find similar string pairs written in differ-
ent scripts. However, their input data is constrained
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to Wikipedia articles written in different languages,
whereas we impose no constrains on our input data,
and merely require a large collection thereof.

Noisy text normalization, on the other hand, has
recently received a lot of focus. Most works con-
strue the problem in the metaphors of either ma-
chine translation (MT) (Bangalore et al., 2002;
Aw et al., 2006; Kaufmann and Kalita, 2010),
spelling correction (Choudhury et al., 2007; Cook
and Stevenson, 2009), or automated speech recog-
nition (ASR) (Kobus et al., 2008). For our evalua-
tion, we developed an implementation of Contrac-
tor (2010) which works on the same general ap-
proach as Han (2011).

6 Conclusions and Future Work

The ability to automatically extract lexical variants
from large noisy corpora has many practical appli-
cations, including noisy text normalization, query
spelling suggestion, fixing OCR errors, and so on.
This paper developed a novel methodology for au-
tomatically mining such pairs from a large domain-
specific corpus. The approach makes use of distri-
butional similarity for measuring semantic similar-
ity, a novel approach for filtering common English
pairs by comparing against pairs mined from a large
news corpus, and a substring similarity measure for
re-ordering the pairs according to their lexical simi-
larity.

To demonstrate the utility of the method, we used
automatically mined pairs to construct an unsuper-
vised exception dictionary, that was used in con-
junction with a string similarity measure, to form
a highly effective hybrid noisy text normalization
technique. By exploiting the properties of the power
law distribution, the exception dictionary can suc-
cessfully correct a large number of cases, while the
heuristic string similarity-based approach handled
many of the less common test cases from the tail of
the distribution. The hybrid approach showed sub-
stantial reductions in WER (around 20%) versus the
string similarity approach, hence validating our pro-
posed approach.

For future work we are interested in exploiting the
(noisy, clean) pairs contained in the long tail as input
to learning algorithms for acquiring domain-specific
lexical transformations.
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Abstract

In this paper we apply lightly-supervised
training to a hierarchical phrase-based statis-
tical machine translation system. We employ
bitexts that have been built by automatically
translating large amounts of monolingual data
as additional parallel training corpora. We ex-
plore different ways of using this additional
data to improve our system.

Our results show that integrating a second
translation model with only non-hierarchical
phrases extracted from the automatically gen-
erated bitexts is a reasonable approach. The
translation performance matches the result we
achieve with a joint extraction on all train-
ing bitexts while the system is kept smaller
due to a considerably lower overall number of
phrases.

1 Introduction

We investigate the impact of an employment of large
amounts of unsupervised parallel data as training
data for a statistical machine translation (SMT) sys-
tem. The unsupervised parallel data is created by au-
tomatically translating monolingual source language
corpora. This approach is called lightly-supervised
training in the literature and has been introduced by
Schwenk (2008). In contrast to Schwenk, we do not
apply lightly-supervised training to a conventional
phrase-based system (Och et al., 1999; Koehn et al.,
2003) but to a hierarchical phrase-based translation
(HPBT) system.

In hierarchical phrase-based translation (Chiang,
2005) a weighted synchronous context-free gram-
mar is induced from parallel text, the search is

based on CYK+ parsing (Chappelier and Rajman,
1998) and typically carried out using the cube prun-
ing algorithm (Huang and Chiang, 2007). In addi-
tion to the contiguous lexical phrases as in standard
phrase-based translation, the hierarchical phrase-
based paradigm also allows for phrases with gaps
which are called hierarchical phrases. A generic
non-terminal symbol serves as a placeholder that
marks the gaps.

In this paper we study several different ways
of incorporating unsupervised training data into
a hierarchical system. The basic techniques we
employ are the use of multiple translation mod-
els and a distinction of the hierarchical and the
non-hierarchical (i.e. lexical) part of the transla-
tion model. We report experimental results on
the large-scale NIST Arabic-English translation task
and show that lightly-supervised training yields sig-
nificant gains over the baseline.

2 Related Work

Large-scale lightly-supervised training for SMT as
we define it in this paper has been first carried out
by Schwenk (2008). Schwenk translates a large
amount of monolingual French data with an initial
Moses (Koehn et al., 2007) baseline system into En-
glish. In Schwenk’s original work, an additional
bilingual dictionary is added to the baseline. With
lightly-supervised training, Schwenk achieves im-
provements of around one BLEU point over the
baseline. In a later work (Schwenk and Senellart,
2009) he applies the same method for translation
model adaptation on an Arabic-French task with
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gains of up to 3.5 points BLEU. 1

Hierarchical phrase-based translation has been pi-
oneered by David Chiang (Chiang, 2005; Chiang,
2007) with his Hiero system. The hierarchical
paradigm has been implemented and extended by
several groups since, some have published their soft-
ware as open source (Li et al., 2009; Hoang et al.,
2009; Vilar et al., 2010).

Combining multiple translation models has been
investigated for domain adaptation by Foster and
Kuhn (2007) and Koehn and Schroeder (2007) be-
fore. Heger et al. (2010) exploit the distinction be-
tween hierarchical and lexical phrases in a similar
way as we do. They train phrase translation proba-
bilities with forced alignment using a conventional
phrase-based system (Wuebker et al., 2010) and em-
ploy them for the lexical phrases while the hierarchi-
cal phrases stay untouched.

3 Using the Unsupervised Data

The most straightforward way of trying to improve
the baseline with lightly-supervised training would
be to concatenate the human-generated parallel data
and the unsupervised data and to jointly extract
phrases from the unified parallel data (after having
trained word alignments for the unsupervised bitexts
as well). This method is simple and expected to
be effective usually. There may however be two
drawbacks: First, the reliability and the amount of
parallel sentences may differ between the human-
generated and the unsupervised part of the training
data. It might be desirable to run separate extrac-
tions on the two corpora in order to be able to dis-
tinguish and weight phrases (or rather their scores)
according to their origin during decoding. Second, if
we incorporate large amounts of additional unsuper-
vised data, the amount of phrases that are extracted
may become much larger. We would want to avoid
blowing up our phrase table sizes without an appro-

1Schwenk names the method lightly-supervised training be-
cause the topics that are covered in the monolingual source lan-
guage data that is being translated may potentially also be cov-
ered by parts of the language model training data of the system
which is used to translate them. This can be considered as a
form of light supervision. We loosely apply the term lightly-
supervised training if we mean the process of utilizing a ma-
chine translation system to produce additional bitexts that are
used as training data, but still refer to the automatically pro-
duced bilingual corpora as unsupervised data.

Arabic English
Sentences 2 514 413
Running words 54 324 372 55 348 390
Vocabulary 264 528 207 780
Singletons 115 171 91 390

Table 1: Data statistics for the preprocessed Arabic-
English parallel training corpus. In the corpus, numer-
ical quantities have been replaced by a special category
symbol.

dev (MT06) test (MT08)
Sentences 1 797 1 360
Running words 49 677 45 095
Vocabulary 9 274 9 387
OOV [%] 0.5 0.4

Table 2: Data statistics for the preprocessed Arabic part
of the dev and test corpora. In the corpus, numerical
quantities have been replaced by a special category sym-
bol.

priate effect on translation quality. This holds in par-
ticular in the case of hierarchical phrases. Phrase-
based machine translation systems are usually able
to correctly handle local context dependencies, but
often have problems in producing a fluent sentence
structure across long distances. It is thus an intuitive
supposition that using hierarchical phrases extracted
from unsupervised data in addition to the hierar-
chical phrases extracted from the presumably more
reliable human-generated bitexts does not increase
translation quality. We will compare a joint extrac-
tion to the usage of two separate translation mod-
els (either without separate weighting, with a binary
feature, or as a log-linear mixture). We will further
check if including hierarchical phrases from the un-
supervised data is beneficial or not.

4 Experiments

We use the open source Jane toolkit (Vilar et al.,
2010) for our experiments, a hierarchical phrase-
based translation software written in C++.

4.1 Baseline System

The baseline system has been trained using a
human-generated parallel corpus of 2.5M Arabic-
English sentence pairs. Word alignments in both
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directions were produced with GIZA++ and sym-
metrized according to the refined method that was
suggested by Och and Ney (2003).

The models integrated into our baseline system
are: phrase translation probabilities and lexical
translation probabilities for both translation direc-
tions, length penalties on word and phrase level,
three binary features marking hierarchical phrases,
glue rule, and rules with non-terminals at the bound-
aries, four simple additional count- and length-
based binary features, and a large 4-gram language
model with modified Kneser-Ney smoothing that
was trained with the SRILM toolkit (Stolcke, 2002).

We ran the cube pruning algorithm, the depth of
the hierarchical recursion was restricted to one by
using shallow rules as proposed by Iglesias et al.
(2009).

The scaling factors of the log-linear model com-
bination have been optimized towards BLEU with
MERT (Och, 2003) on the MT06 NIST test corpus.
MT08 was employed as held-out test data. Detailed
statistics for the parallel training data are given in
Table 1, for the development and the test corpus in
Table 2.

4.2 Unsupervised Data
The unsupervised data that we integrate has been
created by automatic translations of parts of the
Arabic LDC Gigaword corpus (mostly from the
HYT collection) with a standard phrase-based sys-
tem (Koehn et al., 2003). We thus in fact conduct a
cross-system and cross-paradigm variant of lightly-
supervised training. Translating the monolingual
Arabic data has been performed by LIUM, Le Mans,
France. We thank Holger Schwenk for kindly pro-
viding the translations.

The score computed by the decoder for each
translation has been normalized with respect to the
sentence length and used to select the most reliable
sentence pairs. Word alignments for the unsuper-
vised data have been produced in the same way as
for the baseline bilingual training data. We report
the statistics of the unsupervised data in Table 3.

4.3 Translation Models
We extracted three different phrase tables, one from
the baseline human-generated parallel data only,
one from the unsupervised data only, and one joint

Arabic English
Sentences 4 743 763
Running words 121 478 207 134 227 697
Vocabulary 306 152 237 645
Singletons 130 981 102 251

Table 3: Data statistics for the Arabic-English unsuper-
vised training corpus after selection of the most reliable
sentence pairs. In the corpus, numerical quantities have
been replaced by a special category symbol.

phrase table from the concatenation of the baseline
data and the unsupervised data. We will denote the
different extractions as baseline, unsupervised, and
joint, respectively.

The conventional restrictions have been applied
for phrase extraction in all conditions, i.e. a maxi-
mum length of ten words on source and target side
for lexical phrases, a length limit of five (including
non-terminal symbols) on source side and ten on tar-
get side for hierarchical phrases, and at most two
non-terminals per rule which are not allowed to be
adjacent on the source side. To limit the number of
hierarchical phrases, a minimum count cutoff of one
and an extraction pruning threshold of 0.1 have been
applied to them. Note that we did not prune lexical
phrases.

Statistics on the phrase table sizes are presented
in Table 4.2 In total the joint extraction results in
almost three times as many phrases as the baseline
extraction. The extraction from the unsupervised
data exclusively results in more than two times as
many hierarchical phrases as from the baseline data.
The sum of the number of hierarchical phrases from
baseline and unsupervised extraction is very close
to the number of hierarchical phrases from the joint
extraction. If we discard the hierarchical phrases ex-
tracted from the unsupervised data and use the lex-
ical part of the unsupervised phrase table (27.3M
phrases) as a second translation model in addition to
the baseline phrase table (67.0M phrases), the over-
all number of phrases is increased by only 41% com-
pared to the baseline system.

2The phrase tables have been filtered towards the phrases
needed for the translation of a given collection of test corpora.
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number of phrases
lexical hierarchical total

extraction from baseline data 19.8M 47.2M 67.0M
extraction from unsupervised data 27.3M 115.6M 142.9M
phrases present in both tables 15.0M 40.1M 55.1M
joint extraction baseline + unsupervised 32.1M 166.5M 198.6M

Table 4: Phrase table sizes. The phrase tables have been filtered towards a larger set of test corpora containing a total
of 2.3 million running words.

dev (MT06) test (MT08)
BLEU TER BLEU TER

[%] [%] [%] [%]
HPBT baseline 44.1 49.9 44.4±0.9 49.4±0.8

HPBT unsupervised only 45.3 48.8 45.2 49.1
joint extraction baseline + unsupervised 45.6 48.7 45.4±0.9 49.1±0.8

baseline hierarchical phrases + unsupervised lexical phrases 45.1 49.1 45.2 49.2
baseline hierarchical phrases + joint extraction lexical phrases 45.3 48.7 45.3 49.1
baseline + unsupervised lexical phrases 45.3 48.9 45.3 49.0
baseline + unsupervised lexical phrases (with binary feature) 45.3 48.8 45.4 49.0
baseline + unsupervised lexical phrases (separate scaling factors) 45.3 48.9 45.0 49.3
baseline + unsupervised full table 45.6 48.6 45.1 48.9
baseline + unsupervised full table (with binary feature) 45.5 48.6 45.2 48.8
baseline + unsupervised full table (separate scaling factors) 45.5 48.7 45.3 49.0

Table 5: Results for the NIST Arabic-English translation task (truecase). The 90% confidence interval is given for the
baseline system as well as for the system with joint phrase extraction. Results in bold are significantly better than the
baseline.

4.4 Experimental Results

The empirical evaluation of all our systems on the
two standard metrics BLEU (Papineni et al., 2002)
and TER (Snover et al., 2006) is presented in Ta-
ble 5. We have also checked the results for statistical
significance over the baseline. The confidence in-
tervals have been computed using bootstrapping for
BLEU and Cochran’s approximate ratio variance for
TER (Leusch and Ney, 2009).

When we combine the full baseline phrase ta-
ble with the unsupervised phrase table or the lexi-
cal part of it, we either use common scaling factors
for their source-to-target and target-to-source trans-
lation costs, or we use common scaling factors but
mark entries from the unsupervised table with a bi-
nary feature, or we optimize the four translation fea-
tures separately for each of the two tables as part of
the log-linear model combination.

Including the unsupervised data leads to a sub-
stantial gain on the unseen test set of up to +1.0%
BLEU absolute. The different ways of combining
the manually produced data with the unsupervised
have little impact on translation quality. This holds
specifically for the combination with only the lexical
phrases, which, when marked with a binary feature,
is able to obtain the same results as the full (joint
extraction) system but with much less phrases. We
compared the decoding speed of these two setups
and observed that the system with less phrases is
clearly faster (5.5 vs. 2.6 words per second, mea-
sured on MT08). The memory requirements of the
systems do not differ greatly as we are using a bi-
narized representation of the phrase table with on-
demand loading. All setups consume slightly less
than 16 gigabytes of RAM.
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5 Conclusion

We presented several approaches of applying
lightly-supervised training to hierarchical phrase-
based machine translation. Using the additional au-
tomatically produced bitexts we have been able to
obtain considerable gains compared to the baseline
on the large-scale NIST Arabic-to-English transla-
tion task. We showed that a joint phrase extraction
from human-generated and automatically generated
parallel training data is not required to achieve sig-
nificant improvements. The same translation qual-
ity can be achieved by adding a second translation
model with only lexical phrases extracted from the
automatically created bitexts. The overall amount of
phrases can thus be kept much smaller.
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Abstract

Recent years’ most efficient approaches for
language understanding are statistical. These
approaches benefit from a segmental semantic
annotation of corpora. To reduce the produc-
tion cost of such corpora, this paper proposes
a method that is able to match first identified
concepts with word sequences in an unsuper-
vised way. This method based on automatic
alignment is used by an understanding sys-
tem based on conditional random fields and
is evaluated on a spoken dialogue task using
either manual or automatic transcripts.

1 Introduction

One of the very first step to build a spoken language
understanding (SLU) module for dialogue systems
is the extraction of literal concepts from word se-
quences hypothesised by a speech recogniser. To
address this issue of concept tagging, several tech-
niques are available. These techniques rely on mod-
els, now classic, that can be either discriminant
or generative. Among these, we can cite: hidden
Markov models, finite state transducers, maximal
entropy Markov models, support vector machines,
dynamic Bayesian networks (DBNs) or conditional
Markov random fields (CRFs) (Lafferty et al., 2001).
In (Hahn et al., 2011), it is shown that CRFs obtain
the best performance on a reference task (MEDIA) in
French (Bonneau-Maynard et al., 2005), but also on
two other comparable corpora in Italian and Polish.
Besides, the comparison of the understanding results
of manually vs automatically transcribed utterances
has shown the robustness of CRFs.

Among the approaches evaluated in (Hahn et al.,
2011) was a method using log-linear models compa-
rable to those used in stochastic machine translation,
which turned out to have lower performance than
CRF. In this paper, we further exploit the idea of ap-
plying automatic translation techniques to language
understanding but limiting ourselves to the objective
of obtaining a segmental annotation of training data.

In many former approaches literal interpretation
was limited to list lexical-concept relations; for in-
stance this is the case of the PHOENIX system (Ward,
1991) based on the detection of keywords. The
segmental approach allows a finer-grained analysis
considering sentences as segment sequences during
interpretation. This characteristic enables the ap-
proach to correctly connect the various levels of
sentence analysis (lexical, syntactic and semantic).
However, in order to simplify its practical appli-
cation, segments have been designed specifically
for semantic annotation and do not integrate any
constraint in their relation with the syntactic units
(chunks, phrasal groups, etc.). Not only it simpli-
fies the annotation process itself but as the overall
objective is to use the interpretation module inside
a spoken dialogue system, transcribed speech data
are noisy and generally bound the performance of
syntactic analysers (due to highly spontaneous and
ungrammatical utterances from the users, combined
with errors from the speech recognizer).

Among other interesting proprieties, segmental
approaches offer a convenient way to dissociate the
detection of a conceptual unit from the estimation of
its associated value. The value corresponds to the
normalisation of the surface form. For instance, if
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the segment “no later than eleven” is associated with
the concept departure-time, its value is “morn-
ing”; the same value is associated with the segments
“between 8 and noon” or “in the morning”. The
value estimation requires a link between concepts
and sentence words. Then it becomes possible to
treat the normalisation problem by means of regular
expressions or concept-dependent language models
(allowing an integrated approach such as described
in (Lefèvre, 2007)). In the case of global approaches
(not segmental), value detection must be directly
incorporated in the conceptual units to identify, as
in (Mairesse et al., 2009). The additional level is a
real burden and is only affordable when the number
of authorised values is low.

Obviously a major drawback of the approach is its
cost: associating concept tags with a dialogue tran-
scription is already a tedious task and its complexity
is largely increased by the requirement for a precise
delimitation of the support (lexical segment) corre-
sponding to each tag. The SLU evaluation campaign
MEDIA has been the first opportunity to collect and
distribute a reasonably-sized corpus endowed with
segmental annotations.

Anyhow the difficulty remains unchanged each
time a corpus has to be collected for a new task.
We propose in this study a new method that reduces
the effort required to build training data for segmen-
tal annotation models. Making the assumption that
the concepts evoked in a sentence are automatically
detected beforehand or provided by an expert, we
study how to associate them with their lexical sup-
ports without prior knowledge. A conceptual seg-
mental annotation is obtained using alignment tech-
niques designed to align multilingual parallel cor-
pora in the machine translation domain. This anno-
tation can be considered as unsupervised since it is
done without a training corpus with links between
word sequences and concepts.

We present in the paper the necessary adaptations
for the application of the alignment techniques in
this new context. They have been kept to their mini-
mal so as to maintain the highest level of generality,
which in return benefits from the availability of ex-
isting software tools. Using a reference annotation,
we evaluate the alignment quality from the unsuper-
vised approach in two interesting situations depend-
ing on whether the correct order of the concepts is

known or not. Finally, the end-to-end evaluation of
the approach is made by measuring the impact of the
alignments on the CRF-based understanding system.

After a brief recall of the conceptual decoding
principles in Section 2, the principles of automatic
alignment of parallel corpora are described in Sec-
tion 3 along with the specificities due to the align-
ment of semantic concepts. Section 4 presents the
experiments and comments on the results, while
Section 5 concludes the paper.

2 Segmental conceptual decoding

If literal interpretation can be seen as the transla-
tion of natural language to the set of semantic tag
sequences, then the methods and models of machine
translation can be used. Since the number of con-
cepts is generally much lower than the vocabulary
size, this particular type of translation can also be
considered as a mere classification problem in which
the conceptual constituents represent the class to
identify. Interpretation can thus be performed by
methods and models of classification.

Discriminant approaches model the conditional
probability distribution of the semantic constituent
sequence (or concepts) c1 . . . cn considering a word
sequence w1 . . . wT : P (cn1 |wT

1 ). In generative ap-
proaches, the joint probability P (cn1 , w

T
1 ) is mod-

elized instead and can be used to compute inferences
either for prediction/decoding or parameter training.

Generative models (such as hidden Markov mod-
els) have been first introduced to address the under-
standing problem with stochastic approaches (Levin
and Pieraccini, 1995). Recent variants offer
more degrees of freedom in modeling (see for in-
stance (He and Young, 2005) or (Lefèvre, 2007)).
Since then log-linear models have clearly shown
their superiority for tasks of sequence tagging (Hahn
et al., 2011).

Several variants of log-linear models differ in
their conditional variable independence assumptions
and use different normalisation steps. CRFs (Laf-
ferty et al., 2001) represent linear chains of random
independent variables, all conditioned over the en-
tire sequence and the normalisation is global over
the sequence.

Some generative approaches such as DBNs make
inferences in multi-level models (Lefèvre, 2007)
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Figure 1: Example of an alignment of words with their conceptual units.

and intrinsically take into account segmentation.
For models unable to handle multi-level repre-
sentations (as CRF), it is convenient to represent
segments directly at the tag level. For this purpose
the BIO formalism can be used: B is added to tags
starting a segment, I to tags inside a segment and
O to out-of-domain tags (if these are not already
handled through a specific NULL tag). In the case
displayed in Figure 1, the concept sequence be-
comes: B-cmd-task I-cmd-task I-cmd-task

B-null I-null B-loc-town I-loc-town

I-loc-town I-loc-town I-loc-town

B-time-date I-time-date B-time-date

I-time-date I-time-date.

3 Semantic concept alignment

Automatic alignment is a major issue in machine
translation. For example, word-based alignments
are used to generate phrase tables that are core com-
ponents for many current statistical machine trans-
lation systems (Koehn et al., 2007). The alignment
task aims at finding the mapping between words of
two sentences in relation of translation. It faces sev-
eral difficulties:

• some source words are not associated with a
translated word;

• others are translated by several words;

• matched words may occur at different positions
in both sentences according to the syntactic
rules of the considered languages.

Several statistical models have been proposed to
align two sentences (Brown et al., 1993). One of
their main interests is their ability to be built in an
unsupervised way from a parallel corpus aligned at
the sentence level, but not at the word level. For-
mally, from a sentence S = s1 . . . sm expressed in a
source language and its translation T = t1 . . . tn ex-
pressed in a target language, an IBM-style alignment

A = a1 . . . am connects each source word to a tar-
get word (aj ∈ {1, ..., n}) or to the so-called NULL

token which accounts for untranslated target words.
IBM statistical models evaluate the translation of S
into T from the computation of P (S,A|T ); the best
alignment Â can be deduced from this criterion us-
ing the Viterbi algorithm:

Â = argmaxAP (S,A|T ) . (1)

IBM models differ according to their complexity
level. IBM1 model makes the strong assumption
that alignments are independent and can be evalu-
ated only through the transfer probabilities P (si|tj).
The HMM model, which is an improvement over
IBM2, adds a new parameter P (aj |aj−1, n) that as-
sumes a first-order dependency between alignment
variables. The next models (IBM3 to IBM5) are
mainly based on two types of parameters:

• distortion, which measures how words of T are
reordered with respect to the index of the words
from S they are aligned with,

• fertility, which measures the usual number of
words that are aligned with a target word tj .

In order to improve alignments, IBM models are
usually applied in both translation directions. These
two alignments are then symmetrized by combining
them. This last step is done via heuristic methods;
a common approach is to start with the intersection
and then iteratively add links from the union (Och et
al., 1999).

If we have at our disposal a method that can find
concepts contained in an utterance, segmental anno-
tation can be obtained by aligning words S = wT

1

with the found concepts T = cn1 (Fig. 1). Con-
cepts are ideally generated in the correct order with
respect to the word segments of the analysed utter-
ance. In a more pragmatic way, concepts are likely
to be produced as bag-of-concepts rather than or-
dered sequences.
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Statistical alignment methods used in machine
translation are relevant in our context if we consider
that the target language is the concept language.
There are nevertheless differences with genuine lan-
guage translation. First, each word is aligned to at
most one concept, while a concept is aligned with
one word or more. Consequently, it is expected that
word fertilities are one for the alignment of words
toward concepts and concept fertilities are one or
more in the reverse direction. Another consequence
is that NULL words are useless in our context. These
specificities of the alignment process raise some dif-
ficulties with regard to IBM models. Indeed, ac-
cording to the way probabilities are computed, the
alignment of concepts toward words only allows one
word to be chosen per concept, which prevents this
direction from having a sufficient number of links
between words and concepts.

Another significant difference with translation is
related to the translated token order. While word
order is not random in a natural language and fol-
lows syntactic rules, it is not the case anymore when
a word sequence have to be aligned with a bag-of-
concepts. HMM and IBM2 to IBM5 models have
parameters that assume that the index of a matched
source word or the indices of the translations of the
adjacent target words bear on the index of target
words. Therefore, the randomness of the concept
indices can disrupt performance obtained with these
models, contrary to IBM1. As shown in the next
section, it is appropriate to find ways to explicitly
re-order concept sequences than to let the distortion
parameters handle the problem alone.

4 Experiments and results

4.1 Experimental setup

The evaluation of the introduced methods was car-
ried out on the MEDIA corpus (Bonneau Maynard et
al., 2008). This corpus consists of human-machine
dialogues collected with a wizard of Oz procedure
in the domain of negotiation of tourist services. Pro-
duced for a realistic task, it is annotated with 145 se-
mantic concepts and their values (more than 2k in to-
tal for the enumerable cases). The audio data are dis-
tributed with their manual transcripts and automatic
speech recognition (ASR) hypotheses. The corpus
is divided into three parts: a training set (approxi-

matively 12k utterances), a development set (1.2k)
and a test set (3k).

The experiments led on the alignment methods
were evaluated on the development corpus using
MGIZA++ (Gao and Vogel, 2008), a multi-thread
version of GIZA++ (Och and Ney, 2003) which also
allows previously trained IBM alignments models
to be applied on the development and test corpora.1

The conceptual tagging process was evaluated on the
test corpus, using WAPITI (Lavergne et al., 2010)
to train the CRF models. Several setups have been
tested:

• manual vs ASR transcriptions,

• inclusion (or not) of values during the error
computation.

Several concept orderings (before automatic align-
ment) have also been considered:

• a first ideal one, which takes reference concept
sequences as they are, aka sequential order;

• two more realistic variants that sort concepts ei-
ther alphabetically or randomly, in order to
simulate bag-of-concepts. Alphabetical order
is introduced solely to show that a particular
order (which is not related to the natural order)
might misled the alignment process by intro-
ducing undue regularities.

To give a rough idea, these experiments required
a few minutes of computing time to train alignment
models of 12k utterances, a few hours to train CRF
models (using 8 CPUs on our cluster of Xeon CPUs)
and a few seconds to apply alignment and CRF mod-
els in order to decode the test corpus.

4.2 Experimental results for alignment
Alignment quality is estimated using the alignment
error rate (AER), a metric often employed in ma-
chine translation (Och and Ney, 2000). If H stands
for hypothesis alignments andR for reference align-
ments, AER is computed by the following relation:2

AER = 1− 2× |H ∩R|
|H|+ |R|

. (2)

1With previousa, previoust, previousn, etc pa-
rameters.

2This equation is a simplification of the usually provided one
because all alignments are considered as sure in our case.
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In our context, this metrics is evaluated by repre-
senting a link between source and target identities by
(wi, cj), instead of the usual indices (i, j). Indeed,
alignments are then used to tag words. Besides, con-
cepts to align have positions that differ from the ones
in the reference when they are reordered to simulate
bags-of-concepts.

As mentioned in the introduction, we resort to
widely used tools for alignment in order to be as gen-
eral as possible in our approach. We do not modify
the algorithms and rely on their generality to deal
with specificities of the studied domain. To train
iteratively the alignment models, we use the same
pipeline as in MOSES, a widely used machine trans-
lation system (Koehn et al., 2007):

1. 5 iterations of IBM1,

2. 5 iterations of HMM,

3. 3 iterations of IBM3 then

4. 3 iterations of IBM4.

To measure the quality of the built models, the
model obtained at the last iteration of this chain is
applied on the development corpus.

All the words of an utterance should normally
be associated with one concept, which makes the
IBM models’ NULL word useless. However, in the
MEDIA corpus, a null semantic concept is associ-
ated with words that do not correspond to a concept
relevant for the tourist domain and may be omit-
ted by counting on the probability with the NULL

word included in the IBM models. Two versions
were specifically created to test this hypothesis: one
with all the reference concept sequences and another
without the null tags. The results measured when
taking into account these tags (AER of 14.2 %) are
far better than the ones obtained when they are dis-
carded (AER of 27.4 %), in the word → concept
alignment direction.3 We decided therefore to keep
the null in all the experiments.

Table 1 presents the alignment results measured
on the development corpus according to the way
concepts are reordered with respect to the reference
and according to the considered alignment direction.

3For a fair comparison between both setups, the null con-
cept was ignored in H and R for this series of experiments.

The three first lines exhibit the results obtained with
the last IBM4 iteration. As expected, the AER mea-
sured with this model in the concept→ word direc-
tion (second line), which can only associate at most
one word per concept, is clearly higher than the one
obtained in the opposite direction (first line). Quite
surprisingly, an improvement in terms of AER (third
line) over the best direction (first line) is observed
using the default MOSES heuristics (called grow-
diag-final) that symmetrizes alignments obtained in
both directions.

IBM1 models, contrary to other models, do not
take into account word index inside source and tar-
get sentences, which makes them relevant to deal
with bag-of-concepts. Therefore, we measured how
AER varies when using models previously built in
the training chain. The results obtained by applying
IBM1 and by symmetrizing alignments (last line),
show finally that these simple models lead to lower
performance than the one measured with IBM4 or
even HMM (last line), the concepts being ordered
alphabetically or randomly (two last columns).

The previous experiments have shown that align-
ment is clearly of lower quality when algorithms are
faced with bags-of-concepts instead of well-ordered
sequences. In order to reduce this phenomenon, se-
quences are reordered after a first alignmentA1 gen-
erated by the symmetrized IBM4 model. Two strate-
gies have been considered to fix the new position of
each concept ci. The first one averages the indices
of the words wi that are aligned with ci according to
A1:

pos1(cj) =

∑
is.t.(i,j)∈A1

i

Card({(i, j) ∈ A1})
. (3)

The second one weights each word index with their
transfer probabilities determined by IBM4:

pos2(cj) =

∑
is.t.(i,j)∈A1

i× f(wi, cj)∑
is.t.(i,j)∈A1

f(wi, cj)
(4)

where

f(wi, cj) = λP (cj |wi) + (1− λ)P (wi|cj) (5)

and λ is a coefficient fixed on the development cor-
pus.

Training alignment models on the corpus re-
ordered according to pos1 (Tab. 2, second column)
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Sequential order Alphabetic order Random order

word→ concept IBM4 14.4 29.2 28.6
concept→ word IBM4 40.9 51.6 49.0

symmetrized IBM4 12.8 27.3 25.7

symmetrized IBM1 33.2 33.2 33.1
symmetrized HMM 14.8 29.9 28.7

Table 1: AER (%) measured on the MEDIA development corpus with respect to the alignment model used and its
direction.

Initial 1st reordering iteration Last reordering iteration
pos1 pos2 pos2

Alphabetic order 27.3 22.2 21.0 19.4
Random order 25.7 21.9 20.2 18.5

Table 2: AER (%) measured on the MEDIA development corpus according to the strategy used to reorder concepts.

or pos2 (third column) leads to a significant im-
provement of the AER. This reordering step can be
repeated as long as performance goes on improving.
By proceeding like this until step 3 for the alphabetic
order and until step 7 for the random order, values of
AER below 20 % (last column) are finally obtained.
It is noteworthy that random reordering has better
results than alphabetic reordering. Indeed, HMM,
IBM3 and IBM4 models have probabilities that are
more biased in this latter case, where the same se-
quences occur more often although many are not in
the reference.

4.3 Experimental results for spoken language
understanding

In order to measure how spoken language un-
derstanding is disturbed by erroneous alignments,
CRFs parameters are trained under two conditions:
one where concept tagging is performed by an ex-
pert and one where corpora are obtained using au-
tomatic alignment. The performance criterion used
to evaluate the understanding task is the concept er-
ror rate (CER). CER is computed in a similar way
as word error rate (WER) used in speech recogni-
tion; it is obtained from the Levenshtein alignment
between both hypothesized and reference sequences
as the ratio of the sum of the concepts in the hy-
pothesis substituted, inserted or omitted on the total
number of concepts in the manual reference anno-

tation. The null concept is not considered during
the score computation. The CER can also take into
account the normalized values in addition to the con-
cept tags.

Starting from a state-of-the-art system (Manual
column), degradations due to various alignment con-
ditions are reported in Table 3. It can be noted that
the absolute increase in CER is at most 8.0 % (from
17.6 to 25.6 with values) when models are trained on
the corpus aligned with IBM models; the ordering
information brings it back to 3.7 % (17.6 to 21.3),
and finally with automatic transcription the impact
of the automatic alignments is smaller (resp. 5.8 %
and 2.0 %). As expected random order is preferable
to alphabetic order (slight gain of 1 %).

In Table 4, the random order alignments are used
but this time the n-best lists of alignments are con-
sidered and not only the 1-best hypotheses. Instead
of training CRFs with only one version of the align-
ment for a concept-word sequence pair, we filter
out from the n-best lists the alignments having a
probability above a given threshold. It can be ob-
served that varying this confidence threshold allows
an improvement of the SLU performance (CER can
be reduced by 0.8 % for manual transcription and
0.4 % for automatic transcription). However, this
improvement is not propagated to scores with val-
ues (CER was reduced at best by 0.1 for manual
transcription and was increased for automatic tran-
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Automatic alignments
Manual Sequential Alphabetic order Random order

Manual transcription 13.9 (17.6) 17.7 (21.3) 22.6 (26.4) 22.0 (25.6)
ASR transcription (wer 31 %) 24.7 (29.8) 27.1 (31.8) 31.5 (36.4) 30.6 (35.6)

Table 3: CER (%) measured for concept decoding on the MEDIA test corpus with several alignment methods of the
training data. Inside parenthesis, CER for concepts and values.

scription). After closer inspection of the scoring
alignments, an explanation for this setback is that
the manually-designed rules used for value extrac-
tion are perturbed by loose segmentation. This is
particularly the case for the concept used to anno-
tate co-references, which has confusions between
the values singular and plural (e.g. “this” is sin-
gular and “those” plural). This issue can be solved
by an ad hoc adaptation of the rules. However, it
would infringe our objective of relying upon unsu-
pervised approaches and minimizing human exper-
tise. Therefore, a better answer would be to resort to
a probabilistic scheme also for value extraction (as
proposed in (Lefèvre, 2007)).

The optimal configuration (confidence threshold
of 0.3, 4th row of Table 4) is close to the baseline
1-best system in terms of the number of training
utterances. We also tried a slightly different setup
which adds the filtered alignments to the former cor-
pus before CRF parameter training (i.e. the 1-best
is not filtered in the n-best list). In that case perfor-
mance remains pretty stable with respect to the filter-
ing process (CER is around 21.4 % for concepts and
25.2 % for concept+value for thresholds between 0.1
and 0.7).

5 Conclusion

In this study an unsupervised approach is proposed
to the problem of conceptual unit alignment for spo-
ken language understanding. We show that unsuper-
vised statistical word alignment from the machine
translation domain can be used in this context to as-
sociate semantic concepts with word sequences. The
quality of the derived alignment, already good in the
general case (< 20 % of errors on the word-concept
associations), is improved by knowledge of the cor-
rect unit order (< 15 %). The impact of automatic
alignments on the understanding performance is an
absolute increase of +8 % in terms of CER, but is re-

duced to less than +4 % in the ordered case. When
automatic transcripts are used, these gaps decrease
to +6 % and below +3 % respectively. From these
results we do believe that the cost vs performance
ratio is in favour of the proposed method.
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Abstract

Resolving ambiguity associated with names
found on the Web, Wikipedia or medical texts
is a very challenging task, which has been
of great interest to the research community.
We propose a novel approach to disambiguat-
ing names using Latent Dirichlet Allocation,
where the learned topics represent the under-
lying senses of the ambiguous name. We con-
duct a detailed evaluation on multiple data sets
containing ambiguous person, location and or-
ganization names and for multiple languages
such as English, Spanish, Romanian and Bul-
garian. We conduct comparative studies with
existing approaches and show a substantial
improvement of 15 to 35% in task accuracy.

1 Introduction

Recently, ambiguity resolution for names found on
the Web (Artiles et al., 2007), Wikipedia articles
(Bunescu and Pasca, 2006), news texts (Pedersen et
al., 2005) and medical literature (Ginter et al., 2004)
has become an active area of research. Like words,
names are ambiguous and can refer to multiple enti-
ties. For example, a Web search for Jerry Hobbs on
Google returns a mixture of documents associated
with two different entities in the top 10 search re-
sults. One refers to a computational linguist at Uni-
versity of Southern California and the other refers to
a fugitive and murderer. Disambiguating the names
and identifying the correct entity is very important
especially for Web search applications since 11-17%
of the Web search queries are composed of person
name and a term (Artiles et al., 2009a).

In the past, there has been a substantial body of
work in the area of name disambiguation under a va-
riety of different names and using diverse set of ap-
proaches. Some refer to the task as cross-document
coreference resolution (Bagga and Baldwin, 1998),
name discrimination (Pedersen et al., 2005) or Web
People Search (WebPS) (Artiles et al., 2007). The
majority of the approaches focus on person name
ambiguity (Chen and Martin, 2007; Artiles et al.,
2010), some have also explored organization and lo-
cation name disambiguation (Pedersen et al., 2006).

The intuition behind most approaches follows the
distributional hypothesis (Harris, 1954) according
to which ambiguous names sharing the same con-
texts tend to refer to the same individual. To model
these characteristics, Bunescu and Pasca (2006)
and Cucerzan (2007) incorporate information from
Wikipedia articles, Artiles et al. (2007) use Web
page content, Mann and Yarowsky (2003) extract bi-
ographic facts. The approaches used in the WebPS
tasks mainly rely on bag-of-words representations
(Artiles et al., 2007; Chen and Martin, 2007; Artiles
et al., 2009b). Most methods suffer from a com-
mon drawback—they rely on surface features such
as word co-occurrences, which are insufficient to
capture hidden information pertaining to the entities
(senses) associated with the documents.

We take a novel approach for tackling the prob-
lem of name ambiguity using an unsupervised topic
modeling framework. To our knowledge, no one
has yet explored the disambiguation of names using
Latent Dirichlet Allocation (LDA) nor has shown
LDA’s behavior on multiple data sources and set-
tings. Our motivation for using an unsupervised
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topic modeling framework for name disambiguation
is based on the advantages generative models offer
in contrast to the existing ones. For instance, topic
models such as Latent Dirichlet allocation (LDA)
method (Blei et al., 2003) have been widely used in
the literature for other applications to uncover hid-
den (or latent) groupings underlying a set of obser-
vations. Topic models are capable of handling ambi-
guity and distinguishing between uses of words with
multiple meanings depending on context. Thereby,
they provide a natural fit for our name disambigua-
tion task, where latent topics correspond to the en-
tities (name senses) representing the documents for
an ambiguous name. Identifying these latent topics
helps us identify the particular sense of a given am-
biguous name that is used in the context of a particu-
lar document and hence resolve name ambiguity. In
addition, this approach offers several advantages—
(1) entities (senses) can be learnt automatically from
a collection of documents in an unsupervised man-
ner, (2) efficient methods already exist for perform-
ing inference in this model so we can easily scale
to Web data, and (3) unlike typical approaches, we
can easily apply our learnt model to resolve name
ambiguity for unseen documents.
The main contributions of this paper are:

• We propose a novel model for name disam-
biguation using Latent Dirichlet Allocation.

• Unlike previous approaches, which are de-
signed for specific tasks, corpora and lan-
guages, we conduct a detailed evaluation taking
into consideration the multiple properties of the
data and names.

• Our experimental study shows that LDA can be
used as a general name disambiguation frame-
work, which can be successfully applied on
any corpora (i.e. Web, news, Wikipedia), lan-
guages (i.e. English, Spanish, Romanian and
Bulgarian) and types of ambiguous names (i.e.
people, organizations, locations).

• We conduct a comparative study with existing
state-of-the-art clustering approaches and show
substantial improvements of 15 to 35% in task
accuracy.

The rest of the paper is organized as follows. In Sec-
tion 2 we describe related work. Section 3 describes

the Latent Dirichlet Allocation model used to dis-
ambiguate the names. Section 4 describes the exper-
iments we have conducted on multiple data sets and
languages. Finally, we conclude in Section 5.

2 Related Work

Ambiguous names have been disambiguated with
varying success from structured texts (Pedersen et
al., 2006), semi-structured texts such as Wikipedia
articles (Bunescu and Pasca, 2006; Cucerzan, 2007)
or unstructured texts such as those found on the Web
(Pedersen and Kulkarni, 2007; Artiles et al., 2009b).
Most approaches (Artiles et al., 2009b; Chen et al.,
2009; Lan et al., 2009) focus on person name dis-
ambiguation, while others (Pedersen et al., 2006)
also explore ambiguity in organization and location
names. In the medical domain, Hatzivassiloglou et
al. (2001) and Ginter et al. (2004) tackle the problem
of gene and protein name disambiguation.

Due to the high interest in this task, researchers
have explored a wide range of approaches and fea-
tures. Among the most common and efficient ones
are those based on clustering and bag-of-words rep-
resentation (Pedersen et al., 2005; Artiles et al.,
2009b). Mann and Yarowsky (2003) extract bio-
graphic facts such as date or place of birth, occu-
pation, relatives among others to help resolve am-
biguous names of people. Others (Bunescu and
Pasca, 2006; Cucerzan, 2007; Nguyen and Cao,
2008) work on Wikipedia articles, using infobox
and link information. Pedersen et al. (2006) rely
on second order co-occurrence vectors. A few oth-
ers (Matthias, 2005; Wan et al., 2005; Popescu and
Magnini, 2007) identify names of people, locations
and organizations and use them as a source of evi-
dence to measure the similarity between documents
containing the ambiguous names. The most simi-
lar work to ours is that of Song et al. (2007) who
use a topic-based modeling approach for name dis-
ambiguation. However, their method explicitly tries
to model the distribution of latent topics with regard
to person names and words appearing within docu-
ments whereas in our method, the latent topics rep-
resent the underlying entities (name senses) for an
ambiguous name.

Unlike the previous approaches which were
specifically designed and evaluated on the WebPS
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task or a corpus such as Wikipedia or the Web, in
this paper we show a novel unsupervised topic mod-
eling approach for name disambiguation for any cor-
pora (i.e. Web, news, Wikipedia), languages (i.e.
English, Spanish, Romanian and Bulgarian) and se-
mantic categories (i.e. people, location and organi-
zation). The obtained results show substantial im-
provements over the existing approaches.

3 Name Disambiguation with LDA

Recently, topic modeling methods have found
widespread applications in NLP for various
tasks such as summarization (Daumé III and
Marcu, 2006), inferring concept-attribute attach-
ments (Reisinger and Pasca, 2009), selectional
preferences (Ritter et al., 2010) and cross-document
co-reference resolution (Haghighi and Klein, 2010).

Topic models such as LDA are generative models
for documents and represent hidden or latent top-
ics (where a topic is a probability distribution over
words) underlying the semantic structure of docu-
ments. An important use for methods such as LDA
is to infer the set of topics associated with a given
document (or a collection of documents). Next, we
present a novel approach for the task of name dis-
ambiguation using unsupervised topic models.

3.1 Method Description
Given a document corpus D associated with a cer-
tain ambiguous name, our task is to group the docu-
ments into K sets such that each document set cor-
responds to one particular entity (sense) for the am-
biguous name. We first formulate the name disam-
biguation problem as a topic modeling task and then
apply the standard LDA method to infer hidden top-
ics (senses). Our generative story is as follows:

for each name sense sk where k ∈ {1, ...,K} do
Generate βsk

according to Dir(η)
end for
for each document i in the corpus D do

Choose θi ∼ Dir(α)
for each word wi,j where j ∈ {1, ..., Ni} do

Choose a sense zi,j ∼Multinomial(θi)
Choose a word wi,j ∼Multinomial(βzi,j )

end for
end for

3.2 Inference

We perform inference on this model using collapsed
Gibbs sampling, where each of the hidden sense
variables zi,j are sampled conditioned on an as-
signment for all other variables, while integrating
over all possible parameter settings (Griffiths and
Steyvers, 2002). We use the MALLET (McCallum,
2002) implementation of LDA for our experiments.
We ran LDA with different parameter settings on a
held out data set and found that the following con-
figuration resulted in the best performance. We set
the hyperparameter η to the default value of 0.01.
For the name discrimination task, we have to choose
from a smaller set of name senses and each docu-
ment is representative of a single sense, so we use
a sparse prior (α=0.1). On the other hand, the Web
People Search data is more noisy and also involves
a large number of senses, so we use a higher prior
(α=50).

For the name discrimination task (Section 4.1),
we are given a set of senses to choose from and
hence we can use this value to fix the number of top-
ics (senses) K in LDA. However, it is possible that
the number of senses may be unknown to us apriori.
For example, it is difficult to identify all the senses
associated with names of people on the Web. In such
scenarios, we set the value ofK to a fixed value. For
experiments on Web People Search, we set K = 40,
which is roughly the average number of senses as-
sociated with people names on the Web. An alter-
native strategy is to automatically choose the num-
ber of senses based on the model that leads to the
highest posterior probability (Griffiths and Steyvers,
2004). It is easy to incorporate this technique into
our model, but we leave this for future work.

3.3 Interpreting Name Senses From Topics

As a result of training, our model outputs the topic
(sense) distributions for each document in the cor-
pus. Although the LDA model can assign multi-
ple senses to a document, the name disambiguation
task specifies that each document should be assigned
only to a single name sense. Hence, for each docu-
ment i we assign it the most probable sense from its
sense distribution. This allows us to cluster all the
documents in D into K sets.

To evaluate our results against the gold standard
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data, we further need to find a mapping between our
document clusters and the true name sense labels.
For each cluster k, we identify the true sense labels
(using the gold data) for every document which was
assigned to sense k in our output, and pick the ma-
jority sense label labelkmaj.

as being representative
of the entire cluster (i.e., all documents in cluster k
will be labeled as belonging to sense labelkmaj.

). Fi-
nally, we evaluate our labeling against the gold data.

4 Experimental Evaluation

Our objective is to study LDA’s performance on
multiple datasets, name categories and languages.
For this purpose, we evaluate our approach on two
tasks: name discrimination and Web People Search,
which are described in the next subsections. We use
freely available data from (Pedersen et al., 2006) and
(Artiles et al., 2009b), which enable us to compare
performance against existing methods.

4.1 Name Discrimination

Pedersen et al. (2006) create ambiguous data by
conflating together tuples of non-ambiguous well
known names. The goal is to cluster the contexts
containing the conflated names such that the origi-
nal and correct names are re-discovered. This task is
known as name discrimination.

An advantage of the name conflation process is
that data can be easily created for any type of names
and languages. In our study, we use the whole data
set developed by Pedersen et al. (2006) for the En-
glish, Spanish, Romanian and Bulgarian languages.

Table 1 shows the conflated names and the seman-
tic category they belong to (i.e. person, organization
or location) together with the distribution of the in-
stances for each underlying entity in the name. In
total there are eight person, eight location and three
organization conflated name pairs which represent a
diverse set of names of politicians, countries, cities,
political parties and software companies. For four
conflated name pairs the data is balanced. For ex-
ample, there are 3800 examples in total for the con-
flated name Bill Clinton – Tony Blair of which 1900
are for the underlying entity Bill Clinton and 1900
for Tony Blair. For the rest of the cases the data is
imbalanced. For example, there are 3344 examples
for the conflated name Yaser Arafat – Bill Clinton of

which 1004 belong to Yaser Arafat and 2340 to Bill
Clinton. The balanced and imbalanced data also lets
us study whether LDA’s performance if affected by
the different sense distributions.

Next, we show in Table 2 the overall results from
the disambiguation process. For each name, we first
show the baseline score which is calculated as the
percentage of instances belonging to the most fre-
quent underlying entity over all instances of that
conflated name pair. For example, for the Bill Clin-
ton – Tony Blair conflated name pair, the baseline
is 50% since both underlying entities have the same
number of examples. This baseline is equivalent to
a clustering method that would assign all of the con-
texts to exactly one cluster.

The second column corresponds to the results
achieved by the second order co-occurrence cluster-
ing approach of (Pedersen et al., 2006). This ap-
proach is considered as state-of-the-art in name dis-
crimination after numerous features like unigram,
bigram, co-occurrence and multiple clustering algo-
rithms were tested. We denote this approach in Table
2 as Pedersen and use it as a comparison. Note that
in this experiment (Pedersen et al., 2006) predefine
the exact number of clusters, therefore we also use
the exact number of senses for the LDA topics. The
third column shows the results obtained by our LDA
approach. The final two columns represent the dif-
ference between our LDA approach and the baseline
denoted as ∆B , as well as the difference between
our LDA approach and those of Pedersen denoted as
∆P . We have highlighted in bold the improvements
of LDA over these methods.

The obtained results show that for all experiments
independent of whether the name sense data was bal-
anced or imbalanced, LDA has a positive increase
over the baseline. For some conflated tuples like the
Spanish NATO–ETZIN, the improvement over the
baseline is 47%. For seventeen out of the twenty
name conflated pairs LDA has also improved upon
Pedersen. The improvements range from +1.29 to
+19.18.

Unfortunately, we are not deeply familiar with
Romanian to provide a detailed analysis of the con-
texts and the errors that occurred. However, we no-
ticed that for English, Spanish and Bulgarian often
the same context containing two or three of the con-
flated names is used multiple times. Imagine that
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Category Name Distribution
ENGLISH

person/politician Bill Cinton – Tony Blair 1900+1900=3800
person/politician Bill Clinton – Tony Blair – Ehud Barak 1900+1900+1900=5700

organization IBM – Microsoft 2406+3401=5807
location/country Mexico – Uganda 1256+1256=2512

location/country&state Mexico – India – California – Peru 1500+1500+1500+1500=6000
SPANISH

person/politician Yaser Arafat – Bill Clinton 1004+2340=3344
person/politician Juan Pablo II – Boris Yeltsin 1447+1450=2897

organization OTAN (NATO) – EZLN 1093+1093=2186
location/city New York – Washington 1517+2418=3935

location/city&country New York – Brasil – Washington 1517+1748+2418=5863
ROMANIAN

person/politician Traian Basescu – Adrian Nastase 1804+1932=3736
person/politician Traian Basescu – Ion Illiescu – Adrian Nastase 1948+1966+2301=6215

organization Romanian Democratic Party – Socialist Party 2037+3264=5301
location/city Brasov – Bucarest 2310+2559=4869

location/country France – USA – Romania 1370+2396+3890=7656
BULGARIAN

person/politician Petar Stoyanov – Ivan Kostov – Georgi Parvanov 318+524+811=1653
person/politician Nadejda Mihaylova – Nikolay Vasilev – Stoyan Stoyanov 645+849+976=2470

organization Bulgarian Socialist Party – Union Democratic Forces 2921+4680=7601
location/country France – Germany –Russia 1726+2095+2645=6466

location/city Varna – Bulgaria 1240+1261=2501

Table 1: Data Set Characteristics of the Name Discrimination Task.

Name Baseline Pedersen LDA ∆B ∆P

ENGLISH
Bill Cinton – Tony Blair 50.00% 80.95% 81.13% +31.13 +0.18

Bill Clinton – Tony Blair – Ehud Barak 33.33% 47.93% 67.19% +33.86 +19.26
IBM – Microsoft 58.57% 63.70% 65.44% +6.87 +1.74
Mexico – Uganda 50.00% 59.16% 78.34% +28.35 +19.18

Mexico – India – California – Peru 25.00% 28.78% 46.43% +21.43 +17.65
SPANISH

Yaser Arafat – Bill Clinton 69.98% 77.72% 83.67% +13.69 +5.95
Juan Pablo II – Boris Yeltsin 50.05% 87.75% 52.36% +2.31 -35.39

OTAN (NATO) – EZLN 50.00% 69.81% 96.89% +46.89 +27.08
New York – Washington 61.45% 54.66% 66.73% +5.28 +12.07

New York – Brasil – Washington 42.55% 42.88% 59.28% +16.73 +16.40
ROMANIAN

Traian Basescu – Adrian Nastase 51.34% 51.34% 58.51% +7.17 +7.17
Traian Basescu – Ion Illiescu – Adrian Nastase 37.02% 39.31% 47.69% +10.67 +8.38
Romanian Democratic Party – Socialist Party 61.57% 77.70% 61.57% 0.00 -16.13

Brasov – Bucarest 52.56% 63.67% 64.96% +12.40 +1.29
France – USA – Romania 50.81% 52.66% 55.39% +4.58 +2.73

BULGARIAN
Petar Stoyanov – Ivan Kostov – Georgi Parvanov 49.06% 58.68% 57.96% +8.90 -0.72

Nadejda Mihaylova – Nikolay Vasilev – Stoyan Stoyanov 39.51% 59.39% 53.97% +14.46 -5.42
Bulgarian Socialist Party – Union Democratic Forces 61.57% 57.31% 61.76% +0.19 +4.45

France – Germany –Russia 40.91% 41.60% 46.74% +5.83 +5.14
Varna – Bulgaria 50.42% 50.38% 51.78% +1.36 +1.40

Table 2: Results on the Multilingual and Multi-category Name Discrimination Task.
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there is a single context in which both names Nade-
jda Mihaylova and Stoyan Stoyanov are mentioned.
This context is used to create two name conflated
examples. In the first case only the name Nadejda
Mihaylova was hidden with the Nadejda Mihaylova
– Nikolay Vasilev – Stoyan Stoyanov label while the
name Stoyan Stoyanov was preserved as it is. In
the second case, the name Stoyan Stoyanov was hid-
den with the label Nadejda Mihaylova – Nikolay
Vasilev – Stoyan Stoyanov while the name Nadejda
Mihaylova was preserved. Since the example con-
tains two name conflations of the same context, it
becomes very difficult for any algorithm to identify
this phenomenon and discriminate the names cor-
rectly.

According to a study conducted by (Pedersen et
al., 2006), the conflated entities in the automatically
collected data sets can be ambiguous and can be-
long to multiple semantic categories. For example,
they mention that the city Varna occurred in the col-
lection as part of other named entities such as the
University of Varna, the Townhall of Varna. There-
fore, by conflating the name Varna in the organiza-
tion named entity University of Varna, the context
starts to deviate the meaning of Varna as a city into
the meaning of university. Such cases transmit ad-
ditional ambiguity to the conflated name pair and
make the task even harder.

Finally, our current approach does not use stop-
words except for English. According to Pedersen et
al. (2006) the usage of stop-words is crucial for this
task and leads to a substantial improvement.

4.2 Web People Search

Recently, Artiles et al. (2009b) introduced the Web
People Search task (WebPS), where given the top
100 web search results produced for an ambiguous
person name, the goal is to produce clusters that con-
tain documents referring to the same individual.

We have randomly selected from the WebPS-2
test data three names from the Wikipedia, ACL’08
and Census categories. Unlike the previous data,
WebPS has (1) names with higher ambiguity from
3 to 56 entities per name, (2) only person names and
(3) unstructured and semi-structured texts from the
Web and Wikipedia1. Table 3 shows the number of

1We clean all html tags and remove stopwords.

entities (senses) (#E) and the number of documents
for each ambiguous name (#Doc).

In contrast to the previous task where the number
of topics is equal to the exact number of senses, in
this task the number of topics is approximate to the
number of senses2. In our experiments we set the
number of topics to 40. We embarked on this exper-
imental set up in order to make our results compara-
ble with the rest of the systems in WebPS. However,
if we use the exact number of name senses then LDA
achieves higher results.

To evaluate the performance of our approach, we
use the official WebPS evaluation script. We re-
port BCubed Precision, Recall and F-scores for our
LDA approach, two baseline systems and the ECNU
(Lan et al., 2009) system from the WebPS-2 chal-
lenge. We compare our results against ECNL, be-
cause they use similar word representation but in-
stead of relying on LDA they use a clustering algo-
rithm. We denote in Table 3 the difference between
the F-score performances of LDA and the ECNU
system as ∆F1 . We highlight the differences in bold.

Since a name disambiguation system must have
good precision and recall results, we decided to
compare our results against two baselines which rep-
resent the extreme case of a system that reaches
100% precision (called ONE-IN-ONE) or a sys-
tem that reaches 100% recall (called ALL-IN-ONE).
Practically ONE-IN-ONE corresponds to assign-
ing each document to a different cluster (individ-
ual sense), while the ALL-IN-ONE baseline groups
together all web pages into a single cluster corre-
sponding to one name sense (the majority sense). A
more detailed explanation about the evaluation mea-
sures and the intuition behind them can be found in
(Artiles et al., 2007) and (Artiles et al., 2009b).

For six out of the nine names, LDA outperformed
the two baselines and the ECNU system with 5 to
41% on F-score. Precision and recall scores for LDA
are comparable except for Tom Linton and Helen
Thomas where precision is much higher. The de-
crease in performance is due to the low number of
senses (entities associated with a name) and the fact
that LDA was tuned to produce 40 topics. To over-
come this limitation, in the future we plan to work
on estimating the number of topics automatically.

2Researchers use from 15 to 50 number of clusters/senses.
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ONE-IN-ONE ALL-IN-ONE ECNU LDA
Name #E #Doc BEP BER F1 BEP BER F1 BEP BER F1 BEP BER F1 ∆F1

Wikipedia Names
Louis Lowe 24 100 1.00 .32 .48 .23 1.00 .37 .39 .78 .52 .63 .52 .57 +5

Mike Robertson 39 123 1.00 .44 .61 .11 1.00 .19 .14 .96 .25 .59 .62 .61 +36
Tom Linton 10 135 1.00 .11 .19 .54 1.00 .70 .68 .48 .56 .89 .22 .35 -21

ACL ’08 Names
Benjamin Snyder 28 95 1.00 .51 .67 .08 1.00 .15 .16 .79 .27 .59 .81 .68 +41

Emily Bender 19 120 1.00 .21 .35 .24 1.00 .39 .45 .60 .51 .78 .42 .55 +4
Hao Zhang 24 100 1.00 .26 .41 .21 1.00 .35 .45 .78 .57 .72 .36 .48 -9

Census Names
Helen Thomas 3 127 1.00 .03 .06 .96 1.00 .98 .96 .24 .39 .97 .08 .15 -24
Jonathan Shaw 26 126 1.00 .32 .49 .10 1.00 .18 .18 .60 .34 .66 .51 .58 +24

Susan Jones 56 110 1.00 .70 .82 .03 1.00 .06 .13 .81 .22 .51 .79 .62 +40

Table 3: Results for Web People Search-2.

5 Conclusion

We have shown how ambiguity in names can be
modeled and resolved using a generative probabilis-
tic model. Our LDA approach learns a distribution
over topics which correspond to entities (senses) as-
sociated with an ambiguous name. We evaluate our
novel approach on two tasks: name discrimination
and Web People Search. We conduct a detailed eval-
uation on (1) Web, Wikipedia and news documents;
(2) English, Spanish, Romanian and Bulgarian lan-
guages; (3) people, location and organization names.
Our method achieves consistent performance and
substantial improvements over baseline and existing
state-of-the-art clustering methods.

In the future, we would like to model the bi-
ographical fact extraction approach of (Mann and
Yarowsky, 2003) in our LDA model. We plan to es-
timate the number of topics automatically from the
distributions. We want to explore variants of our
current model. For example, currently all words are
generated by multiple topics (senses), but ideally we
want them to be generated by a single topic. Finally,
we want to impose additional constraints within the
topic models using hierarchical topic models.
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Abstract

Word Sense Induction (WSI) is an unsuper-
vised learning approach to discovering the dif-
ferent senses of a word from its contextual
uses. A core challenge to WSI approaches
is distinguishing between related and possibly
similar senses of a word. Current WSI evalu-
ation techniques have yet to analyze the spe-
cific impact of similarity on accuracy. There-
fore, we present a new WSI evaluation that
quantifies the relationship between the relat-
edness of a word’s senses and the ability of a
WSI algorithm to distinguish between them.
Furthermore, we perform an analysis on sense
confusions in SemEval-2 WSI task according
to sense similarity. Both analyses for a rep-
resentative selection of clustering-based WSI
approaches reveals that performance is most
sensitive to the clustering algorithm and not
the lexical features used.

1 Introduction

Many words in a language have several distinct
meanings. For example, “earth” may refer to the
planet Earth, dirt, or solid ground, depending on the
context. The goal of Word Sense Induction (WSI) is
to automatically discover the different senses by ex-
amining how a word is used. This unsupervised dis-
covery process produces a sense inventory where the
number of senses is corpus-driven and where senses
may reflect additional usages not present in a pre-
defined sense inventory, such as those for medicine
or law (Dorow and Widdows, 2003). Furthermore,
these discovered senses can be used to automati-
cally expand lexical resources such as WordNet or
FrameNet (Klapaftis and Manandhar, 2010).

Discovering the multiple senses is frequently

confounded by the relationships between a word’s
senses. While homonyms such as “bass” or “bank”
have unrelated senses, many polysemous words
have interrelated senses, with lexicographers of-
ten in disagreement for the number of fine-grained
senses (Palmer et al., 2007). For example, the most
frequent four senses for “law” according to Word-
Net, shown in Table 1, are similar in several aspects
and could be ascribed interchangeably in some con-
texts. The difficulty of automatically distinguishing
two senses is proportional to their similarity because
of the increasing likelihood of the two senses shar-
ing similar contexts.

While the issue distinguishing between related
senses is a recognized issue for Word Sense Dis-
ambiguation (Chugur et al., 2002; McCarthy, 2006),
which uses supervised training to learn sense dis-
tinctions, measuring the impact of sense related-
ness on the harder problem of WSI remains unad-
dressed. The recent SemEval WSI tasks (Agirre and
Soroa, 2007; Manandhar and Klapaftis, 2009) have
provided a standard framework for evaluating WSI
systems, with a controlled training corpus designed
to limit sense ambiguity in the example contexts.
However, given the potential relatedness of a word’s
senses, we view it necessary to consider how WSI
methods perform relative to the degree of contextual
ambiguity. Our goal is therefore to quantify the sim-
ilarity at which a WSI approach is unable to distin-
guish between two senses, which reflects the sense
granularity at which the approach operates.

We propose two new evaluations. The first, de-
scribed in Section 4, uses a similarity-based pseudo-
word discrimination task to measure the discrimi-
nation capability for related senses along a graded
scale of similarity. As a second evaluation, in
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1 the collection of rules imposed by authority
2 legal document setting forth rules governing a particular

kind of activity
3 a rule or body of rules of conduct inherent in human

nature and essential to or binding upon human society
4 a generalization that describes recurring facts or events

in nature

Table 1: Definitions for the top four senses of “law”
according to WordNet

Section 5 we perform an error analysis using the
SemEval-2010 WSI task, examining sense confu-
sion relative to the sense similarities. For both evalu-
ations, we examine twenty different WSI clustering-
based models through combining five feature types
and four clustering algorithms. These models were
selected to be representative of a wide class of exist-
ing algorithms as a way of influence future algorith-
mic directions based on the current model’s perfor-
mance.

2 Clustering Contexts to Discover Senses

Frequently, WSI is treated as an unsupervised clus-
tering problem: The contexts in which a word ap-
pears are clustered in order to discover its senses
(Navigli, 2009). We selected four diverse cluster-
ing algorithms for evaluation based on three crite-
ria: (1) the ability to automatically determine the fi-
nal number of clusters given an upper bound or a
set of parameters, (2) an efficient run time, and (3)
high quality results in either WSI or other fields re-
lated to text analysis. The first criteria is essential
for WSI; the final number of senses must be derived
without supervision in order to reflect the true num-
ber of senses present in the corpus.

K-Means K-Means builds clusters based on the
similarity between two data points. Clusters grow
by assigning data points to the cluster with the most
similar centroid. After every data point is assigned,
each cluster’s centroid is recalculated to be the av-
erage of all the data points assigned to the cluster.
This process repeats until the centroids converge to
a fixed point. We choose initial seeds at random and
use the H2 criterion function (Zhao and Karypis,
2001). Although K-Means is efficient and widely
used, it requires the number of clusters to be spec-
ified a priori. Therefore, we follow the WSI model

of Pedersen and Kulkarni (2006) and use the Gap
Statistic (Tibshirani et al., 2000) to automatically de-
termine the number of clusters.

The Gap Statistic runs K-Means repeatedly with
different values ofK, ranging from 1 to some sen-
sible maximum. The Gap Statistic first induces a
data model from the feature distributions of the ini-
tial dataset and then for eachK, creates a set of arti-
ficial datasets by sampling from the derived model.
K is increased until the “gap”, i.e. the distance be-
tween the objective function of the original dataset
and the average objective function of the artificial
datasets, is larger then the gap for the previousK

value. We calculate the gap using 10 artificial data
sets sampled from the model.

Spectral Clustering Spectral Clustering inter-
prets a dataset’s elements as vertices in graph with
edges based on their similarity (Ng et al., 2001).
Clusters are found by identifying the graph parti-
tion that produces the minimum conductance be-
tween every partition. This can be thought of as
trying to find small islands that are connected by as
few bridges as possible. We refer the reader to (von
Luxburg, 2007) for further technical details. To our
knowledge, only He et al. (2010) have applied spec-
tral clustering to WSI, which was performed on a
Chinese dataset. However, the algorithm used by He
et al. requires the number of clusters to be specified.

We instead use a hybrid spectral clustering algo-
rithm, first applied to information retrieval (Cheng
et al., 2006), that automatically selects the number
of clusters. This algorithm recursively partitions a
dataset in half by finding the cut that produces the
minimum conductance, which builds a tree of par-
titions. This split is done until either every data
point is in its own partition or a maximum number of
partitions is found. Partitions are then dynamically
merged, starting at leaf partitions, based on a cluster-
ing criteria. We use the relaxed correlation criteria
(Cheng et al., 2006), which tries to maximize both
inter cluster similarity and intra cluster dissimilarity.
The final cluttering generated is then the best tree-
respecting partition of the original data set.

Clustering By Committee Pantel and Lin (2002)
found that K-Means clustering folded all features
found in a cluster into the centroid, many of which
are not useful for identifying the desired word sense.
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To overcome this, they proposed a novel cluster-
ing algorithm for WSI, Clustering by Committee
(CBC), which includes only the most distinguishing
features for a cluster into the centroid.

For each context, an initial set of “committees”
is formed by clustering the most similar contexts to
each context, with the resulting committees ranked
to prefer larger, highly similar clusters. The final
set of committees (sense clusters) are selected by re-
cursively identifying the highest ranking committees
that are dissimilar to each other and then repeating
the process for any contexts not similar to existing
committees. In essence, CBC aims to find the clus-
ters that are similar to the largest set of contexts,
while keeping clusters dissimilar from each other.
CBC’s recursion ensures that contexts dissimilar to
the large committees are still grouped into their own
smaller committees, which enables the discovery of
infrequent senses with distinct contexts. We use a
hard sense assignment for each context, i.e., a con-
text is labeled with only one sense according to the
most similar cluster.

Streaming K-Means As WSI moves into induc-
ing senses from Web-scale amounts of data, exist-
ing clustering algorithms that keep all contexts in
memory become impractical. Jurgens and Stevens
(2010a) proposed an on-line hybrid clustering so-
lution using on-line K-Means and Hierarchical Ag-
glomerative Clustering, which automatically de-
cided the number of clusters without retaining all
the contexts. To the best of our knowledge, theirs
is the only work using an on-line approach. We
extend this work by applying a more theoretically
sound online K-Means algorithm, called Streaming
K-Means (Braverman et al., 2011), to WSI. We use
Streaming K-Means to conduct a direct algorithmic
comparison with K-Means in the hopes that online
approaches can be made just as effective as off-line
approaches.

Streaming K-Means processes each data point
only once, thus reducing the memory overhead dra-
matically. Instead of recording each data point, it
immediately assigns each data point to a cluster and
maintainsK·C clusters.C varies as the algorithm
runs, initially being set to 0. When assigning a data
point, it is only assigned to an existing cluster when
their similar is above some threshold, otherwise the

data point becomes the centroid of a new cluster.
OnceC reaches a threshold, based on an estimate of
the number of data points, or the overall K-Means
clustering cost reaches some limit, the centroids are
treated as new data points and re-clustered, with the
goal of merging some centroids. We follow (Jur-
gens and Stevens, 2010a) and cluster the final cen-
troids with Hierarchical Agglomerative Clustering,
with the average link criteria as suggested by (Ped-
ersen and Bruce, 1997).

3 Modeling Context

For each clustering algorithm, we consider five con-
text models that represent the types of lexical fea-
tures used by the majority of WSI approaches.

Co-Occurrence Contexts formed from word co-
occurrence are the most common in WSI algorithms.
For each occurrence of a word, those words within
a certain range are counted as features. Prior work
has used a variety of context sizes, e.g. words in
the same sentence (Bordag, 2006), in nearby lexi-
cal positions (Gauch and Futrelle, 1993), or within a
paragraph-sized context window (Pedersen, 2010).

We consider two co-occurrence context models:
a 5-word and a 25-word window. We note that in
co-occurrence-based word space algorithms, smaller
context sizes have shown to better capture paradag-
matic similarity, while larger sizes capture semantic
associativity (Peirsman et al., 2008; Utsumi, 2010).

Dependency-Relations Dependency parsing cre-
ates a syntax tree where words are directly linked
according to their relation. These links refine co-
occurrence based contexts by utilizing syntactic in-
dications of how words are related. Dependency
parsed features have proven highly effective for
word representations in many NLP applications,
e.g., (Padó and Lapata, 2007; Baroni et al., 2010).
We follow Pantel and Lin (2002) and Dorow and
Widdows (2003) using the sentence as contexts and
all words with a dependency path of length 3 or less,
with the last word and its relation as a feature. We
note that recently Kern et al. (2010) achieved good
WSI performance with only a small, manually-tuned
subset of all relations as context.

Word Ordering Word ordering can provide a
mild form of syntactic information (Jones et al.,
2006; Sahlgren et al., 2008). While other syntac-
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tic features may provide significantly more informa-
tion, word ordering is efficient to compute and pro-
vides an alternative source of syntactic information
for knowledge-lean systems or for languages where
NLP tools are not readily available.

Because we treat word ordering as a syntactic fea-
ture, we limit the context to words occurring in the
same sentence. A feature is the combination of a
co-occurring word and its relative position, i.e. the
same word in different positions is treated as two
separate features.

Parts of Speech Part of speech tagging can pro-
vide a preliminary coarse-grained sense disambigua-
tion of a word’s contextual features, where a word
may have as many senses as it does parts of speech.
For example, consider an occurrence of “house” in
the context of “address” as a noun and verb: “I went
to his house address,” and “I heard the legislator ad-
dress the house.” Labeling “address” with its part
of speech provides for more semantic information
on its meaning, which further constrains the sense
of “house.” Prior work (Pedersen and Bruce, 1997)
has suggested that this information can improve per-
formance, but to our knowledge, the impact of POS
features has not been evaluated in isolation.

Each context is formed from the containing sen-
tence; a feature is a combination of each word and its
part of speech, e.g., “board-NOUN” is distinct from
“board-VERB.”

4 WSI Performance on Related Senses

The proposed methodology measures the ability of a
WSI approach to distinguish between related senses.
However, generating a large corpus with manu-
ally labeled sense assignments and sense similarity
judgements is prohibitively expensive. Therefore,
we employ a pseudo-word discrimination task where
a base word and a second word, itsconfounder,
are replaced throughout the corpus with a pseudo-
word. The objective is then to determine which of
the words was originally present given the context
of an occurrence of the pseudo-word. Due to not
requiring manual annotation, this type of task was
initially proposed as a substitute for word sense dis-
ambiguation (Schütze, 1992; Gale et al., 1992) and
for selectional preferences (Clark and Weir, 2002).

Following the suggestions of Chambers and Ju-

festival laws

offices 0.13660 interests 0.18289
play 0.13751 politics 0.20440
convention 0.20296 governments 0.29125
tournament 0.29007 regulations 0.40761
concerts 0.48348 legislation 0.56112

Table 2: Example confounders for “festival” and
“laws” and their similarities

rafsky (2010) on designing pseudo-words, pseudo-
words were created from words with the same part
of speech and equal frequency in the training cor-
pus. We selected nouns occurring more than 5,000
times in a 2009 Wikipedia snapshot and then drew
5,000 contexts for each. The snapshot was tagged
with the Stanford Part of Speech Tagger (Toutanova
et al., 2003) and parsed with the Malt Parser (Nivre
et al., 2006).

To evaluate the impact of sense similarity, pseudo-
words were created from word pairs with a broad
range of lexical similarities. We selected lexical
similarity as an approximation of sense similarity
in order to model the hypothesis that similar senses
may appear in similar contexts. Similarity scores
were calculated using cosine similarity on contex-
tual distributions built from a sliding±2 word win-
dow over the Wikipedia corpus. Table 2 highlights
several example confounders and their similarities
with the base term. In total, we generated 5000 term-
confounder pairs from 98 base terms, with a mean of
51 confounders per term.

All clustering parameters were chosen using the
default values provided in the original papers. K-
means and Streaming K-Means were both set with
a maximum of 15 clusters, with the final number of
clusters being determined by the data itself.

4.1 Evaluation

The pseudo-word’s senses are induced from a train-
ing segment using each feature and clustering com-
bination. Given that both words making up the
pseudo-word may be polysemous, more than two
senses may be induced. Each sense cluster is la-
beled according to which of the original words was
present in the majority of its contexts. For testing,
each instance of the pseudo-word in a previously
unseen context is assigned the label of the cluster
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(c) Dependency Relations
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Figure 1: Pseudo-word discrimination performance

to which it is most similar. We perform five-fold
cross-validation, using 4,000 contexts for training
and 1,000 contexts for testing. Discrimination ac-
curacy is reported as the average of all five runs.
Since an equal number of contexts are used for each
term, the base line accuracy of a most frequent sense
model is 50% for each pseudo-word.

4.2 Results and Discussion

Figure 1 shows the discrimination accuracy relative
to the similarity of a base pair and confounder, for
each feature and clustering algorithm combination.
Similarity values were binned at the 0.01 level with
a mean of 39.0 scores per bin (median=11). Be-
cause most word pairs are not related, the distri-
bution of similarity values is biased towards lower
values. Therefore, we omit similarity ranges above
0.5, as too few confounders occurred in that range to
draw reliable conclusions. The standard error (not
shown) is< 1 for all measurements.

The general trends suggests that the clustering al-
gorithm impacts the sense discriminatory ability far
more than the lexical feature choice. Furthermore,
sense similarity affects most clustering algorithms,
with most systems seeing a noticeable performance
drop when pseudo-word similarity is increased just

beyond 0. Performance at high similarity becomes
more variable for all algorithms and features.

For each clustering algorithm, we see dramati-
cally different trends. Streaming K-Means performs
well with co-occurrence based features and it does
poorly when either contexts have too many features,
as in the 25 Window Co-Occurrence feature space,
or the feature space overall is too sparse, as in the
Parts of Speech and Ordering feature spaces.

K-Means with the gap statistic converges to the
most frequent sense baseline for nearly every con-
founder pair. We note that this behavior significantly
differs from that seen in (Pedersen and Kulkarni,
2006), which clustered second-order co-occurrence
vectors rather than the first-order features that we
use. Our analysis showed that the H2 criterion was
responsible for this behavior. A subsequent analy-
sis revealed that K-Means still converged to MFS
for the E1, E2, I1, and I2 criterion functions (Zhao
and Karypis, 2001) as well as when the number of
artificial datasets was increased up to 100. How-
ever, additional tests using the same features on the
SemEval-1 WSI task did not converge to MFS. Fur-
ther investigation is needed to identify the cause of
convergence and what types of data are appropriate
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the Gap Statistic.
Clustering by Committee performs well on most

models, but significantly worse on dependency re-
lation features. A subsequent analysis showed that
CBC generates significantly more clusters than all
other models. For the POS, 5 word window, and 25
window Co-Occurrence feature spaces, CBC gener-
ated between 205 and 247 clusters on average, per
word. With the order feature space, CBC generated
1087 clusters per word. However, when paired with
dependency relation features, the number of clusters
drops to only 78 per word.

Spectral Clustering is most affected by sense
similarity, performing competitively for unrelated
senses but dropping significantly when words be-
come even slightly similar. This performance drop
is seen across all features. Performance is therefore
low, with the exception of dependency relations.

Overall, these results suggest that sense related-
ness is a important factor in WSI performance and
its impact should be considered in future WSI eval-
uations. A potential next step is to vary the pro-
portion of contexts from the confounder. The cur-
rent method intentionally uses a uniform distribu-
tion to avoid potential bias; however, word sense dis-
tributions are rarely equal, and a varied distribution
would more closely model real world distributions.
Similarly, the current method tested only two senses,
whereas an n-way disambiguation between multiple
confounders should also provide further insight into
a WSI approach’s discriminatory abilities.

5 Sense Confusion in SemEval-2 Task 14

As a second experiment, we analyze incorrect sense
assignments on SemEval-2 Task 14 (Manandhar et
al., 2010) to measure whether sense-relatedness bi-
ases which sense was incorrectly selected. For WSI
systems, a similarity bias would indicate that similar
senses are more likely to be incorrectly identified as
a single sense.

We summarize Task 14 as follows. Systems are
provided with an unlabeled training corpus con-
sisting of 879,807 multi-sentence contexts for 100
polysemous words, comprised of 50 nouns and 50
verbs. Systems induce sense representations for tar-
get words from the training corpus and then use
those representations to label the senses of the tar-
get words in unseen contexts from a test corpus.

The induced senses are then evaluated against the
gold standard labels OntoNotes (Hovy et al., 2006)
senses labels for the test corpus. For our evaluation,
we use both the two contrasting unsupervised mea-
sures, the paired FScore (Artiles et al., 2009) and the
V-Measure (Rosenberg and Hirschberg, 2007), and
a supervised measure. For each metric, we use the
evaluation framework provided by the organizers of
SemEval-2 Task 14.1

The V-Measure rates the homogeneity and com-
pleteness of a clustering solution. Solutions that
have word clusters formed from one gold-standard
sense are homogeneous; completeness measures the
degree to which a gold-standard sense’s instances
are assigned to a single cluster. The paired FScore
measures two types of overlap of a solution and the
gold standard in cluster assignments for all in pair-
wise combination of instances. This score tends
to penalize solutions with many small clusters and
highly heterogeneous clusters (Manandhar and Kla-
paftis, 2009).

The supervised evaluation measures the recall
when building a Word Sense Disambiguation classi-
fier from the induced senses. The WSI system labels
the entire corpus, which is then divided into train-
ing and test portions. The sense labels in the train-
ing portion are used to construct a mapping from in-
duced senses to the gold standard OntoNotes labels.
This mapping is then evaluated for the induced la-
bels in the test. We report the scores for the 80%
training and 20% testing scenario.

5.1 Evaluation

We expect that if sense similarity is a factor in sense
confusion, the probability of confusion will increase
with sense similarity. Therefore, we measure the
probability of labeling an instance with the incorrect
OntoNotes sense relative to the sense similarity with
the gold standard sense.

In order to calculate the incorrect assignments,
the induced senses must be mapped to OntoNotes
senses. Each induced sense,si, is mapped to the
OntoNotes sense that occurs most frequently among
the instances in the test corpus that are assigned in-
duced sensesi. We note that this labeling process
is only an approximate solution to assigning gold
standard labels to induced senses. A more robust

1
http://www.cs.york.ac.uk/semeval2010_WSI/
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(a) Streaming K-means
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(b) CBC
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(c) Spectral Clustering
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Figure 2: The error frequency distributions for confusing the correct sense with another sense of the given
similarity when using a 5-word co-occurrence window as context. Dashed lines indicate the null models.

labeling could take into account the distribution of
gold standard senses labels in the corpus from which
the senses are induced; however, such labels are not
available in the Task 14 training corpus.

For each incorrect sense assignment, we mea-
sure the similarity of the confused sense to the
correct sense. To our knowledge, no work has
been done on calculating sense similarity within the
OntoNotes sense hierarchy.2 Therefore, we approxi-
mate OntoNotes sense similarity by using sense sim-
ilarity in the WordNet ontology, on which has many
similarity measures have been defined. Following
Budanitsky and Hirst (2006), we estimate the Word-
Net sense similarity using the method proposed by
Jiang and Conrath (1997).

Each OntoNotes sensesi is mapped to a set of
WordNet 3.0 sensesSi = {wn1, . . . , wnn} using

2We suspect that this is in part because a word’s OntoNotes
senses have been designed to minimize sense confusion.

the sense mapping provided by the CoNLL shared
task.3 The sense similarity for two OntoNotes
senses is computed using one of two methods:

sim =
1

|S1||S2|

∑

wni∈S1,wnj∈S2

JCN(wni, wnj),

(1)
or

sim = argmax
wni∈S1,wnj∈S2

JCN(wni, wnj), (2)

where JCN indicates the Jiang-Conrath similar-
ity of two WordNet senses, calculated using Word-
Net::Similarity (Pedersen et al., 2004). Eq. 1 com-
putes similarity as the average similarity of all pair-
wise WordNet sense combinations, while Eq. 2 uses
the highest similarity. The resulting OntoNote sense
similarities range from 0 to 1, with 1 being maxi-
mally similar. We excluded 10 words from the test

3
http://conll.bbn.com/index.php/data.html
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Context Feature Clustering V-Measure F-Score Recall # Clusters Purity GoF p-Value

5-Word Co-Occurrence

Streaming 6.7 55.5 54.8 4.74 0.103 p< 2.07e-37
Spectral 10.8 39.2 54.3 8.41 0.194 p< 1.11e-25

CBC 23.9 8.2 39.5 39.7 0.665 p< 0.916
K-Means 2.5 61.8 55.6 1.68 0.020 p< 1.20e-37

25-Word Co-Occurrence

Streaming 2.6 61.7 55.5 1.7 0.020 p< 1.20e-37
Spectral 5.0 48.6 55.9 3.3 0.083 p< 4.36e-32

CBC 21.3 11.6 45.0 32.2 0.561 p< 0.011
K-Means 2.5 61.8 55.6 1.68 0.020 p< 1.20e-37

Dependency Relations

Streaming 3.0 61.5 55.6 1.9 0.022 p< 7.33e-38
Spectral 8.5 46.8 55.3 5.9 0.134 p< 5.45e-14

CBC 12.9 31.3 52.4 11.4 0.259 p< 4.07e-12
K-Means 2.5 61.8 55.6 1.6 0.020 p< 1.20e-37

Word Order

Streaming 10.8 43.1 54.2 10.8 0.300 p< 4.46e-24
Spectral 12.2 32.4 53.7 10.0 0.26 p< 3.27e-20

CBC 27.2 11.8 30.3 54.9 0.857 p < 0.999
K-Means 2.5 61.8 55.6 1.6 0.020 p< 1.20e-37

Parts of Speech

Streaming 6.6 53.0 54.5 4.7 0.117 p< 1.06e-39
Spectral 10.9 39.4 53.7 8.3 0.201 p< 2.38e-13

CBC 23.8 08.0 40.1 39.7 0.678 p< 1.04e-2
K-Means 2.5 61.8 55.6 1.6 0.020 p< 1.20e-37

SemEval-2 Most Frequent Sense 0.0 63.4 58.6 1.0 0.0 p< 4.244e-23

Best SemEval-2 FScore 0.0 63.3 58.6 1.0 0.0 p< 2.893e-23

Best SemEval-2 VMeasure 16.2 26.7 58.3 10.7 0.367 p< 1.956e-14

Best SemEval-2 Supervised Recall 15.7 49.7 62.4 11.5 0.187 p< 8.910e-19

Table 3: Unsupervised and Supervised scores on the SemEval-2010 WSI Task for each feature and clustering
models, with reference scores for the top performing systems for each evaluation shown below.

set that did not have mappings from OntoNotes to
WordNet 3.0 senses, and additional 23 words that
only had two senses, which prevented testing for
a similarity bias. The remaining 67 words yielded
4,097 test instances for evaluation.

Each instance of the test corpus was tested for
sense confusion, recording the similarity of the in-
correctly assigned sense and the gold standard sense.
The resulting incorrect assignments are transformed
into an error distribution according by accumulating
error counts into similarity bins where each bin has a
range of 0.02. We analyze the WSI systems defined
in section 4 as well as the results of three systems
that participated in Task 14 and scored the highest
on the paired FScore, V-measure, or Supervised Re-
call evaluations.

To quantify the impact, we compare each system’s
error distribution against a null model over the set of
incorrect test instances missed by that system. In

the null model, the incorrect sense for each instance
is selected with uniform probability from the avail-
able senses. This behavior produces a distribution
with no similarity bias. The cumulative error dis-
tribution for the null model is not uniform due to
multiple sense pairings having the same similarity.4

To quantify the difference between a system’s error
distribution and corresponding null model, we cal-
culate the G-test as a measure of Goodness of Fit
(GoF). The resulting p-values reflect the probability
of observing the system’s error distribution if there
was no bias from sense-similarity.

5.2 Results and Discussion

We compare the error analysis against the evalua-
tion measures of Task 14. Table 3 displays the eval-

4Verb senses often have a JCN similarity of 0 due to hav-
ing no shared parent within the WordNet verb sense hierarchy,
which results in high frequency distribution around 0.
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uation measures. We also report the average num-
ber of clusters per word, the cluster purity, and the
p-value when using Eq. 2 to measure sense similar-
ity. Figure 2 visualizes the error distributions for the
four clustering algorithms on 5-word co-occurrence
features. The distributions in Figure 2 are represen-
tative of those of the other context models, which we
omit due to space. Each plot reflects the frequency
at which a sense with the specified similarity was
confused for the correct sense.

The low p-values in Table 3 indicate a significant
deviation from the null model. Examining the shape
of the error distribution in Figure 2 reveals a no-
ticeable skew towards higher similarity when an in-
correct sense assignment is made. This distribution
skew is also consistent for both similarity measures.

Comparing the Task 14 results in Table 3 to the
sense confusion trends in in Figure 2 highlights an
interesting pattern among the various models: as the
number of induced sense clusters increases, the er-
ror distribution better approximates the null model.
Specifically, the GoF for all models was well corre-
lated with cluster purity (ρ=0.66), and the number of
clusters (ρ=0.76). CBC generated the highest num-
ber of clusters and has a sense confusion distribution
that closely matches the null model, indicating that
it is less affected by sense similarity. In compari-
son, all of the Streaming K-Means models, which
have the fewest clusters, differ noticeably from the
null model. Spectral Clustering, which also gener-
ates fewer clusters than CBC, has an observed con-
fusion rate that differs from the baseline. K-Means
again reduces to the MFS baseline.

When comparing along the feature sets, we see
that on average Word Order features generate the
highest V-Measure scores, highest purity, and high-
est p-values for Streaming K-Means and CBC. This
result correlates well with the average number of
features seen per context: Word Order contexts used
0.03% of the feature space while contexts in other
feature spaces used between 0.07% and 0.12% of
the feature space, suggesting that the SemEval mea-
sures are determined in part by feature space den-
sity. Similarly, 25-word co-occurrence features had
the highest percentage of features used per context,
0.12%, and generated the lowest V-Measure, purity
score, and p-value for 3 clustering models.

These scores support another known trend in the

SemEval-2 evaluation: the performance on the V-
Measure is proportional to the number of induced
sense clusters, while the paired FScore is inversely
proportional. But what is surprising is that models
which perform well against the V-Measure also ex-
hibit a smaller sense similarity bias, suggesting that
CBC and similar clustering methods are suitable for
situations where competing senses of a word have a
high degree of overlap.

As a final comparison, we also computed the
sense bias for the top 3 SemEval systems under each
measure. The best of these models are listed in Table
3. We did not find any consistent trends between the
V-Measure, purity, and p-value among these mod-
els. The top F-Scoring models all used either a first
or second order co-occurrence feature space similar
to ours (Kern et al., 2010; Pedersen, 2010), whereas
the top supervised score was achieved by a graph-
based system (Klapaftis and Manandhar, 2008).

6 Future Work and Conclusion

We presented a two evaluation for WSI approaches
and examined the performance of a wide range of
algorithms. The results raise a potential issue for
clustering-based WSI approaches: sense discrimi-
nation degrades notably as the sense relatedness in-
creases. We highlight three potential avenues for
future research. First, this methodology should be
applied to additional WSI models, such as graph-
based (Klapaftis and Manandhar, 2008; Navigli and
Crisafulli, 2010) and probabilistic models (Dinu and
Lapata, 2010; Elshamy et al., 2010). Second, we
plan to extend the analysis to different sense dis-
tributions, varying number of senses, and for hu-
man annotated sense similarity data. Third, this
evaluation makes the simplifying assumption of one
sense per instance; however, Erk et al. (2009) note
that the relations between senses may cause a single
word instance to evoke multiple senses within the
same context. Therefore, a future experiment should
consider how WSI systems might address learning
senses given the presence of multiple, similar senses
for a single instance.

All models, associated data sets, testing frame-
work, and scores have been released as a part of the
open-source S-Space Package (Jurgens and Stevens,
2010b).5

5
http://code.google.com/p/airhead-research/
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