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Introduction

This volume contains papers accepted for presentation at the 2nd Workshop on Collaboratively
Constructed Semantic Resources that took place on August 28, 2010, as part of the Coling 2010
conference in Beijing. Being the second workshop on this topic, we were able to build on the success
of the previous workshop on this topic held as part of ACL-IJCNLP 2009.

In many works, collaboratively constructed semantic resources have been used to overcome the
knowledge acquisition bottleneck and coverage problems pertinent to conventional lexical semantic
resources. The greatest popularity in this respect can so far certainly be attributed to Wikipedia.
However, other resources, such as folksonomies or the multilingual collaboratively constructed
dictionary Wiktionary, have also shown great potential. Thus, the scope of the workshop deliberately
includes any collaboratively constructed resource, not only Wikipedia.

Effective deployment of such resources to enhance Natural Language Processing introduces a pressing
need to address a set of fundamental challenges, e.g. the interoperability with existing resources, or
the quality of the extracted lexical semantic knowledge. Interoperability between resources is crucial
as no single resource provides perfect coverage. The quality of collaboratively constructed semantic
resources is a fundamental issue, as they lack editorial control and entries are often incomplete. Thus,
techniques for link prediction or information extraction have been proposed to guide the ”crowds” while
constructing resources of better quality.

We issued calls for both long and short papers. Seven long papers and one short paper were accepted
for presentation, based on the careful reviews of our program committee. We would like to thank
the program committee members for their thoughtful, high quality, and elaborate reviews, especially
considering the tight schedule for reviewing. The call for papers attracted submissions on a wide range
of topics showing that collaboratively constructed semantic resources are of growing interest in different
fields of Natural Language Processing.

The workshop aimed at bringing together researchers from different worlds, for example those using
collaboratively constructed resources as sources of lexical semantic information for Natural Language
Processing purposes such as information retrieval, named entity recognition, or keyword extraction, and
those using Natural Language Processing techniques to improve the resources or extract and analyze
different types of lexical semantic information from them. Looking at the final proceedings, we can
safely say that this goal has been achieved.

Iryna Gurevych and Torsten Zesch
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Invited Speaker:

Tat-Seng Chua, National University of Singapore

Title: Extracting Knowledge from Community Question-Answering Sites

Abstract: Community question-answering (QA) services, like Yahoo! Answers, contain a huge
amount of information in the form of QA pairs accumulated over many years. The informa-
tion covers a wide variety of topics on questions of great interests to and frequently asked by
the users. To make this huge amount of information accessible by general users, research
has been carried out to help users find similar questions with readily available answers.
However, a better approach is to organize all relevant QA pairs around a given topic into a
knowledge structure to help users better understand the overall topic. To accomplish this,
our research leverages on appropriate topic prototype hierarchy automatically acquired from
the Web or Wikipedia to guide the organization of the un-structured user-generated-contents
in community QA sites. More specifically, we propose a prototype-hierarchy based cluster-
ing algorithm that utilizes the category structure information, article contents of Wikipedia,
as well as distribution of relevant QA pairs around the topic based on a multi-criterion op-
timization function. This talk discusses our research to transform unstructured community
QA resources into knowledge structure.

Short Bio: Chua Tat-Seng the KITHC Chair Professor at the School of Computing, National
University of Singapore (NUS). He was the Acting and Founding Dean of the School of
Computing during 1998-2000. He joined NUS in 1983, and spent three years as a research
staff member at the Institute of Systems Science (now I2R) in the late 1980s. Dr Chua’s
main research interest is in multimedia information retrieval, in particular, on the analysis,
retrieval and question-answering (QA) of text and image/video information. He is currently
working on several multi-million-dollar projects: interactive media search, local contextual
search, and real-time live media search. His group participates regularly in TREC-QA and
TRECVID video retrieval evaluations. Dr Chua has organized and served as program com-
mittee member of numerous international conferences in the areas of computer graphics,
multimedia and text processing. He is the conference co-chair of ACM Multimedia 2005,
CIVR (Conference on Image and Video Retrieval) 2005, and ACM SIGIR 2008. He serves
in the editorial boards of:ACM Transactions of Information Systems (ACM), Foundation
and Trends in Information Retrieval (NOW), The Visual Computer (Springer Verlag), and
Multimedia Tools and Applications (Kluwer). He is the member of steering committee of
CIVR, Computer Graphics International, and Multimedia Modeling conference series; and
as member of International Review Panels of two large-scale research projects in Europe.
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Abstract 

This paper presents a method for con-

structing a large-scale Person Ontology 

with category hierarchy from Wikipe-

dia. We first extract Wikipedia category 

labels which represent person (hereafter, 

Wikipedia Person Category, WPC) by 

using a machine learning classifier. We 

then construct a WPC hierarchy by de-

tecting is-a relations in the Wikipedia 

category network. We then extract the 

titles of Wikipedia articles which 

represent person (hereafter, Wikipedia 

person instance, WPI). Experiments 

show that the accuracy of WPC extrac-

tion is 99.3% precision and 98.4% re-

call, while that of WPI extraction is 

98.2% and 98.6%, respectively. The ac-

curacies are significantly higher than 

the previous methods. 

1  Introduction 

In recent years, we have become increasingly 

aware of the need for, up-to-date knowledge 

bases offering broad coverage in order to im-

plement practical semantic inference engines 

for advanced applications such as question 

answering, summarization and textual entail-

ment recognition. General ontologies, such as 

WordNet (Fellbaum et al., 1998), and Nihongo 

Goi-Taikei (Ikehara et al., 1997), contain gen-

eral knowledge of wide range of fields. How-

ever, it is difficult to instantly add new know-

ledge, particularly proper nouns, to these gen-

eral ontologies. Therefore, Wikipedia has 

come to be used as a useful corpus for know-

ledge extraction because it is a free and large-

scale online encyclopedia that continues to be 

actively developed. For example, in DBpedia 
(Bizer et al. 2009), RDF triples are extracted 

from the Infobox templates within Wikipedia 

articles. In YAGO (Suchanek et al. 2007), an 

appropriate WordNet synset (most likely cate-

gory) is assigned to a Wikipedia category as a 

super-category, and Wikipedia articles are ex-

tracted as instances of the category.  

As a first step to make use of proper noun 

and related up-to-date information in Wikipedia, 

we focus on person names and the articles and 

categories related to them because it contains a 

large number of articles and categories that in-

dicate person, and because large-scale person 

ontology is useful for applications such as per-

son search and named entity recognition. Ex-

amples of a person article are personal name 

and occupational title such as “Ichiro” and “Fi-

nancial planner,” while an example of a person 

category is occupational title such as 

“Sportspeople.” 

The goal of this study is to construct a large-

scale and comprehensive person ontology by 

extracting person categories and is-a relations
1
 

among them. We first apply a classifier based 

on machine learning to all Wikipedia categories 

to extract categories that represent person. If 

both of the linked Wikipedia categories are per-

son categories, the category link is labeled as 

an is-a relation. We then use a heuristic-based 

rule to extract the title of articles that represent 

person as person instance from the person cate-

gories. 

In the following sections, we first describe 

the language resources and the previous works. 

We then introduce our method for constructing 

the person ontology and report our experimen-

tal results. 

                                                 
1 “is-a relation” is defined as a relation between A and B 

when “B is a (kind of) A.” 
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2 Language Resources 

2.1  Japanese Wikipedia 

Wikipedia is a free, multilingual, on-line en-

cyclopedia that is being actively developed by a 

large number of volunteers. Wikipedia has ar-

ticles and categories. The data is open to the 

public as XML files
2
. Figure 1 shows an exam-

ple of an article. An article page has a title, 

body, and categories. In most articles, the first 

sentence of the body is the definition sentence 

of the title.  Although the Wikipedia category 

system is organized in a hierarchal manner, it is 

a thematic classification, not a taxonomy. The 

relation between category and subcategory and 

that between a category and articles listed on it 

are not necessarily an is-a relation. A category 

could have two or more super categories and 

the category network could have loops.  

 

ミシェル・ウィー（Michelle Wie, 1989年10月11日- ）
は、ゴルフ選手である。

Michelle Wie (Michelle Wie, born October 11, 

1989 ) is a golf player. 

Category : American golfers | 1989 births

Michelle Wie

category

title of article

definition sentence

 
Figure 1: Example of title, body (definition 

sentence), and categories for article page in 

Japanese Wikipedia (top) and its translation 

(bottom) 

2.2 Nihongo Goi-Taikei  

To construct the ontology, we first apply a ma-

chine learning based classifier to determine if a 

category label indicates a person or not. A Wi-

kipedia category label is often a common com-

pound noun or a noun phrase, and the head 

word of a Japanese compound noun and noun 

phrase is usually the last word. We assume the 

semantic category of the last word is an impor-

tant feature for classification.  

Nihongo Goi-Taikei (hereafter, Goi-Taikei) 

is one of the largest and best known Japanese 

thesauri. Goi-Taikei contains different semantic 

category hierarchies for common nouns, proper 

nouns, and verbs. In this work, we use only the 

                                                 
2http://download.wikimedia.org/jawiki 

common noun category (Figure 2). It consists 

of approximately 100,000 Japanese words (he-

reafter, instance) and the meanings of each 

word are described by using about 2,700 hie-

rarchical semantic categories. Words (In-

stances) with multiple meanings (ambiguous 

words) are assigned multiple categories in Goi-

Taikei. For example, the transliterated Japanese 

word (instance) raita (ライター ) has two 

meanings of “writer” and “lighter,” and so be-

longs to two categories, “353:author
3

”
 
and 

“915:household.”  

Japanese WordNet (approximately 90,000 

entries as of May 2010), which has recently 

been released to the public (Bonds et al., 2008), 
could be an alternative to Goi-Taikei as a large-

scale Japanese thesaurus. We used Goi-Taikei 

in this work because Japanese WordNet was 

translated from English WordNet and it is not 

known whether it covers the concepts unique to 

Japanese. 

3 Previous Works 

3.1 Ponzetto’s method and Sakurai’s me-

thod 

Ponzetto et al. (2007) presented a set of 

lightweight heuristics such as head matching 

and modifier matching for distinguishing is-a 

links from not-is-a links in the Wikipedia cate-

gory network. The main heuristic, “Syntax-

based methods” is based on head matching, in 

which a category link is labeled as is-a relation 

if the two categories share the same head lem-

ma, such as CAPITALS IN ASIA and CAPI-

TALS. Sakurai et al. (2008) presented a method 

equivalent to head matching for Japanese Wi-

kipedia. As Japanese is a head final language, 

they introduced the heuristic called suffix 

matching; it labels a category link as a is-a rela-

tion if one category is the suffix of the other 

category, such as 日本の空港(airports in Ja-

pan) and 空港(airports). In the proposed me-

thod herein, if a Wikipedia category and its 

parent category are both person categories, the 

category link is labeled as is-a relation. There-

fore, is-a relations, which cannot be extracted 

by Ponzetto’s or Sakurai’s method, can be ex-

tracted. 

                                                 
3
 The Goi-Taikei category is prefixed with ID number. 
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246:personalities
and competitors

246:personalities
and competitors

5:humans 223:officials 219:semi-man

249:actor 251:competitor

453:shrine 221:spirit

4:people

151:ethnic group

152:ethnic group 153:race 55:boy 56:girl

1:common noun

2:concrete 1000:abstract

3:agents 388:places 533:objects

362:organizations 389:facilities 468:nature 534:animate

1235:events

1936:job

1937:business1939:occupation 

1065:title

1069:number1066:name

2483:nature 2507:state

385:nation383:assembly

Writer＿ライター

353:author 915:household appliance

lighter＿ライター

706:inanimate

Semantic category hierarchy for common nouns

1236:human
activities

1236:human
activities

1001:abstract
things

1001:abstract
things

2422:abstract
relationship

2422:abstract
relationship

About 2,700 categories

About 100,000 instances

 
Figure 2: Part of a category hierarchy for common nouns in Nihongo Goi-Taikei 

3.2 Kobayashi’s method 

Kobayashi et al. (2008) presented a tech-

nique to make a Japanese ontology equivalent 

to YAGO; it assigns Goi-Taikei categories to 

Japanese Wikipedia categories. These two me-

thods and our method are similar in that a Wi-

kipedia category and the title of an article are 

regarded as a category and an instance, respec-

tively. Kobayashi et al. automatically extract 

hypernyms from the definition sentence of each 

article in advance (referred to hereafter as “D-

hypernym.”) They apply language-dependent 

lexico-syntactic patterns to the definition sen-

tence to extract the D-hypernym. Here are some 

examples. 
 

は、[hypernym]の一つである <EOS> 

one of [hypernym] 
 

は、[hypernym]である<EOS> 

is a [hypernym] 
 

 [hypernym] <EOS> 

is a [hypernym] … 
 

where <EOS> refer to the beginning of a 

sentence 

For example, from the article in Figure 1, the 

words “ゴルフ選手 (golf player)” is extracted 

as the D-hypernym of the article “ミシェル・

ウィー (Michelle Wie).” 

Figure 3 outlines the Kobayashi’s method. 

First, for a Wikipedia category, if its last word 

matches an instance of Goi-Taikei category, all 

such Goi-Taikei categories are extracted as a 

candidate of the Wikipedia category’s super-

class. If the last word of the D-hypernym of the 

Wikipedia article listed on the Wikipedia cate-

gory matches an instance of the Goi-Taikei cat-

egory, the Goi-Taikei category is extracted as 

the super-class of the Wikipedia category and 

its instances (Wikipedia articles) (Figure 3). 

Although the Kobayashi’s method is a general 

one, it can be used to construct person ontology 

if the super-class candidates are restricted to 

those Goi-Taikei categories which represent 

person. 

Title            ミシェル・ウィー
Michelle Wie

Hypernym   ゴルフ選手
Golf player

アメリカ合衆国のゴルファー
American golfers

Wikipedia category

Match

last word

Person category

人_person

ゴルファー_golfer

選手_player

芸術家_artist
・
・
・

Goi-Taikei

Wikipedia article

Title            ALPGツアー
ALPG Tour

Hypernym   ゴルフツアー
Golf tour

Doesn’t 

match

Wikipedia article ×

 
Figure 3: The outline of Kobayashi’s method 

3.3 Yamashita’s method 

Yamashita made an open source software 

which extracts personal names from Japanese 

Wikipedia
4
. He extracted the titles of articles 

listed on the categories ○年生(○ births) (e.g., 

2000 births). As these categories are used to 

sort the names of people, horses, and dogs by 

born year, he used a simple pattern matching 

                                                 
4http://coderepos.org/share/browser/lang/perl/misc/wikipe

jago 
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rules to exclude horses and dogs. In the expe-

riment in Section 5, we implemented his me-

thod by using not only “年生 (births)” but also 

“年没  (deaths)” and “世紀没  (th-century 

deaths),” “年代没  (s deaths),” “年代生  (s 

births),” and “世紀生  (th births)” to extract 

personal names. As far as we know, it is the 

only publicly available software to extract a 

large number of person names from the Japa-

nese Wikipedia. For the comparison with our 

method, it should be noted that his method 

cannot extract person categories. 

4 Ontology Building Method 

4.1 Construction of Wikipedia person cat-

egory hierarchy (WPC) 

We extract the WPC by using a machine learn-

ing classifier. If a Wikipedia category and its 

parent category are both person categories, the 

category link is labeled as an is-a relation. This 

means that all is-a relations in our person on-

tology are extracted from the original Wikipe-

dia category hierarchy using only a category 

classifier. This is because we investigated 

1,000 randomly sampled links between person 

categories and found 98.7% of them were is-a 

relations. Figure 4 shows an example of the 

Wikipedia category hierarchy and the con-

structed WPC hierarchy. 

 

Music Technology

Composers

Broadcasting

Wikipedia person

category (WPC)

Announcer productions

Announcers

is-a

is-a

is-a is-a

Category without

parent and child

Root category

Musicians

Conductors

Engineers

Announcers

Musicians

Conductors

Composers

Japanese conductors

Engineers

Japanese conductors

 
Figure 4: Example of Wikipedia category hie-

rarchy (top) and constructed Wikipedia person 

category hierarchy (bottom) 

We detect whether the Wikipedia category 

label represents a person by using Support Vec-

tor Machine (SVM). The semantic category of 

the words in the Wikipedia category label and 

those in the neighboring categories are used for 

the features. We use the following three aspects 

of the texts that exist around the target category 

for creating the features: 
 

1. Structural relation between the target cat-

egory and the text in Wikipedia.  (6 kinds) 
 

2.  Span of the text.  (2 kinds) 
 

3. Semantic category of the text derived 
from Goi-Taikei. (4 kinds) 

 

We examined 48 features by combining the 

above three aspects (6*2*4). 

   The following are the six structural relations 

in Wikipedia between the target category and 

the text information: 

 

Structural relation 

A. The target Wikipedia category label.  
 

B. All parent category labels of the target cat-

egory.  
 

C. All child category labels of the target   cat-

egory.  

 

D. All sibling category labels of the target 

category.  
 

E. All D-hypernym5 from each article listed on 

the target category.  
 

F.  All D-hypernyms extracted from the ar-

ticles with the same name as the target cate-

gory. 
 

As for F, for example, when the article ベー

シスト(bassist) is listed on the category: ベ

ー シ ス ト (bassist), we regard the D-

hypernym of the article as the hypernym of  

the category. 

 

As most category labels and D-hypernyms are 

common nouns, they are likely to match in-

stances in Goi-Taikei which lists possible se-

mantic categories of words.  

                                                 
5As for D-hypernym extraction patterns, we used almost 

the same patterns described in previous works on Japa-

nese sources such as (Kobayashi et al. 2008; Sumida et al., 

2008), which are basically equivalent to the works on 

English sources such as (Hearst, 1992). 
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   After the texts located at various structural 

relations A-F are collected, they are matched to 

the instances of Goi-Taikei in two different 

spans: 
 

Span of the text 

Ⅰ. All character strings of the text 
 

Ⅱ. The last word of the text 
 

For the span Ⅱ, the text is segmented into 

words using a Japanese morphological analyzer. 

The last word is used because the last word 

usually represents the meaning of the entire 

noun phrase (semantic head word) in Japanese.  

In the proposed method, hierarchical seman-

tic categories of Goi-Taikei are divided into 

two categories; “Goi-Taikei person categories” 

and other categories. Goi-Taikei person catego-

ry is defined as those categories that represent 

person, that is, all categories under “5:humans” 

and “223:officials,” and “1939: occupation” 

and “1066:name” in Goi-Taikei hierarchy as 

shown in Figure 1.  

For each structural relation A-F  and span Ⅰ 

and Ⅱ, we calculate four relative frequencies 

a-d, which represents the manner in which the 

span of texts match the instance of Goi-Taikei 

person category. It basically indicates the de-

gree to which the span of text is likely to mean 

a person.  
 

Semantic type 

a. The span of text matches only instances of 

Goi-Taikei person categories. 
 

b. The span of text matches only instances of 

categories other than Goi-Taikei person cat-

egories. 
 

c. The span of text matches both instances of 

Goi-Taikei person categories and those of 

other categories. 
 

d. The span of text does not match any in-

stances of Goi-Taikei. 
 

For example, when the target category is “音楽

家” (musicians) in Figure 5 and the feature in 

question is B-Ⅱ (the last word of its parent 

categories), the word “家” (whose senses are 

family and house) falls into semantic type c, 

and the word “音楽” (music) falls into seman-

tic type b. Therefore, the frequency of semantic 

types a, b, c, d are 0, 1, 1, 0, respectively, in the 

features related to B-Ⅱ, and the relative fre-

quencies used for the feature value related B-Ⅱ 

are 0, 0.5, 0.5, 0, respectively. In this way, we 

use 48 relative frequencies calculated from the 

combinations of structural relation A-F, span 

Ⅰ and Ⅱ, and semantic type a-d, as the feature 

vector for the SVM.  

 

：Target category

：Similar category

：Last word

芸術家_Artists 音楽_Music

音楽家_Musicians

ジャズ作曲家_Jazz composers

作曲家_Composers

演奏家_Musicians by instrument

芸術 Art 職業別の人物_People by occupation

 
Figure 5: Example of Wikipedia category hie-

rarchy when the target category is “音楽家” 

4.2  Similar category 

In Wikipedia, there are categories that do not 

have articles and those with few neighboring 

categories. Here, we define the neighboring 

categories for a category as those categories 

that can be reached through a few links from 

the category. In these cases, there is a possibili-

ty that there is not enough text information 

from which features (mainly semantic category 

of words) can be extracted, which could de-

grade the accuracy. 

The proposed method overcomes this prob-

lem by detecting categories similar to the target 

category (the category in question) from its 

neighboring categories for extracting sufficient 

features to perform classification. Here, "simi-

lar category" is defined as parent, child, and 

sibling categories whose last word matches the 

last word of the target category. This is because 

there is a high possibility that the similar cate-

gories and the target category have similar 

meaning if they share the same last word in the 

category labels. If the parent (child) category is 

determined as a similar category, its parent 

(child) category is also determined as a similar 

category if the last word is the same. The pro-

cedure is repeated as long as they share the 

same last word.  

Figure 5 shows an example of similar cate-

gories when the target category is “Musicians.” 

In this case, features extracted from A-F of 
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similar categories are added to features ex-

tracted using A-F of the target category, “Mu-

sicians.” For example, similar category “Art-

ists” has “Art” and “People by occupation” as 

B (parent categories of the target category) in 

Figure 5, therefore “Art” and “People by occu-

pation” are added to B of “Musicians.” 

4.3 Extracting Wikipedia person instance 

(WPI) 

The proposed method extracts, as WPIs the 

titles of articles listed as WPCs that meet the 

following four requirements.  
 

1. The last word of the D-hypernym of the 

title of the Wikipedia article matches an in-

stance of Goi-Taikei person category.  
 

2. The last word of the title of Wikipedia ar-

ticle matches an instance of Goi-Taike per-

son category. 
 

3. At least one of the Wikipedia categories as-

signed to the Wikipedia article matches the 

following patterns: 
 

(年没|世紀没|年代没|年生|世紀生|年代生)<EOS> 
( deaths | th-century deaths | ’s deaths | births | th-births | ’s 

births ) <EOS> 

 

These categories are used to sort a large 

number of person names by year.  
 
 

4. Wikipedia categories assigned to the Wiki-

pedia article satisfy the following condition: 
 

   5.0
categories  Wikipediaofnumber  All

4.1Section in   WPCsextracted ofNumber 
　　  

 

This condition is based on the observation 

that the more WPCs a Wikipedia article is 

assigned to, the more it is likely to be a WPI. 

We set the threshold 0.5 from the results of a 

preliminary experiment.  

5 Experiments  

5.1 Experimental setup 

We used the XML file of the Japanese Wiki-

pedia as of July 24, 2008. We removed irrele-

vant pages by using keywords (e.g., “image:,” 

“Help:”) in advance. This cleaning yielded 

477,094 Wikipedia articles and 39,782 Wiki-

pedia categories. We manually annotated each 

category to indicate whether it represents per-

son (positive) or not (negative). For ambiguous 

cases, we used the following criteria:  
 

＊Personal name by itself (e.g., Michael Jack-

son) is not regarded as WPC because usually 

it does not have instances. (Note: personal 

name as article title is regarded as WPI. )  
 

＊Occupational title (e.g., Lawyers) is regarded 

as WPC because it represents a person. 
 

＊Family (e.g., Brandenburg family) and Eth-

nic group (e.g., Sioux) are regarded as WPC. 
 

＊Group name (e.g., The Beatles) is not re-

garded as WPC. 
 

In order to develop a person category classifier, 

we randomly selected 2,000 Wikipedia catego-

ries (positive:435, negative:1,565) from all cat-

egories for training
6
. We used the remaining 

37,767 categories for evaluation. To evaluate 

WPI extraction accuracy, we used Wikipedia 

articles not listed on the Wikipedia categories 

used for training. 417,476 Wikipedia articles 

were used in the evaluation.  

To evaluate our method, we used TinySVM-

0.09
7
 with a linear kernel for classification, 

and the Japanese morphological analyzer JU-

MAN-6.0
8
 for word segmentation. The com-

parison methods are Kobayashi’s method and 

Yamashita’s method under the same conditions 

as our method. 

5.2 Experimental results  

Table 1 shows the WPCs extraction accuracy. 

Precision and recall of proposed method are 6.5 

points and 14.8 points better than those of Ko-

bayashi's method, respectively. 

 

Precision Recall F-measure

Kobayashi’s

method

92.8%
(6727/7247)

83.6%
(6727/8050)

88.0%

Proposed

method

99.3%
(7922/7979)

98.4%
(7922/8050)

98.8%
 

Table 1: The Wikipedia person categories 

(WPCs) extraction accuracy 

                                                 
6We confirmed that the accuracy will level off about 

2,000 training data by experiment. Details will be de-

scribed in Section 6. 
7http://chasen.org/~taku/software/TinySVM/ 
8http://www-lab25.kuee.kyoto-u.ac.jp/nl-

resource/juman.html 
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To confirm our assumption on the links be-

tween WPCs, we randomly selected 1,000 pairs 

of linked categories from extracted WPCs, and 

manually investigated whether both 

represented person and were linked by is-a re-

lation. We found that precision of these pairs 

was 98.3%. 

Errors occurred when the category link be-

tween  person categories in the Wikipedia cate-

gory network was not an is-a relation, such as 

千葉氏(Chiba clan) – 大須賀氏(Ohsuga clan). 

However, this case is infrequent, because 

98.7% of the links between person categories 

did exhibit an is-a relation (as described in Sec-

tion 4.1).  

Table 2 shows the WPIs extraction accuracy. 

We randomly selected 1,000 Wikipedia articles 

from all categories in Wikipedia, and manually 

created evaluation data (positive:281, nega-

tive:719). The recall of the proposed method 

was 98.6%, 21.0 points higher than that of Ya-

mashita’s method. Our method topped the F-

measure of Kobayashi’s method by 3.4 points. 

Among 118,552 extracted as WPIs by our me-

thod, 116,418 articles were expected be correct. 

In our method, errors occurred when WPI was 

not listed on any WPCs. However, this case is 

very rare. Person instances are almost always 

assigned to at least one WPC. Thus, we can 

achieve high coverage for WPIs even if we fo-

cus only on WPCs. We randomly selected 

1,000 articles from all articles and obtained 277 

person instances by a manual evaluation. Fur-

thermore, we investigated the 277 person in-

stances, and found that only two instances were 

not classified into any WPCs (0.7%). 

 

Precision Recall F-measure

Yamashita's

method

100.0%
(218/218)

77.6%
(218/281)

87.4%

Kobayashi's

method

96%
(264/275)

94.0%
(264/281)

95.0%

Proposed

method

98.2%
(277/282)

98.6%
(277/281)

98.4%

Table 2: The Wikipedia person instance 

(WPIs) extraction accuracy 

 

Table 3 shows the extracted WPC-WPI pairs 

(e.g., American golfers-Michelle Wie, Artists-

Meritorious Artist) extraction accuracy. We 

randomly selected 1,000 pairs of Wikipedia 

category and Wikipedia article from all such 

pairs in Wikipedia, and manually investigated 

whether both category and article represented a 

person and whether they were linked by an is-a 

relation (positive:296, negative:704). Precision 

and recall of proposed method are 2.1 points 

and 11.8 points higher than those of Kobaya-

shi's method, respectively. Among all 274,728 

extracted as WPC-WPI pairs by our method, 

269,233 was expected be correct. 

 

Precision Recall F-measure

Kobayashi’s

method

95.9%
(259/270)

87.5%
(259/296)

91.5%

Proposed

method

98.0%
(294/300)

99.3%
(294/296)

98.7%

Table 3: The extraction accuracy of the pairs 

of Wikipedia person category and person in-

stance (WPC-WPI) 

6 Discussions 

We constructed a WPC hierarchy using the 

8,357 categories created by combining ex-

tracted categories and training categories. The 

resulting WPC hierarchy has 224 root catego-

ries (Figure 4). Although the majority of the 

constructed ontology is interconnected, 194 

person categories had no parent or child (2.3 % 

of all person categories). In rare cases, the cat-

egory network has loops (e.g., “Historians” and 

“Scholars of history” are mutually interlinked).  

Shibaki et al. (2009) presented a method for 

building a Japanese ontology from Wikipedia 

using Goi-Taikei, as its upper ontology. This 

method can create a single connected taxono-

my with a single root category. We also hope 

to create a large-scale, single-root, and inter-

connected person ontology by using some up-

per ontology.   

Our method is able to extract WPCs that do 

not match any Goi-Taikei instance (e.g., Vi-

olinists and Animators). Furthermore, our me-

thod is able to detect many ambiguous Wikipe-

dia category labels correctly as person category. 

For example, “ファッションモデル (fashion 

model)” is ambiguous because the last word 

“モデル (model)” is ambiguous among three 

senses: person, artificial object, and abstract 

relation. Kobayashi’s method cannot extract a 

WPC if the last word of the category label does 

not match any instance in Goi-Taikei. Their 

method is error-prone if the last word has mul-
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tiple senses in Goi-Taikei because it is based on 

simple pattern matching. Our method can han-

dle unknown and ambiguous category labels 

since it uses machine learning-based classifiers 

whose features are extracted from neighboring 

categories. 

Our method can extract is-a person category 

pairs that could not be extracted by Ponzetto et 

al. (2007) and Sakurai et al. (2008). Their me-

thods use head matching in which a category 

link is labeled as an is-a relation only if the 

head words of category labels are matched. 

However, our method can extract is-a relations 

without reference to surface character strings, 

such as “ジャーナリスト(Journalists)” and 

“スポーツライター(Sports writers).” Among 

all 14,408 Wikipedia category pairs extracted 

as is-a relations in our method, 5,558 (38.6%) 

did not match their head words.  

We investigated the learning curve of the 

machine learning-based classifier for extracting 

WPCs, in order to decide the appropriate 

amount of training data for future updates.  

As we have already manually tagged all 

39,767 Wikipedia categories, we randomly se-

lected 30,000 categories and investigated the 

performance of our method when the number 

of the training data was changed from 1,000 to 

30,000. The evaluation data was the remaining 

9,767 categories.  
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Figure 6: The effect of training data size to 

WPC extraction accuracy 

 

Figure 6 shows the precision, recall, and F-

measure for different training data sizes. F-

measure differed only 0.4 points from 1,000 

samples (98.5%) to 30,000 samples (98.9%). 

Figure 6 shows that the proposed method of-

fers high accuracy in detecting WPCs with only 

a few thousand training examples.  

Our method uses similar categories for 

creating features as well as the target Wikipe-

dia category (Section 4.1). We compared the 

proposed method to a variant that does not use 

similar categories to confirm the effectiveness 

of this technique. Furthermore, our method 

uses the Japanese thesaurus, Goi-Taikei, to 

look up the semantic category of the words for 

creating the features for machine learning. We 

also compared the proposed method with the 

one that does not use semantic category (de-

rived from Goi-Taikei) but instead uses word 

surface form for creating features (This one 

uses similar categories).  

   Figure 7 shows the performance of the clas-

sifiers for each type of features. We can clearly 

observe that using similar categories results in 

higher F-measure, regardless of the training 

data size. We also observe that when there is 

little training data, the method using word sur-

face form as features results in drastically low-

er F-measures. In addition, its accuracy was 

consistently lower than the others even if the 

training data size was increased. Therefore, we 

can conclude that using similar category and 

Goi-Taikei are very important for creating good 

features for classification. 
 

本手法１

本手法２
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Proposed method
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Figure 7: The effects of using similar catego-

ries and Goi-Taikei 

 

In future, we will attempt to apply our method 

to other Wikipedia domains, such as organiza-

tions and products. We will also attempt to use 

other Japanese thesauri, such as Japanese 

WordNet. Furthermore, we hope to create a 

large-scale and single connected ontology. As a 

final note, we plan to open the person ontology 

constructed in this paper to the public on Web 

in the near future. 
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Abstract

One of the valuable features of any col-
laboratively constructed semantic resource
(CSR) is its ability to – as a system – con-
tinuously correct itself. Wikipedia is an ex-
cellent example of such a process, with van-
dalism and misinformation being removed
or reverted in astonishing time by a coali-
tion of human editors and machine bots.
However, some errors are harder to spot
than others, a problem which can lead to
persistent unchecked errors, particularly on
more obscure, less viewed article pages. In
this paper we discuss the problems of incor-
rect link targets in Wikipedia, and propose
a method of automatically highlighting and
correcting them using only the semantic
information found in this encyclopaedia’s
link structure.

1 Introduction

Wikipedia, despite initial scepticism, is an incredi-
bly robust semantic resource. Armed with a shared
set of standards, legions of volunteers make posi-
tive changes to the pages of this vast encyclopae-
dia every day. Some of these editors may be ca-
sual – perhaps noticing an error in a page they were
reading and being motivated to correct it – while
others actively seek to improve the quality of a
wide variety of pages that interest them. Facilitated
by a relatively minimalist set of editing mechan-
ics and incentives, Wikipedia has reached a state
in which it is, for the most part, a reliable and sta-
ble encyclopaedia. Just enough regulation to pre-
vent widespread vandalism or inaccuracy (includ-
ing, on occasion, the temporary locking of particu-
larly controversial pages), and enough editing free-
dom to maintain accuracy and relevance.

There are a number of potential approaches to
minimizing misinformation and vandalism, falling
into two broad categories: adding human incen-

tives, and creating Wiki-crawling bots. There al-
ready exists a wide variety of natural and Wiki-
based incentives (Kuznetsov, 2006) that have been
crucial to the encyclopaedia’s success. By imple-
menting additional incentives, it may be possible
to, for example, increase editor coverage of less-
viewed articles. There are many avenues to explore
regarding this, from additional community features
such as a reputation system (Adler and de Alfaro,
2007), to ideas building upon recent work relat-
ing to games with a purpose (von Ahn, 2006), pro-
viding a form of entertainment that simultaneously
aids page maintenance.

Wikipedia also benefits from a wide variety of
bots and user-assistance tools. Some make the lives
of dedicated editors easier (such as WikiCleaner1),
providing an interface that facilitates the detection
and correction of errors. Others carry out repeti-
tive but important tasks, such as ClueBot2, an anti-
vandalism bot that reverts various acts of vandalism
with surprising speed. Similar bots have been of
great use in not only maintaining existing pages but
also in adding new content (such as RamBot3, a bot
responsible for creating approximately 30,000 U.S
city articles).

In recent years, researchers have taken an in-
creasing interest in harnessing the semantic data
contained in Wikipedia (Medelyan et al., 2009).
To this end, the encyclopaedia now serves as not
only a quick-lookup source for millions of people
across the world, but also as an important semantic
resource for a wide range of information retrieval,
natural language processing and ontology building
applications. With all this utility, it is increasingly
beneficial for Wikipedia to be as accurate and reli-
able as possible.

In this paper, we will discuss an algorithm that
aims to use Wikipedia’s inherent link structure to
detect and correct errors within that very same

1https://launchpad.net/wikicleaner
2http://en.wikipedia.org/wiki/User:ClueBot
3http://en.wikipedia.org/wiki/User:Rambot
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structure. In Section 2 we will explore the nature
and causes of this error, outlining the motivations
for our algorithm. Section 3 discusses the inspi-
rations for our approach, as well as our reasons
for choosing it. We will then describe its method
in detail, before evaluating its effectiveness and
analysing its strengths and weaknesses.

2 A Reliable Encyclopaedia

“It’s the blind leading the blind – infinite monkeys
providing infinite information for infinite readers,
perpetuating the cycle of misinformation and ig-
norance” (Keen, 2007). There has been much de-
bate over the value of Wikipedia as a reliable en-
cyclopaedia. Fallis (2008) talks at length about its
epistemic consequences, acknowledging these crit-
icisms but ultimately reaching a positive conclu-
sion. In particular, he emphasizes the merits of
Wikipedia in comparison with other easily accessi-
ble knowledge sources: If Wikipedia did not exist,
people would turn to a selection of alternatives for
quick-lookups, the collection of which are likely to
be much less consistent, less verifiable and less cor-
rectable.

The fallacies of Wikipedia come from two
sources: disinformation (an attempt to deceive or
mislead) and misinformation (an honest mistake
made by an editor). These can exist both in the tex-
tual content of an article, as well as the structural
form of the encyclopaedia as a whole (e.g. the link
structure or category hierarchy). The consequences
can be measured in terms of the lifespan of such
errors: a fairly harmless issue would be one that
can be noticed and corrected easily, while those that
are harder to detect and correct must be considered
more troublesome.

For this reason, to be more potent on less fre-
quently visited pages, as mentioned in Section 1.
However, (Fallis, 2008) argues that “because they
do not get a lot of readers, the potential epistemic
cost of errors in these entries is correspondingly
lower as well”, suggesting that a balance is struck
between misinformation and page traffic that stays
somewhat consistent across all traffic levels. While
inaccuracies may linger for longer on these less vis-
ited pages, it follows that fewer people are at risk of
assuming false beliefs as a result.

An interesting pitfall of Wikipedia pointed out
by Fallis (2008) comes as a result of the nature of
its correctability. As readers of any piece of writ-

ten information, certain factors can make us less
trustworthy of its content; for example, grammat-
ical or spelling mistakes, as well as blatant false-
hoods. However, these are the first things to be cor-
rected by Wikipedia editors, leaving what appears
to be – on the surface – a credible article, but poten-
tially one that embodies subtle misinformation that
was not so quickly rectified.

2.1 Ambiguous Disambiguations

It is therefore important that methods of detect-
ing and resolving the not-so-obvious inaccuracies
are developed. One such not-so-obvious error can
occur in Wikipedia’s link structure. This prob-
lem stems from the polysemous nature of language
(that is, that one word can map to multiple differ-
ent meanings). In Wikipedia, different meanings
of a word are typically identified by adding addi-
tional information in the relevant page’s name. For
example, the article “Pluto (Disney)” distinguishes
itself from the article “Pluto” to avoid confusion
between the Disney character and the dwarf planet.
Adding extra information in brackets after the arti-
cle name itself is Wikipedia’s standard for explic-
itly disambiguating a word. Note that the article on
the dwarf planet Pluto has no explicit disambigua-
tion, because it is seen as the primary topic for this
word. In other cases, no primary topic is assumed,
and the default page for the word will instead lead
directly to the disambiguation page (for example,
see the Wikipedia page on “Example”).

This system, while effective, is susceptible
to human error when links are added or mod-
ified. The format for a link in WikiText
is: “[[PageName | AnchorText]]” (the an-
chor text being optional). It is not hard to imag-
ine, therefore, how a slightly careless editor might
attempt to link to the article on Pluto (the Disney
character) by typing “[[Pluto]]”, assuming that
this will link to the correct article, and not some-
thing completely different.

Is “Jaguar”, generally the name of a fast feline,
more likely to make you think of cars? “Python”
is a genus of snake, but also a programming lan-
guage to those involved in software development.
Apple, a common fruit, but to a lot of people will
be heavily associated with a well-known multina-
tional corporation. These examples suggest that
when a word takes on a new meaning, this new
meaning – as long as it remains relevant – can be-
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come more recognizable than the original one (as
yet another example, consider how your reaction to
the word “Avatar” fluctuated in meaning as James
Cameron’s film went by). One particular potential
problem is that someone editing an article will be
focused on the context of that particular article, and
will therefore be likely to not consider the poly-
semous nature of a word that they are using. For
example, someone editing the article on the Ap-
ple iPad will have the company name Apple promi-
nently in their mind, and therefore may momentar-
ily forget about the existence of a particular kind of
small round fruit.

The effects of these blunders can vary greatly de-
pending on the word in question. For example, just
about anyone who – expecting to be directed to a
page on a Disney character – instead finds them-
selves at a page about a well-known dwarf planet
in our Solar System, is going to know that there
is an error in the source article. In this example,
then, the error would be fixed very quickly indeed
– faster still if the source page was popular (such
as the article on Disney itself). However, there are
cases where linking to the wrong sense of a poly-
semous word may not be as obvious an error for a
lot of users. Someone following a link to “Jagúar”
(the band) is less likely to notice a mistake if they’re
taken to the incorrect page of “Jaguar (band)” (a
different band) than if they’re taken to the incor-
rect page “Jaguar” (the feline). We argue that the
extent of this problem depends on the difficulty of
distinguishing between two different meanings of
the same word. This difficulty is based upon two
factors: the reader’s level of background knowl-
edge about the expected article, and the semantic
similarity between it and the incorrect article being
linked to. If the reader has absolutely no knowl-
edge concerning the subject in question, they can-
not be certain that they are viewing the correct page
without further investigation. Furthermore, a reader
with some relevant knowledge may still be unaware
that they have been taken to the wrong page if the
incorrectly linked-to page is semantically very sim-
ilar to the page they were expecting. If these are
common responses to a particular pair of polyse-
mous articles, then it follows that a link error con-
cerning them is likely to persist for longer without
being corrected.

3 The Semantic Significance of
Wikipedia’s Link Structure

Wikipedia consists of, for the most part, unstruc-
tured text. Originally constructed with only the hu-
man user in mind, its design makes machine inter-
pretations of its content difficult at best. However,
the potential use of Wikipedia in a wide range of
computational tasks has driven a strong research ef-
fort into ways of enriching and structuring its infor-
mation to make it more suitable for these purposes.
For example, DBpedia4 takes data from Wikipedia
and structures it into a consistent ontology, allow-
ing all its information to be harnessed for various
powerful applications, and is facilitating efforts to-
wards realizing a semantic web (Bizer et al., 2009).

At the same time, research has also been car-
ried out in ways of making use of the exist-
ing structure of Wikipedia for various natural lan-
guage processing applications. For example, Shon-
hofen (2006) proposed using the hierarchical cate-
gory structure of Wikipedia to categorize text doc-
uments. Another example of a system which makes
use of word-sense disambiguation in the context
of Wikipedia is the Wikify! system (Mihalcea and
Csomai, 2007), which takes a piece of raw text
and adds links to Wikipedia articles for significant
terms. One of the biggest challenges for the authors
of that system was linking to polysemous terms
within the raw text. A combination of methods was
used to determine the best disambiguation: over-
lap between concepts in the neighbourhood of the
term and dictionary definitions of the various possi-
ble link targets, combined with a machine learning
approach based on linguistic features.

In this paper we are concerned with another
method of using Wikipedia without prior modifi-
cations: exploiting the nature of its network of
links. This approach was pioneered by Milne and
Witten (2007; 2008a; 2008b), responsible for de-
veloping the Wikipedia Link-Based Measure, an
original measure of semantic relatedness that uses
the unmodified network of links existing within
Wikipedia.

Indeed, the link structure is one of the few ele-
ments of Wikipedia that can be easily interpreted
by a machine without any restructuring. It contains
within it informal – often vague – relationships be-
tween concepts. Whereas, ideally, we would like to

4http://dbpedia.org/
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be dealing with labelled relationships, being able
to directly analyse collections of untyped relation-
ships is still very useful. Importantly, however, we
must not concern ourselves with the significance
of a single link (relationship), due to its class be-
ing unknown. In an article there may be links that
are more significant – semantically speaking – than
others, but this information cannot be retrieved di-
rectly. For example, the article on a famous singer
might have a link to the village in which she grew
up, but this is arguably – in most contexts – less
semantically significant than the link to her first al-
bum, or the genre that describes her music.

Instead, then, we would like to look at collec-
tions of links, as these loosely summarize seman-
tic information and de-emphasize the importance
of knowing what type of relationship each link, in-
dividually, might express. Every single page on
Wikipedia can be seen as a collection of links in
this way; ignoring the raw, unstructured text within
an article, we are still able to determine a great deal
about its meaning just by looking at the underlying
link structure. In doing this, comparing the simi-
larity of two articles is as simple as comparing the
outgoing links that each has. The more outgoing
links that are common between the two articles, the
more similar we can gauge them to be.

Looking at the links pointing to an article also
provides us with additional cheap information. Of
particular interest is deriving an estimated “com-
monness” of a concept by counting the number of
links pointing in to it. The Wikipedia Link-Based
Measure uses this information to weight each link,
giving additional strength to links that have a lower
probability of occurring. This accounts for the fact
that two articles are less likely to share uncommon
links; if they do, then this link overlap accounts for
a higher degree of similarity. Conversely, two arti-
cles sharing a very common link (such as a page on
a country or capital city) should not be considered
very similar on that fact alone.

The motivations behind taking this approach for
our link checking algorithm come largely from the
inexpensive nature of this measure. While a large
amount of potential information is ignored – such
as the content of an article itself – the computa-
tional cost is an order of magnitude lower, and
minimal preprocessing is required. With the En-
glish Wikipedia consisting of several million pages,
and the search for incorrect links being essentially

blind, processing speed is an important factor in
providing useful page coverage.

4 Detecting Incorrect Links

The detection of incorrectly targeted links in
Wikipedia is a trial of semantics; by estimating how
similar in meaning a linked page is to the theme of
an article, we can determine whether there might
be an alternative page that would be more suitable.
In finding significantly more suitable alternatives to
these semantically unrelated links, we are able to
hypothesise that the original link was incorrect. In
the following subsections, we will describe the de-
tails of this algorithm.

4.1 Preparing the Database

Snapshots of Wikipedia can be downloaded from
its database dump page5, and then loaded into a lo-
cal database. While this database is used by the
algorithm, the practicality of such an application
demands that live Wikipedia pages be used as the
input. Checking a week old snapshot of Wikipedia
for incorrect links will be less effective, as a num-
ber of them may well have been already fixed on
the website itself. For this reason, the algorithm ac-
cepts a URL input of the page to be analysed, and
will extract its current links directly.

4.2 Determining the Theme of an Article

The first step is to compute the semantic theme of
the original article in question. This is done us-
ing an algorithm loosely based on that of Milne and
Witten (2008a), which was discussed in section 3.
To begin with, the original article is arranged as a
list of linked pages (pages that it links directly to).
Each of these derived pages is considered as a se-
mantic “concept”.

We represent each concept as a further list of its
outgoing page links, creating a wide tree structure
of depth 2, with the original article at the root (see
Figure 1). The theme of this article is determined
by propagating link information up the tree, essen-
tially consolidating the individual themes of each of
its concepts. As new links are discovered, they are
assigned a commonness weighting (see section 3),
and multiple encounters with the same link are tal-
lied. For each link, this information (the common-
ness rating and link frequency) is used to sculpt the

5http://dumps.wikimedia.org/backup-index.html
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Figure 1: A simplified link structure diagram for the article on “JProfiler”.

overall theme of the article.

4.3 Semantic Contribution
We use the phrase “semantic contribution” to de-
scribe how much meaning a particular concept
“contributes” to the theme of the article in ques-
tion. This is based on the nature of each of its links
and how frequently they occur amongst the rest of
the article’s concepts. We therefore quantify the se-
mantic contribution of a given concept by using the
formula:

Sc =
n∑

l=1

{
log(fl)wl if fl >= 2
0 if fl < 2

In other words, for each link l with a frequency
(f , the number of times this link appears across all
concepts) of 2 or more, its semantic contribution
is a product of its frequency and its weight (w), as
defined by:

w =
1

log(il + 1)

Where il is the total number of incoming links
(Wikipedia-wide) pointing to the same target as
link l. The total semantic contribution of a concept
is the summation of all of the contributions of its
outgoing links. By quantifying each concept in this
manner, we can immediately see which concepts
contribute a lot, and which contribute very little, to
the theme of an article.

4.4 Extracting Dissimilar Links
With an aggregated theme established for an article,
it is a simple task to flag up those concepts that have
a low semantic contribution. Due to how semantic
information was propagated up the tree (see the pre-
vious section), each concept represents some subset
of the article’s theme. Qualitatively speaking, this

essentially equates to looking at how much of its
theme overlaps with the most accentuated aspects
of the article’s theme. The dominant features of an
article’s theme will come from those links that are
uncommon and frequently occurring, so any con-
cept that consists of a good number of these links
will be have a high semantic contribution.

By scoring each concept in terms of its contri-
bution to the article theme, we are able to exam-
ine those concepts that scored particularly low. The
value to use as a threshold for flagging potential er-
rors is somewhat arbitrary, but in our experiments
we have found best results using a simple variable
threshold:

Threshold =
average contribution

2

Any concepts with a semantic contribution below
this value are considered as candidate errors, al-
though it’s important to note that, in many cases,
a perfectly valid link can have a low contribution.
For example, a link from a famous film director to a
country he once filmed in. In these cases, however,
we expect that it is unlikely for a more relevant al-
ternative to be found.

4.5 Finding Possible Alternatives
With one or more potentially incorrect links found,
the algorithm must now search for alternative tar-
gets that are more suitable. This method is built on
the assumption that the link is in error due to point-
ing towards the wrong disambiguation, accounting
for the typical scenario of an editor linking to the
wrong sense of a polysemous word.

An editor who has accidentally pointed to the ar-
ticle “Pluto” rather than “Pluto (Disney)” has not
made any spelling errors. As we discussed in Sec-
tion 2.1, the error is typically a result of a presump-
tion being made on the most typical meaning of
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the target article. With this in mind, an error of
this nature is likely to be resolved by looking at
other articles that share the same name. There are a
number of ways to do this, such as simply search-
ing the database for all articles containing the word
“Pluto”. However, we chose instead to locate the
relevant disambiguation page, if it exists (in this ex-
ample, ”Pluto (disambiguation)”). For the type of
error we are targeting, this disambiguation page can
be expected to contain the correct, intended page as
one of its outgoing links.

4.6 Choosing the Best Alternative

With a list of possible alternatives for a particular
weakly related concept, we then go about calculat-
ing their potential semantic contribution to the orig-
inal article (using the same formula as was seen in
section 4.4. To continue the example, the semantic
contribution of “Terry Pluto” is unlikely to be at all
high when considering the original article on Dis-
ney. The same goes for other possible alternatives,
such as “Pluto (newspaper)” or “Pluto Airlines”.
However, the concept “Pluto (Disney)” contributes
considerably more than the original link, and this
becomes evidence to suggest it as a likely correc-
tion.

For each plausible alternative, a score is assigned
based on the increased semantic contribution it pro-
vides over the original link. By doing this, the sug-
gestions can be ordered from best to worst, express-
ing a degree of confidence in each option.

5 Evaluation

We evaluated the effectiveness of this algorithm by
testing it on a snapshot of Wikipedia from Novem-
ber 2009. By using old Wikipedia pages we can,
in most cases, easily validate our results against the
now-corrected pages of live Wikipedia. However,
finding examples of incorrectly linked articles is no
simple task. Indeed, much of the justification for
the algorithm this paper describes stems from the
fact that finding these incorrect links is not easy,
and actively searching for them is a somewhat te-
dious task. While we would like to leave our script
crawling across Wikipedia detecting incorrect links
by itself, in order to evaluate its performance we
need to evaluate how well it performs on a set of
pages that are known to contain broken links. It
is impossible to generate such a set automatically,

as by their nature these broken links are concerned
with the meaning of the text on the pages.

We gauge the performance of our algorithm by
looking at how many of the “best” suggestions
(those with the highest calculated semantic contri-
bution) given for a particular link are, in fact, cor-
rect.

5.1 Gathering Test Data

We found that a satisfactory method for finding in-
correct links was to examine the incoming links
pointing to a particularly ambiguous page. How-
ever, pages can have hundreds or thousands of in-
coming links, so we need to choose ones that are
likely to be linked to in error, using ideas discussed
in section 2.1. For example, if we look at the long
list of links pointing towards the article “Jaguar”,
we will mostly see articles relating to the animal:
geographical locations, ecological information or
pages concerning biology, for example. If, among
these pages, we notice an out of place page – re-
lating, perhaps, to cars, racing or business – we
have reason to believe this article was supposed to
be linking to something different (most likely, in
this case, “Jaguar Cars”). After basic investiga-
tion we can confirm this and add it to our collec-
tion of pages for evaluation. While still not fast by
any means, this method is considerably more effec-
tive than randomly meandering around the pages of
Wikipedia in search of link errors. For this eval-
uation, we used the first 50 error-containing pages
that were encountered using this method.

Another potentially effective method would be to
download two chronologically separate snapshots
of the Wikipedia database (for example, one taken
a week before the other). We could then compare
the incoming links to a particular article across both
snapshots: If there are more incoming links in the
newer snapshot than the old, then we can attempt to
find them in the older snapshot and check their out-
going links. For example, the new snapshot might
have a link from the article “Jim Clark” to “Jaguar
Cars” that does not exist in the old snapshot. Upon
checking the old snapshot’s version of the page on
“Jim Clark”, we see it has a link to “Jaguar” and
have immediately found a suitable error. This en-
ables us to quickly find links that have been re-
paired in the time between the two snapshots, pro-
viding a fast, systematic method of gathering test
data.
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Nonetheless, finding a substantial set of exam-
ples of incorrectly linked pages is a significant chal-
lenge for work in this area. It is an important task,
however, as without such a set it is impossible to
determine a number of important features of a pro-
posed correction algorithm. Firstly, without such a
set it is impossible to determine which wrongly al-
located links have been ignored by the algorithm,
which is an important measure of the algorithm’s
success. Secondly, determining whether the algo-
rithm has suggested the correct link requires that
these correct links have been specified by a human
user. As a result, the development of a substantial
database of examples is an important priority for
the development of this area of work.

5.2 Discussion

Overall, the results (given in Table 1) show that the
algorithm performs well on this test set, with the
best suggestion being the correct choice in 76.1%
of cases.

As expected, the algorithm works best on larger
articles with a well-established theme. For ex-
ample, the articles on “Austin Rover Group” and
“CyberVision” were riddled with links to incorrect
pages, but with a total of 194 and 189 outgoing
links respectively, there was sufficient information
to confidently and accurately find the most suitable
corrections, despite the number of errors. Con-
versely, “Video motion analysis”, with only 7 out-
going links, fails to form a strong enough theme to
even be able to highlight potential errors.

One might argue that the accurate result for the
article on “Synapse (disambiguation)” is somewhat
of an anomaly. Being a disambiguation page, there
is inherently no common theme; typically, each link
will point to a completely different area of seman-
tic space. Correctly repairing the link to “Java”
comes as somewhat of a coincidence, therefore, and
it should be noted that disambiguation pages are not
suited to this algorithm. Conversely, due to the na-
ture of disambiguation pages, we might assume that
users editing them are – in general – more careful
about the target of their links, minimizing the oc-
currence of these sorts of errors.

There is a unique limitation with the algorithm
that these results clearly highlight, however. An ex-
ample of this lies in the results from programming-
themed pages dealing with the link to “Java”:
There are a handful of recurring concepts be-

ing suggested, such as “Java (programming lan-
guage)”, “Java (software platform)” or “Java Vir-
tual Machine”. These suggestions are often accom-
panied by very similar values of semantic contribu-
tion, simply because they are all very semantically
related to one another. As a result, if the theme of
an article is related to one, it will be typically be re-
lated to them all. Which is the correct choice, if all
are semantically valid? The one that fits best with
the context of the sentence in which it is found.

This reveals an important limitation of this algo-
rithm, in that the position of links within the text –
and the surrounding text itself – is completely un-
known to it. Dealing only with what is essentially
a “bag of links“, there is no information to discern
which article (from a selection of strongly related
articles) would be most appropriate for that partic-
ular link to point to. Indeed, in these isolated cases
we observed the algorithms accuracy drop to 47%,
although it should be noted that in almost all cases
the correct link was suggested, just not as the best
choice.

6 Conclusion

The results of our evaluation not only display the
effectiveness of this algorithm at detecting and cor-
recting typical link errors, but also clearly mark
its limitations when dealing with multiple seman-
tically similar suggestions. When considering the
impact of these limitations, however, we must not
forget that the algorithm was still able to recognize
an invalid link, and was still able to offer the correct
solution (often as the best choice). The impacts,
then, are just on the consistency of the best choice
being correct in these situations. However, the aim
of this work was to build an algorithm that can be of
significant assistance to a human editor’s efficiency,
and not to replace the editor. With that in mind, the
output of the algorithm provides enough informa-
tion to enable the editor to promptly pick the most
appropriate suggestion, based on their own judg-
ment.

While carrying out the evaluation on these 6
month old Wikipedia pages, we checked the results
against the live pages of Wikipedia. A surprisingly
large number (as many as 40%) of errors found had
yet to be corrected half a year later, which, ulti-
mately, is highly indicative of the potential bene-
fits of this utility in repairing the errors that nobody
knew existed.

16



Table 1: Counts of the correct link being given as the best suggestion.
Page Name Best Correct Page Name Best Correct
Acropolis Rally 2/2 JProfiler 0/1
Austin Rover Group 6/6 KJots 0/1
Barabanki district 2/2 Lady G 0/1
Batch file 0/1 List of rapid application development tools 3/3
Belong (band) 1/1 Video motion analysis 0/1
Comparison of audio synthesis environments 3/4 Logo (programming language) 1/3
Comparison of network monitoring systems 2/3 Maria Jotuni 0/1
Computer-assisted translation 0/1 Mickey’s delayed date 1/1
Convention over configuration 1/1 Neil Barret (Fashion Designer) 1/1
CyberVision 18/21 Ninja Gaiden (Nintendo Entertainment System) 2/3
Daimler 2.5 & 4.5 litre 1/2 Planetary mass 1/1
Dance music 3/3 Population-based incremental learning 1/1
Deiopea 1/1 Streaming Text Oriented Messaging Protocol 1/2
David Permut 3/3 Spiritual Warfare (video game) 1/2
Demon (video game) 1/1 Sonic Heroes 1/1
Disney dollar 1/1 Soulseek Records 2/2
DJ Hyper 1/1 Synapse (disambiguation) 1/1
DJ Qbert 1/2 Tellurium (software) 2/2
Eliseo Salazar 1/2 Testwell CTC++ 1/1
Fixed point combinator 0/1 The Flesh Eaters (band) 3/3
Gravity Crash 1/1 Trans-Am Series 3/4
Hyphenation algorithm 2 Ultima IV: Quest of the Avatar 1/1
IBM Lotus Notes 1/2 Uma Thurman 4/6
Jaguar XFR 2/2 Unlabel 1/1
Jim Clark 0/1 Virtual World 1/2

Total: 86/113

7 Further Work

In continuing this work, there are a number of av-
enues to explore. Fundamentally, there is room to
fine tune various aspects of the algorithm, such as
the threshold value used to determine candidate er-
rors, or the relationship between a link’s frequency
and its commonness. In doing so we might in-
clude additional variables, in particular investigat-
ing how the size of an article affects the algorithm,
or the distribution of a central theme amongst its
concepts.

Additionally, there is work to be done on con-
structing a practical application from this; adding,
for example, an accessible GUI as well as direct
Wikipedia integration to allow for users to easily
commit corrected links to the Wikipedia server it-
self. This could lead to a further evaluation step
in which we analyse the effectiveness of these cor-
rections after the system has been running “in the
wild” for a number of months. In order to use
this system to correct the live Wikipedia it would
be important to have an up-to-date local copy of
Wikipedia in order to rapidly access the up-to-date
link structure.

As mentioned earlier, an important challenge
for the accurate evaluation of systems of this kind
would be the development of a substantial, anno-
tated database of examples of this kind of broken
link. Clearly, it is difficult for a single develop-
ment team to curate such a database, as the discov-
ery process is time consuming. One approach to
this would be through some form of crowdsourc-
ing effort to gather a large number of examples.

This could be as simple as encouraging readers of
Wikipedia to report such corrections, for example
by using a specific keyword in the revision notes
made on that change. A more sophisticated ap-
proach could be to draw on the concept of games
with a purpose (von Ahn, 2006), as exemplified
by the Google Image Labeler6 which uses a two-
player game to find new tags for images. A game
could be created based on the notion of present-
ing the user with a choice of links for a particu-
lar Wikipedia page, and rewarding them when they
agree with another user on a target that is not cur-
rently pointed at by that link.

One further useful measure would be to devise a
baseline algorithm to compare against. One possi-
bility for this baseline would be to select the most
heavily referenced choice from the list of candi-
dates. This is similar to the approach used in data
mining, where classifiers are compared against the
naive classifier that classifies every instance as the
most frequent item in the training set.

Finally, taking the reverse approach to the algo-
rithm and looking primarily at incoming links – fol-
lowing the intuition behind our method of selecting
test data (see section 5.1) – may prove very useful
in locating articles that potentially contain incorrect
links, allowing the algorithm to accurately and ef-
ficiently seek out pages to repair without having to
crawl blindly across the entire encyclopaedia.

6http://images.google.com/imagelabeler/
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Abstract

This paper describes an on-going annota-
tion effort which aims at adding a man-
ual annotation layer connecting an exist-
ing annotated corpus such as the English
ACE-2005 Corpus to Wikipedia. The an-
notation layer is intended for the evalua-
tion of accuracy of linking to Wikipedia in
the framework of a coreference resolution
system.

1 Introduction

Collaboratively Constructed Resources (CCR)
such as Wikipedia are starting to be used for a
number of semantic processing tasks that up to
few years ago could only rely on few manually
constructed resources such as WordNet and Sem-
Cor (Fellbaum, 1998). The impact of the new re-
sources can be multiplied by connecting them to
other existing datasets, e.g. reference corpora. In
this paper we will illustrate an on-going annota-
tion effort which aims at adding a manual anno-
tation layer connecting an existing annotated cor-
pus such as the English ACE-2005 dataset1 to a
CCR such as Wikipedia. This effort will produce
a new integrated resource which can be useful for
the coreference resolution task.

Coreference resolution is the task of identify-
ing which mentions, i.e. individual textual de-
scriptions usually realized as noun phrases or pro-
nouns, refer to the same entity. To solve this
task, especially in the case of non-pronominal co-
reference, researchers have recently started to ex-
ploit semantic knowledge, e.g. trying to calculate

1http://projects.ldc.upenn.edu/ace/

the semantic similarity of mentions (Ponzetto and
Strube, 2006) or their semantic classes (Ng, 2007;
Soon et al., 2001). Up to now, WordNet has been
one of the most frequently used sources of se-
mantic knowledge for the coreference resolution
task (Soon et al., 2001; Ng and Cardie, 2002). Re-
searchers have shown, however, that WordNet has
some limits. On one hand, although WordNet has
a big coverage of the English language in terms
of common nouns, it still has a limited coverage
of proper nouns (e.g. Barack Obama is not avail-
able in the on-line version) and entity descrip-
tions (e.g. president of India). On the other hand
WordNet sense inventory is considered too fine-
grained (Ponzetto and Strube, 2006; Mihalcea and
Moldovan, 2001). In alternative, it has been re-
cently shown that Wikipedia can be a promising
source of semantic knowledge for coreference res-
olution between nominals (Ponzetto and Strube,
2006).

Consider some possible uses of Wikipedia.
For example, knowing that the entity men-
tion “Obama” is described on the Wikipedia
page Barack_Obama2, one can benefit from
the Wikipedia category structure. Categories as-
signed to the Barack_Obama page can be used
as semantic classes, e.g. “21st-century presidents
of the United States”. Another example of a
useful Wikipedia feature are the links between
Wikipedia pages. For instance, some Wikipedia
pages contain links to the Barack_Obama page.
Anchor texts of these links can provide alterna-

2The links to Wikipedia pages are given displaying only
the last part of the link which corresponds to the title of the
page. The complete link can be obtained adding this part to
http://en.wikipedia.org/wiki/.
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tive names of this entity, e.g. “Barack Hussein
Obama” or “Barack Obama Junior”.

Naturally, in order to obtain semantic knowl-
edge about an entity mention from Wikipedia
one should link this mention to an appropriate
Wikipedia page, i.e. to disambiguate it using
Wikipedia as a sense inventory. The accuracy
of linking entity mentions to Wikipedia is a very
important issue. For example, such linking is a
step of the approach to coreference resolution de-
scribed in (Bryl et al., 2010). In order to evaluate
this accuracy in the framework of a coreference
resolution system, a corpus of documents, where
entity mentions are annotated with ground-truth
links to Wikipedia, is required.

The possible solution of this problem is to ex-
tend the annotation of entity mentions in a corefer-
ence resolution corpus. In the recent years, coref-
erence resolution systems have been evaluated on
various versions of the English Automatic Content
Extraction (ACE) corpus (Ponzetto and Strube,
2006; Versley et al., 2008; Ng, 2007; Culotta et
al., 2007; Bryl et al., 2010). The latest publicly
available version is ACE 20053.

In this paper we present an extension of ACE
2005 non-pronominal entity mention annotations
with ground-truth links to Wikipedia. This exten-
sion is intended for evaluation of accuracy of link-
ing entity mentions to Wikipedia pages. The an-
notation is currently in progress. At the moment
of writing this paper we have completed around
55% of the work. The extension can be exploited
by coreference resolution systems, which already
use ACE 2005 corpus for development and testing
purposes, e.g. (Bryl et al., 2010). Moreover, En-
glish ACE 2005 corpus is multi-purpose and can
be used in other information extraction (IE) tasks
as well, e.g. relation extraction. Therefore, we
believe that our extension might also be useful for
other IE tasks, which exploit semantic knowledge.

In the following we start by providing a brief
overview of the existing corpora annotated with
links to Wikipedia. In Section 3 we describe some
characteristics of the English ACE 2005 corpus,
which are relevant to the creation of the extension.
Next, we describe the general annotation princi-

3http://www.ldc.upenn.edu/Catalog/
CatalogEntry.jsp?catalogId=LDC2006T06

ples and the procedure adopted to carry out the
annotation. In Section 4 we present some anal-
yses of the annotation and statistics about Inter-
Annotator Agreement.

2 Related work

Recent approaches to linking terms to Wikipedia
pages (Cucerzan, 2007; Csomai and Mihalcea,
2008; Milne and Witten, 2008; Kulkarni et al.,
2009) have used two kinds of corpora for eval-
uation of accuracy: (i) sets of Wikipedia pages
and (ii) manually annotated corpora. In Wikipedia
pages links are added to terms “only where
they are relevant to the context”4. Therefore,
Wikipedia pages do not contain the full annotation
of all entity mentions. This observation applies
equally to the corpus used by (Milne and Wit-
ten, 2008), which includes 50 documents from the
AQUAINT corpus annotated following the same
strategy5. The corpus created by (Cucerzan, 2007)
contains annotation of named entities only6. It
contains 756 annotations, therefore for our pur-
poses it is limited in terms of size.

Kulkarni et al. (2009) have annotated 109 doc-
uments collected from homepages of various sites
with as many links as possible7. Their annotation
is too extensive for our purposes, since they do not
limit annotation to the entity mentions. To tackle
this issue, one can use an automatic entity mention
detector, however it is likely to introduce noise.

3 Creating the extension

The task consists of manually annotating the
non-pronominal mentions contained in the En-
glish ACE 2005 corpus with links to appropriate
Wikipedia articles. The objective of the work is
to create an extension of ACE 2005, where all the
mentions contained in the ACE 2005 corpus are
disambiguated using Wikipedia as a sense reposi-
tory to point to. The extension is intended for the

4http://en.wikipedia.org/wiki/
Wikipedia:Manual_of_Style

5http://www.nzdl.org/wikification/
docs.html

6http://research.microsoft.com/en-us/
um/people/silviu/WebAssistant/TestData/

7http://soumen.cse.iitb.ac.in/˜soumen/
doc/CSAW/
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evaluation of accuracy of linking to Wikipedia in
the framework of a coreference resolution system.

3.1 The English ACE 2005 Corpus

The English ACE 2005 corpus is composed of
599 articles assembled from a variety of sources
selected from broadcast news programs, newspa-
pers, newswire reports, internet sources and from
transcribed audio. It contains the annotation of a
series of entities (person, location, organization)
for a total of 15,382 different entities and 43,624
mentions of these entities. A mention is an in-
stance of a textual reference to an object, which
can be either named (e.g. Barack Obama), nom-
inal (e.g. the president), or pronominal (e.g. he,
his, it). An entity is an aggregate of all the men-
tions which refer to one conceptual entity. Beyond
the annotation of entities and mentions, ACE 05
contains also the annotation of local co-reference
for the entities; this means that mentions which
refer to the same entity in a document have been
marked with the same ID.

3.2 Annotating ACE 05 with Wikipedia
Pages

For the purpose of our task, not all the
ACE 05 mentions are annotated, but only the
named (henceforth NAM) and nominal (hence-
forth NOM) mentions. The resulting additional
annotation layer will contain a total of 29,300
mentions linked to Wikipedia pages. As specif-
ically regards the annotation of NAM mentions,
information about local coreference contained in
ACE 05 has been exploited in order to speed up
the annotation process. In fact, only the first
occurrence of the NAM mentions in each doc-
ument has been annotated and the annotation is
then propagated to all the other co-referring NAM
mentions in the document.

Finally, it must be noted that in ACE 05, given
a complex entity description, both the full ex-
tent of the mention (e.g. president of the United
States) and its syntactic head (e.g. “president”)
are marked. In our Wikipedia extension only the
head of the mention is annotated, while the full ex-
tent of the mention is available from the original
ACE 05 corpus.

3.3 General Annotation Principles
Depending on the mention type to be annotated,
i.e. NAM or NOM, a different annotation strategy
has been followed. Each mention of type NAM
is annotated with a link to a Wikipedia page de-
scribing the referred entity. For instance, “George
Bush” is annotated with a link to the Wikipedia
page George_W._Bush.

NOM mentions are annotated with a link to the
Wikipedia page which provides a description of
its appropriate sense. For instance, in the exam-
ple “I was driving Northwest of Baghdad and I
bumped into these guys going around the capi-
tal” the mention “capital” is linked to the page
which provides a description of its meaning, i.e.
Capital_(political). Note that the object
of linking is the textual description of an entity,
and not the entity itself. In the example, even
though from the context it is clear that the mention
“capital” refers to Baghdad, we provide a link to
the concept of capital and not to the entity Bagdad.

As a term can have both a more generic sense
and a more specific one, depending on the context
in which it occurs, mentions of type NOM can of-
ten be linked to more than one Wikipedia page.
Whenever possible, the NOM mentions are anno-
tated with a list of links to appropriate Wikipedia
pages in the given context. In such cases, links
are sorted in order of relevance, where the first
link corresponds to the most specific sense for that
term in its context, and therefore is regarded as the
best choice. For instance, for the NOM mention
head “President” which in the context identifies
the United States President George Bush the an-
notation’s purpose is to provide a description of
the item “President”, so the following links are
selected as appropriate: President_of_the_
United_States and President.

The correct interpretation of the term is strictly
related to the context in which the term occurs.
While performing the annotation, the context of
the entire document has always been exploited in
order to correctly identify the specific sense of the
mention.

3.4 Annotation Procedure
The annotation procedure requires that the men-
tion string is searched in Wikipedia in order to
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find the appropriate page(s) to be used for anno-
tating the mention. In the annotation exercise, the
annotators have always taken into consideration
the context where a mention occurs, searching for
both the generic and the most specific sense of the
mention disambiguated in the context. In fact, in
the example provided above, not only “President”,
but also “President of the United States” has been
queried in Wikipedia as required by the context.

Not only the context, but also some features of
Wikipedia must be mentioned as they affect the
annotation procedure:

a. One element which contributes to the choice
of the appropriate Wikipedia page(s) for
one mention is the list of links proposed in
Wikipedia’s Disambiguation pages. Disam-
biguation pages are non-article pages which
are intended to allow the user to choose from
a list of Wikipedia articles defining different
meanings of a term, when the term is am-
biguous. Disambiguation pages cannot be
used as links for the annotation as they are
not suitable for the purposes of this task. In
fact, the annotator’s task is to disambiguate
the meaning of the mention, so one link,
pointing to a specific sense, is to be cho-
sen. Disambiguation pages should always be
checked as they provide useful suggestions
in order to reach the appropriate link(s).

b. In the same way as Disambiguation pages,
Wikitionary cannot be used as linking page,
as it provides a list of possible senses for a
term and not only one specific sense which is
necessary to disambiguate the mention.

c. In Wikipedia, terms may be redirected to
other terms which are related in terms of
morphological derivation; i.e. searching for
the term “Senator” you are automatically
redirected to “Senate”; or querying “citizen”
you are automatically redirected to “citizen-
ship”. Redirections have always been con-
sidered appropriate links for the term.

Some particular rules have been followed in order
to deal with specific cases in the annotation, which
are described below:

1. As explained before in Section 3.2, as a gen-
eral rule the head of the ACE 05 mention
is annotated with Wikipedia links. In those
cases where the syntactic head of the men-
tion is a multiword lexical unit, the ACE 05
practice is to mark as head only the rightmost
item of the multiword. For instance, in the
case of the multiword “flight attendant” only
“attendant” is marked as head of the men-
tion, although “flight attendant” is clearly a
multiword lexical unit that should be anno-
tated as one semantic whole. In our anno-
tation we take into account the meaning of
the whole lexical unit; so, in the above exam-
ple, the generic sense of “attendant” has not
been given, whereas Flight_attendant
is considered as the appropriate link.

2. In some cases, in ACE 2005 pronouns like
“somebody”, “anybody”, “anyone”, “one”,
“others”, were incorrectly marked as NOM
(instead of PRO). Such cases, which amount
to 117, have been marked with the tag “No
Annotation”.

3. When a page exists in Wikipedia for a given
mention but not for the specific sense in that
context the “Missing sense” annotation has
been used. One example of “Missing sense”
is for instance the term “heart” which has 29
links proposed in the “Disambiguation page”
touching different categories (sport, science,
anthropology, gaming, etc.), but there is no
link pointing to the sense of “center or core of
something”; so, when referring to the heart
of a city, the term has been marked as “Miss-
ing sense”.

4. When no article exists in Wikipedia for a
given mention, the tag “No page” has been
adopted.

5. Nicknames, i.e. descriptive names used
in place of or in addition to the official
name(s) of a person, have been treated as
NAM. Thus, even if nicknames look like de-
scriptions of individuals (and their reference
should not be solved, following the general
rule), they are actually used and annotated as
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Number of annotated mentions 16310
Number of single link mentions 13774
Number of multi-link mentions 1458
Number of “No Page” annotations 481
Number of “Missing Sense” 480
annotations
Number of “No Annotation” 117
annotations
Total number of links 16851
Total number of links in multi-link 3077
mentions

Table 1: Annotation data

proper names aliases. For example, given the
mention “Butcher of Baghdad”, whose head
“Butcher” is to be annotated, the appropriate
Wikipedia link is Saddam_Hussein, auto-
matically redirected from the searched string
“Butcher of Baghdad”. The link Butcher
is not appropriate as it provides a description
of the mention. It is interesting the fact that
Wikipedia itself redirects to the page of Sad-
dam Hussein.

4 The ACE05-WIKI Extension

Up to now, the 55% of the markable men-
tions have been annotated by one annotator,
amounting to 16,310 mentions. This annotation
has been carried out by CELCT in a period
of two months from February 22 to April 30,
2010, using the on-line version of Wikipedia,
while the remaining 45% of the ACE mentions
will be annotated during August 2010. The
complete annotation will be freely available
at: http://www.celct.it/resources.
php?id_page=acewiki2010, while the
ACE 2005 corpus is distributed by LDC8.

4.1 Annotation Data Analysis

Table 1 gives some statistics about the overall
annotation. In the following sections, mentions
annotated with one link are called “single link”,
whereas, mentions annotated with more than one
link are named “multi-link”.

These data refer to the annotation of each sin-
gle mention. It is not possible to give statis-
tics at the entity level, as mentions have differ-

8http://www.ldc.upenn.edu/Catalog/
CatalogEntry.jsp?catalogId=LDC2006T06

Annotation Mention Type
NAM NOM

Single link mentions 6589 7185
Multi-link mentions 79 1379
Missing sense 96 384
No Page 440 41

Table 2: Distinction of NAM and NOM in the an-
notation

ent ID depending on the documents they belong
to, and the information about the cross-document
co-reference is not available. Moreover, mentions
of type NOM are annotated with different links
depending on their disambiguated sense, making
thus impossible to group them together.

Most mentions have been annotated with only
one link; if we consider multi-link mentions, we
can say that each mention has been assigned an
average of 2,11 links (3,077/1,458).

Data about “Missing sense” and “No page”
are important as they provide useful information
about the coverage of Wikipedia as sense in-
ventory. Considering both “Missing sense” and
“No page” annotations, the total number of men-
tions which have not been linked to a Wikipedia
page amounts to 6%, equally distributed between
“Missing sense” and “No page” annotations. This
fact proves that, regarded as a sense inventory,
Wikipedia has a broad coverage. As Table 2
shows, the mentions for which more than one link
was deemed appropriate are mostly of type NOM,
while NAM mentions have been almost exclu-
sively annotated with one link only. The very few
cases in which a NAM mention is linked to more
than one Wikipedia page are primarily due to (i)
mistakes in the ACE 05 annotation (for example,
the mention “President” was erroneously marked
as a NAM); (ii) or to cases where nouns marked
as NAM could also be considered as NOMs (see
for instance the mention “Marine”, to mean the
Marine Corps).

Table 2 provides also statistics about the “Miss-
ing sense” and “No page” cases provided on men-
tions divided among the NAM and NOM type.
The “missing sense” annotation concerns mostly
the NOM category, whereas the NAM category
is hardly affected. This attests the fact that per-
sons, locations and organizations are well repre-
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sented in Wikipedia. This is mainly due to the
encyclopedic nature of Wikipedia where an arti-
cle may be about a person, a concept, a place,
an event, a thing etc.; instead, information about
nouns (NOM) is more likely to be found in a
dictionary, where information about the meanings
and usage of a term is provided.

4.2 Inter-Annotator Agreement

About 3,100 mentions, representing more than
10% of the mentions to be annotated, have been
annotated by two annotators in order to calculate
Inter-Annotator Agreement.

Once the annotations were completed, the
two annotators carried out a reconciliation phase
where they compared the two sets of links pro-
duced. Discrepancies in the annotation were
checked with the aim of removing only the more
rough errors and oversights. No changes have
been made in the cases of substantial disagree-
ment, which has been maintained.

In order to measure Inter-Annotator Agree-
ment, two metrics were used: (i) the Dice coeffi-
cient to measure the agreements on the set of links
used in the annotation9 and (ii) two measures of
agreement calculated at the mention level, i.e. on
the group of links associated to each mention.

The Dice coefficient is computed as follows:

Dice = 2C/(A+B)

where C is the number of common links chosen by
the two annotators, while A and B are respectively
the total number of links selected by the first and
the second annotator. Table 3 shows the results
obtained both before and after the reconciliation

9The Dice coefficient is a typical measure used to com-
pare sets in IR and is also used to calculate inter-annotator
agreement in a number of tasks where an assessor is allowed
to select a set of labels to apply to each observation. In fact,
in these cases measures such as the widely used K are not
good to calculate agreement. This is because K only offers
a dichotomous distinction between agreement and disagree-
ment, whereas what is needed is a coefficient that also allows
for partial disagreement between judgments. In fact, in our
case we often have a partial agreement on the set of links
given for each mention. Also considering only the mentions
for which a single link has been chosen, it is not possible
to calculate K statistics in a straightforward way as the cate-
gories (i.e. the possible Wikipedia pages) in some cases can-
not be determined a priori and are different for each mention.
Due to these factors chance agreement cannot be calculated
in an appropriate way.

BEFORE AFTER
reconciliation reconciliation

DICE 0.85 0.94

Table 3: Statistics about Dice coefficient

BEFORE AFTER
reconciliation reconciliation

Complete 77.98% 91.82%
On first link 84.41% 95.58%

Table 4: Agreement at the mention level

process. Agreement before reconciliation is satis-
factory and shows the feasibility of the annotation
task and the reliability of the annotation scheme.

Two measures of agreement at the mention
level are also calculated. To this purpose, we
count the number of mentions where annotators
agree, as opposed to considering the agreement on
each link separately. Mention-level agreement is
calculated as follows:

Number of mentions with annotation in agreement
Total number of annotated mentions

We calculate both ”complete” agreement and
agreement on the first link. As regards the first
measure, a mention is considered in complete
agreement if (i) it has been annotated with the
same link(s) and (ii) in the case of multi-link men-
tions, links are given in the same order. As for the
second measure, there is agreement on a mention
if both the annotators chose the same first link (i.e.
the one judged as the most appropriate), regard-
less of other possible links assigned to that men-
tion. Table 4 provides data about both complete
agreement and first link agreement, calculated be-
fore and after the annotators reconciliation.

4.3 Disagreement Analysis

Considering the 3,144 double-annotated men-
tions, the cases of disagreements amount to 692
(22,02%) before the reconciliation while they are
reduced to 257 (8,18%) after that process. It is in-
teresting to point out that the disagreements affect
the mentions of type NOM in most of the cases,
whereas mentions of type NAM are involved only
in 3,8% of the cases.

Examining the two annotations after the recon-
ciliation, it is possible to distinguish three kinds
of disagreement which are shown in Table 5 to-

24



Number of
Disagreement type Disagreements
1) No matching in the link(s)
proposed

105 (40,85%)

2) No matching on the first link,
but at least one of the other links
is the same

14 (5,45%)

3) Matching on the first link and
mismatch on the number of ad-
ditional links

138 (53,70%)

Total Disagreements 257

Table 5: Types of disagreements

gether with the data about their distribution. An
example of disagreement of type (1) is the anno-
tation of the mention “crossing”, in the following
context: “Marines from the 1st division have se-
cured a key Tigris River Crossing”. Searching for
the word “river crossing” in the Wikipedia search-
box, the Disambiguation Page is opened and a
list of possible links referring to more specific
senses of the term are offered, while the generic
“river crossing” sense is missing. The annota-
tors are required to choose just one of the possi-
ble senses provided and they chose two different
links pointing to pages of more specific senses:
{Ford_%28river%29} and {Bridge}.

Another example is represented by the annota-
tion of the mention “area” in the context : “Both
aircraft fly at 125 miles per hour gingerly over en-
emy area”. In Wikipedia no page exists for the
specific sense of “area” appropriate in the con-
text. Searching for “area” in Wikipedia, the page
obtained is not suitable, and the Disambiguation
page offers a list of various possible links to either
more specific or more general senses of the term.
One annotator judged the more general Wikipedia
page Area_(subnational_entity) as ap-
propriate to annotate the mention, while the sec-
ond annotator deemed the page not suitable and
thus used the “Missing sense” annotation.

Disagreement of type (2) refers to cases where
at least one of the links proposed by the annota-
tors is the same, but the first (i.e. the one judged
as the most suitable) is different. Given the fol-
lowing context: “Tom, You know what Liber-
als want”, the two annotation sets provided for
the mention “Liberal” are: {Liberalism} and
{Liberal_Party, Modern_liberalism_

in_the_United_States, Liberalism}.
The first annotator provided only one link for

the mention “liberal”, which is different from the
first link provided by second annotator. However,
the second annotator provided also other links,
among which there is the link provided by the first
annotator.

Another example is represented by the annota-
tion of the mention “killer”. Given the context:
“He’d be the 11th killer put to death in Texas”, the
two annotators provided the following link sets:
{Assassination, Murder} and {Murder}.
Starting from the Wikipedia disambiguation page,
the two annotators agreed on the choice of one of
the links but not on the first one.

Disagreement of type (3) refers to cases where
both annotators agree on the first link, correspond-
ing to the most specific sense, but one of them
also added link(s) considered appropriate to an-
notate the mention. Given the context: “7th Cav-
alry has just taken three Iraqi prisoners”, the an-
notations provided for the term “prisoners” are:
{Prisoner_of_war} and {Prisoner_of_
war, Incarceration}. This happens when
more than one Wikipedia pages are appropriate to
describe the mention.

As regards the causes of disagreement, we see
that the cases of disagreement mentioned above
are due to two main reasons:

a. The lack of the appropriate sense in
Wikipedia for the given mention

b. The different interpretation of the context in
which the mention occurs.

In cases of type (a) the annotators adopted differ-
ent strategies to perform their task, that is:

i. they selected a more general sense (i.e.
“area” which has been annotated with
Area_(subnational_entity)),

ii. they selected a more specific sense (see for
example the annotations of the mentions
“river crossing”).

iii. they selected the related senses proposed by
the Wikipedia Disambiguation page (as in
the annotation of “killer” in the example
above).
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Disagreement Reas. a Reas. b Tot
type (see above)
1) No match 95 10 105
2) No match on 4 10 14
first link
3) Mismatch on 138 138
additional links
Total 99 158 257

(38,5%) (61,5%)

Table 6: Distribution of disagreements according
to their cause

iv. they used the tag “Missing sense”.

As Wikipedia is constantly evolving, adding
new pages and consequently new senses, it is
reasonable to think that the considered elements
might find the appropriate specific/general link as
time goes by.

Case (b) happens when the context is ambigu-
ous and the information provided in the text al-
lows different possible readings of the mention
to be annotated, making thus difficult to disam-
biguate its sense. These cases are independent
from Wikipedia sense repository but are related to
the subjectivity of the annotators and to the inher-
ent ambiguity of text.

Table 6 shows the distribution of disagreements
according to their cause. Disagreements of type 1
and 2 can be due to both a and b reasons, while
disagreements of type 3 are only due to b.

The overall number of disagreements shows
that the cases where the two annotators did not
agree are quite limited, amounting only to 8%.
The analyses of the disagreements show some
characteristics of Wikipedia considered as sense
repository. As reported in Table 8, in the 61,5%
of the cases of disagreement, the different anno-
tations are caused by the diverse interpretation
of the context and not by the lack of senses in
Wikipedia. It is clear that Wikipedia has a good
coverage and it proves to be a good sense disam-
biguation tool. In some cases it reveals to be too
fine-grained and in other cases it remains at a more
general level.

5 Conclusion

This paper has presented an annotation work
which connects an existing annotated corpus such

as the English ACE 2005 dataset to a Collabo-
ratively Constructed Semantic Resource such as
Wikipedia. Thanks to this connection Wikipedia
becomes an essential semantic resource for the
task of coreference resolution. On one hand, by
taking advantage of the already existing annota-
tions, with a relatively limited additional effort,
we enriched an existing corpus and made it useful
for a new NLP task which was not planned when
the corpus was created. On the other hand, our
work allowed us to explore and better understand
certain characteristics of the Wikipedia resource.
For example we were able to demonstrate in quan-
titative terms that Wikipedia has a very good cov-
erage, at least as far as the kind of entity men-
tions which are contained in the ACE 2005 dataset
(newswire) is concerned.
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Abstract

In this paper we propose a novel method
to automatically extract large textual en-
tailment datasets homogeneous to existing
ones. The key idea is the combination of
two intuitions: (1) the use of Wikipedia
to extract a large set of textual entail-
ment pairs; (2) the application of semi-
supervised machine learning methods to
make the extracted dataset homogeneous
to the existing ones. We report empirical
evidence that our method successfully ex-
pands existing textual entailment corpora.

1 Introduction

Despite the growing success of the Recognizing
Textual Entailment (RTE) challenges (Dagan et
al., 2006; Bar-Haim et al., 2006; Giampiccolo et
al., 2007), the accuracy of most textual entailment
recognition systems are still below 60%. An in-
tuitive way to improve performance is to provide
systems with larger annotated datasets. This is es-
pecially true for machine learning systems, where
the size of the training corpus is an important fac-
tor. As a consequence, several attempts have been
made to train systems using larger datasets ob-
tained by merging RTE corpora of different chal-
lenges. Unfortunately, experimental results show
a significant decrease in accuracy (de Marneffe et
al., 2006). There are two major reasons for this
counter-intuitive result:
Homogeneity. As indicated by many studies (e.g.
(Siefkes, 2008)), homogeneity of the training cor-
pus is an important factor for the applicability of
supervised machine learning models, since exam-
ples with similar properties often imply more ef-

fective models. Unfortunately, the corpora of the
four RTE challenges are not homogenous. Indeed,
they model different properties of the textual en-
tailment phenomenon, as they have been created
using slightly (but significantly) different method-
ologies. For example, part of the RTE-1 dataset
(Dagan et al., 2006) was created using compara-
ble documents, where positive entailments have a
lexical overlap higher than negative ones (Nichol-
son et al., 2006; Dagan et al., 2006). Comparable
documents have not been used as a source of later
RTE corpora, making RTE-1 odd with respect to
other datasets.
Corpus size. RTE corpora are relatively small
in size (typically 800 pairs). The increase in
size obtained by merging corpora from different
challenges is not a viable solution. Much larger
datasets, of one or more order of magnitude, are
needed to capture the complex properties charac-
terizing entailment.

A key issue for the future development of RTE
is then the creation of datasets fulfilling two prop-
erties: (1) large size; (2) homogeneity wrt. ex-
isting RTE corpora. The task of creating large
datasets is unfeasible for human annotators. Col-
laborative annotation environments such as the
Amazon Mechanical Turk1 can help to annotate
pairs of sentences in positive or negative entail-
ment (Zaenen, submitted; Snow et al., 2008). Yet,
these environments can hardly solve the problem
of finding relevant pairs of sentences. Completely
automatic processes of dataset creation have been
proposed (Burger and Ferro, 2005; Hickl et al.,
2006). Unfortunately, these datasets are not ho-
mogeneous wrt. to the RTE datasets, as they are

1http://mturk.com
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created using different methodologies. In this pa-
per we propose a novel method to automatically
extract entailment datasets which are guaranteed
to be large and homogeneous to RTE ones. The
key idea is the combination of two factors: (1) the
use of Wikipedia as source of a large set of tex-
tual entailment pairs; (2) the application of semi-
supervised machine learning methods, namely co-
training, to make corpora homogeneous to RTE.

The paper is organized as follows. In Section 2
we report on previous attempts in automatically
creating RTE corpora. In Section 3 we outline im-
portant properties that these corpora should have,
and introduce our methodology to extract an RTE
corpus from Wikipedia (theWIKI corpus), con-
forming to these properties. In Section 4 we de-
scribe how co-training techniques can be lever-
aged to make the WIKI corpus homogeneous to
existing RTE corpora. In Section 5 we report em-
pirical evidence that the combination of the WIKI
corpus and co-training is successful. Finally, in
Section 6 we draw final conclusions and outline
future work.

2 Related Work

The first attempt to automatically create large
RTE corpora was proposed by Burger and
Ferro (Burger and Ferro, 2005), with theMITRE
corpus, a corpus of positive entailment examples
extracted from the XIE section of the Gigaword
news collection (Graff, 2003). The idea of the ap-
proach is that the headline and the first paragraph
of a news article should be (near-)paraphrase. Au-
thors then collect paragraph-headline pairs as Text
(T ) - Hypothesis (H) examples, where the head-
lines plays the role ofH. The final corpus con-
sists of 100,000 pairs, with an estimated accuracy
of 70% – i.e. two annotators checked a sample
of about 500 pairs, and verified that 30% of these
were either false entailments or noisy pairs. The
major limitation of the Burger and Ferro (Burger
and Ferro, 2005)’s approach is that the final cor-
pus consist only of positive examples. Because
of this imbalance, the corpus cannot be positively
used by RTE learning systems.

Hickl et al. (2006) propose a solution to the
problem, providing a methodology to extract both
positive and negative pairs (theLCC corpus). A

positive corpus consisting of 101,000 pairs is ex-
tracted similarly to (Burger and Ferro, 2005). Cor-
pus accuracy is estimated on a sample of 2,500 ex-
amples, achieving 92% (i.e. almost all examples
are positives), 22 points higher than Burger and
Ferro. A negative corpus of 119,000 is extracted
either: (1) selecting sequential sentences includ-
ing mentions of a same named entity (98.000
pairs); (2) selecting pairs of sentences connected
by words such aseven though, although, other-
wise, but(21,000 pairs). Estimated accuracy for
the two techniques is respectively 97% and 94%.

Hickl and colleagues show that expanding the
RTE-2 training set with the LCC corpus (the ex-
pansion factor is 125), their RTE system im-
proves 10% accuracy. This suggests that by ex-
panding with a large and balanced corpus, en-
tailment recognition performance drastically im-
proves. This intuition is later contradicted in a
second experiment by Hickl and Bensley (2007).
Authors use the LCC corpus with the RTE-3 train-
ing set to train a new RTE system, showing an im-
provement in accuracy of less than 1% wrt. the
RTE-3 training alone.

Overall, evidence suggests that automatic ex-
pansion of the RTE corpora do not always lead to
performance improvement. This highly depends
on how balanced the corpus is, on the RTE system
adopted, and on the specific RTE dataset that is
expanded.

3 Extracting the WIKI corpus

In this section we outline some of the properties
that a reliable corpus for RTE should have (Sec-
tion 3.1), and show that a corpus extracted from
Wikipedia conforms to these properties (Sec-
tion 3.2).

3.1 Good practices in building RTE corpora

Previous work in Section 2 and the vast literature
on RTE suggest that a “reliable” corpus for RTE
should have, among others, the following proper-
ties:
(1) Not artificial. Textual entailment is a complex
phenomenon which encompasses different lin-
guistic levels. Entailment types range from very
simple polarity mismatches and syntactic alterna-
tions, to very complex semantic and knowledge-
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S′
1 In this regard, some have charged the New World Translation Committee with being inconsistent.

S′
2 In this regard, some have charged the New World Translation Committee with not be consistent.

S′′
1 The ’Stockholm Network’ is Europe’s only dedicated serviceorganisation for market-oriented think tanks and

thinkers.
S′′
2 The ’Stockholm Network’ is, according to its own site, Europe’s only dedicated service organisation for market-

oriented think tanks and thinkers.

Figure 1: Sentence pairs from the Wikipedia revision corpus

based inferences. These different types of en-
tailments are naturally distributed in texts, such
as news and every day conversations. A reliable
RTE corpus should preserve this important prop-
erty, i.e. it should be rich in entailment types
whose distribution in the corpus is similar to that
in real texts; and should not include unrepresenta-
tive hand-crafted prototypical examples.
(2) Balanced and consistent.A reliable corpus
should bebalanced, i.e. composed by an equal or
comparable number of positive and negative ex-
amples. This is particularly critical for RTE sys-
tems based on machine learning: highly imbal-
anced class distributions often result in poor learn-
ing performance (Japkowicz and Stephen, 2002;
Kubat and Matwin, 1997). Also, the positive and
negative subsets of the corpus should beconsis-
tent, i.e. created using the same methodology. If
this property is not preserved, the risk is a learning
system building a model which separates positive
and negatives according to the properties charac-
terizing the two methodologies, instead of those
of the entailment phenomenon.
(3) Not biased on lexical overlap.A major criti-
cism on the RTE-1 dataset was that it contained
too many positive examples with high lexical
overlap wrt. negative examples (Nicholson et al.,
2006). Glickman et al. (2005) show that an RTE
system using word overlap to decide entailment,
surprisingly achieves an accuracy of 0.57 on RTE-
1 test set. These performances are comparable to
those obtained on the same dataset by more so-
phisticated and principled systems. Learning from
this experience, a good corpus for RTE should
avoid imbalances on lexical overlap.
(4) Homogeneous to existing RTE corpora.
Corpus homogeneity is a key property for any ma-
chine learning approach (Siefkes, 2008). A new
corpus for RTE should then model the same or
similar entailments types of the reliable existing

ones (e.g., those of the RTE challenges). If this is
not the case, RTE system will be unable to learn
a coherent model, thus resulting in a decrease in
performance.

The MITRE corpus satisfies property (1), but
does not (2) and (3), as it is highly imbalanced
(it contains mostly positive examples), and is
fairly biased on lexical overlap, as most examples
of headline-paragraph pairs have many words in
common. The LCC corpus suffers the problem of
inconsistency, as positive and negative examples
are derived with radically different methodolo-
gies. Both the MITRE and the LCC corpora are
difficult to merge with the RTE challenge datasets,
as they are not homogeneous – i.e. they have been
built using very different methodologies.

3.2 Extracting the corpus from Wikipedia
revisions

Our main intuition in using Wikipedia to build
an entailment corpus is that the wiki framework
should provide a natural source of non-artificial
examples of true and false entailments, through
its revision system. Wikipedia is an open ency-
clopedia, where every person can behave as an
author, inserting new entries or modifying exist-
ing ones. We calloriginal entry S1 a piece of
text in Wikipedia before it is modified by an au-
thor, andrevisionS2 the modified text. The pri-
mary concern of Wikipedia authors is to reshape
a document according to their intent, by adding
or replacing pieces of text. Excluding vandalism,
there are several reasons for making a revision:
missing information, misspelling, syntactic errors,
and, more importantly, disagreement on the con-
tent. For example, in Fig. 1,S′′

1 is revised toS′′
2 ,

as the author disagrees on the content ofS′′
1 .

Our hypothesis is that(S1, S2) pairs represent
good candidates of both true and false entailment
pairs(T,H), as they represent semantically close
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pieces of texts. Also, Wikipedia pairs conform to
the properties listed in the previous section, as de-
scribed in the following.

(S1, S2) pairs arenot artificial, as we extract
them from pieces of original texts, without any
modification or post-processing. Also, pairs are
rich of different entailment types, whose distribu-
tion is a reliable sample of language in use2. As
shown later in the paper, a collection of(S1, S2)
pairs is likelybalancedon positive and negative
examples, as authors either contradict the content
of the original entry (false entailment) or add new
information to the existing content (true entail-
ment). Positive and negative pairs are guaranteed
to beconsistent, as they are drawn from the same
Wikipedia source. Finally, the Wikipedia isnot
biased in lexical overlap: A sentenceS2 replac-
ing S1, usually changes only a few words. Yet,
the meaning ofS2 may or may not change wrt.
the meaning ofS1 – i.e. the lexical overlap of
the two sentences is very high, but the entailment
relation betweenS1 andS2 may be either posi-
tive or negative. For example, in Fig. 1 both pairs
have high overlap, but the first is a positive en-
tailment (S′

1 → S′
2), while the second is negative

(S′′
1 → S′′

2 ).
An additional interesting property of Wikipedia

revisions is that the transition fromS1 to S2 is
commented by the author. Thecommentis a
piece of text where authors explain and motivate
the change (e.g. “general cleanup of spelling and
grammar”, “revision: Eysenck died in 1997!!”).
Even if very small, the comment can be used to
determine ifS1 andS2 are in entailment or not.
In the following section we show how we lever-
age comments to make the WIKI corpushomoge-
neousto those of the RTE challenges.

4 Expanding the RTE corpus with WIKI
using co-training

Unlike the LCC corpus where negative and posi-
tive examples are clearly separated, the WIKI cor-
pus mixes the two sets – i.e. it is unlabelled. In
order to exploit the WIKI corpus in the RTE task,
one should either manually annotate the corpus,

2It has been shown that web documents (as Wikipedia)
are reliable samples of language (Keller and Lapata, 2003).

CO-TRAINING ALGORITHM(L,U ,k)
returnsh1,h2,L1,L2

setL1 = L2 = L

while stopping condition is not met

– learnh1 onF1 fromL1, and learnh2 onF1 from
L2,

– classifyU with h1 obtainingU1, and classifyU
with h2 obtainingU2

– select and removek-best classified examplesu1

andu2 from respectivelyU1 andU2

– addu1 toL2 andu2 toL1

Figure 2: General co-training algorithm

or find an alternative strategy to leverage the cor-
pus even if unlabelled. As manual annotation is
unfeasible, we choose the second solution. The
goal is then to expand alabelled RTE challenge
training set with theunlabelledWIKI, so that the
performance of an RTE system can increase over
an RTE test set.

In the literature, several techniques have been
proposed to use unlabelled data to expand a
training labelled corpus, e.g. Expectation-
Maximization (Dempster et al., 1977). We here
apply the co-training technique, first proposed by
(Blum and Mitchell, 1998) and then successfully
leveraged and analyzed in different settings (Ab-
ney, 2002). Co-training can be applied when the
unlabelled dataset allows two independent views
on its instances (applicability condition).

In this section, we first provide a short descrip-
tion of the co-training algorithm (Section 4.1). We
then investigate if different RTE corpora conform
to the applicability condition (Section 4.2). Fi-
nally, we show that our WIKI corpus conforms to
the condition, and then apply co-training by creat-
ing two independent views (Section 4.3).

4.1 Co-training

The co-training algorithm uses unlabelled data to
increase classification performance, and to indi-
rectly increasing the size of labelled corpora. The
algorithm can be applied only under a specific ap-
plicability condition: corpus’ instances must have
two independent views, i.e. they can be modeled
by two independent feature sets.

We here adopt a slightly modified version of the
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cotraining algorithm, as described in Fig.2. Under
the applicability condition, instances are modeled
on a feature spaceF = F1 × F2 × C, whereF1

andF2 are the two independent views andC is
the set of the target classes (in our case, true and
false entailment). The algorithm starts with an ini-
tial set of training labelled examplesL and a set
of unlabelled examplesU . The setL is copied
in two setsL1 andL2, used to train two differ-
ent classifiersh1 andh2, respectively using views
F1 andF2. The two classifiers are used to clas-
sify the unlabelled setU , obtaining two different
classifications,U1 andU2. Then comes theco-
training step: thek-best classified instances inU1

are added toL2 and feed the learning of a new
classifierh2 on the feature spaceF2. Similarly, the
k-best instances inU2 are added toL1 and train a
new classifierh1 onF1.

The procedure repeats until a stopping condi-
tion is met. This can be either a fixed number of
added unlabelled examples (Blum and Mitchell,
1998), the performance drop on a control set of
labelled instances, or a filter on the disagreement
of h1 andh2 in classifyingU (Collins and Singer,
1999). The final outcome of co-training is the new
set of labelled examplesL1∪L2 and the two clas-
sifierh1 andh2, obtained from the last iteration.

4.2 Applicability condition on RTE corpora

In order to leverage co-training for homoge-
neously expanding an RTE corpus, it is neces-
sary to have a large unlabelled corpus which sat-
isfies the applicability condition. Unfortunately,
existing methodologies cannot guarantee the con-
dition.

For example, the corpora from which the
datasets of the RTE challenges were derived, were
created from the output of applications perform-
ing specific tasks (e.g., Question&Answering, In-
formation Extraction, Machine Translation, etc.).
These corpora do not offer the possibility to cre-
ate two completely independent views. Indeed,
each extracted pair is composed only by the tex-
tual fragments ofT andH, i.e. the only infor-
mation available are the two pieces of texts, from
which it is difficult to extract completely indepen-
dent sets of features, as linguistic features tend to
be dependent.

The MITRE corpus is extracted using two sub-
sequent sentences, the title and the first paragraph.
The LCC negative corpus is extracted using two
correlated sentences or subsentences. Also in
these two cases, it is very hard to find a view that is
independent from the space of the sentence pairs.

None of the existing RTE corpora can then be
used for co-training. In the next section we show
that this is not the case for the WIKI corpus.

4.3 Creating independent views on the WIKI
corpus

The WIKI corpus is naturally suited for co-
training, as for each(S1, S2) pair, it is possible
to clearly define two independent views:

• content-pair view: a set of features modeling
the actual textual content ofS1 andS2. This
view is typically available also in any other
RTE corpus.

• comment view: a set of features regarding the
revision comment inserted by an author. This
view represents “external” information (wrt.
to the text fragments) which are peculiar of
the WIKI corpus.

These two views are most likely independent.
Indeed, the content-pair view deals with the con-
tent of the Wikipedia revision, while the com-
ment view describes the reason why a revision
has been made. This setting is very similar to
the original one proposed for co-training by Blum
and Mitchell (Blum and Mitchell, 1998), where
the target problem was the classification of web
pages, and the two independent views on a page
were (1) its content and (2) its hyperlinks.

In the rest of this section we describe the feature
spaces we adopt for the two independent views.

4.3.1 Content-pair view

The content-pair view is the classical view used
in RTE. The original entryS1 represents the Text
T , while the revisionS2 is the HypothesisH.
Any feature space of those reported in the textual
entailment literature could be applied. We here
adopt the space that represents first-order syntac-
tic rewrite rules (FOSR), as described in (Zan-
zotto and Moschitti, 2006). In this feature space,
each feature represents a syntactic first-order or
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grounded rewrite rule. For example, the rule:

ρ = l → r=

S

NP X VP

VBP

bought

NP Y

→

S

NP Y VP

VBP

owns

NP X

is represented by the feature< l, r >. A (T,H)
pair activates a feature if it unifies with the related
rule. A detailed discussion of the FOSR feature
space is given in (Zanzotto et al., 2009) and ef-
ficient algorithms for the computation of the re-
lated kernel functions can be found in (Moschitti
and Zanzotto, 2007; Zanzotto and Dell’Arciprete,
2009).

4.4 Comment view

A review comment is typically a textual fragment
describing the reason why an author has decided
to make a revision. In most cases the comment is
not a well-formed sentence, as authors tend to use
informal slang expressions and abbreviations (e.g.
“details: Trelew Massacre; cat: Dirty War, copy-
edit”, “removed a POV vandalism by Spylab”,
“dab ba:clean up using Project:AWB”). In these
cases, where syntactic analysis would mostly fail,
it is advisable to use simpler surface approaches
to build the feature space. We then use a stan-
dard bag-of-word space, combined with a bag-of-
2-grams space. For the first space we keep only
meaningful content words, by using a standard
stop-list including articles, prepositions, and very
frequent words such asbe and have. The sec-
ond space should help in capturing small text frag-
ments containing functional words: we then keep
all words without using any stop-list.

5 Experiments

The goals of our experiments are the following:
(1) check the quality of the WIKI corpus, i.e. if
positive and negative examples well represent the
entailment phenomenon; (2) check if WIKI con-
tains examples similar to those of the RTE chal-
lenges, i.e. if the corpus is homogeneous to RTE;
(3) check if the WIKI corpus improves classifica-
tion performance when used to expand the RTE
datasets using the co-training technique described
in Section 4.

5.1 Experimental Setup

In order to check the above claims, we need
to experiment with both manually labelled and
unlabelled corpora. As unlabelled corpora we
adopt:

wiki unlabelled: An unlabelled WIKI corpus of
about 3,000 examples. The corpus has been built
by downloading 40,000 Wikipedia pages dealing
with 800 entries about politics, scientific theories,
and religion issues. We extracted original entries
and revisions from the XML and wiki code,
collecting an overall corpus of 20,000(S1, S2)
pairs. We then randomly selected the final 3,000
pairs.

news: A corpus of 1,600 examples obtained using
the methods adopted for the LCC corpus, both
for negative and positive examples (Hickl et al.,
2006).3 We randomly divided the corpus in two
parts: 800 training and 800 testing examples.
Each set contains an equal number of 400 positive
and negative pairs.

As labelled corpora we use:

RTE-1,RTE-2, and RTE-3: The corpora from
the first three RTE challenges (Dagan et al., 2006;
Bar-Haim et al., 2006; Giampiccolo et al., 2007).
We use the standard split between training and
testing.

wiki : A manually annotated corpus of 2,000
examples from the WIKI corpus. Pairs have been
annotated considering the original entry as the
H and the revision asT . Noisy pairs containing
vandalism or grammatical errors were removed
(these accounts for about 19% of the examples).
In all, the annotation produced 945 positive
examples (strict entailments and paraphrases) and
669 negative examples (reverse strict entailments
and contradictions). The annotation was carried
out by two experienced researchers, each one
annotating half of the corpus. Annotation guide-
lines follow those used for the RTE challenges.4

3For negative examples, we adopt the headline - first para-
graph extraction methodology.

4Annotators were initially trained on a small development
corpus of 200 pairs. The inter-annotator agreement on this
set, computed using the Kappa-statistics (Siegel and Castel-
lan, 1988), was 0.60 corresponding tosubstantial agreement,
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The corpus has been randomly split in three
equally numerous parts: development, training,
and testing. We kept aside the development to
design the features, while we used training and
testing for the experiments.

We use the Charniak Parser (Charniak, 2000)
for parsing sentences, and SVM-light (Joachims,
1999) extended with the syntactic first-order rule
kernels described in (Zanzotto and Moschitti,
2006; Moschitti and Zanzotto, 2007) for creating
the FOSR feature space.

5.2 Experimental Results

The first experiment aims at checking the qual-
ity of the WIKI corpus, by comparing the perfor-
mance obtained by a standard RTE system over
the corpus in exam with those obtained over any
RTE challenge corpus. The hypothesis is that if
performance is comparable, then the corpus in
exam has the same complexity (and quality) as
the RTE challenge corpora. We then indepen-
dently experiment with thewiki and thenews
corpora with the training-test splits reported in
Section 5.1. As RTE system we adopt an SVM
model learnt on the FOSR feature space described
in Section 4.3.1.

The accuracies of the system on thewiki
and news corpora are respectively 70.73% and
94.87%. The performance of the system on the
wiki corpus are in line with those obtained over
the RTE-2 dataset (60.62%). This suggests that
the WIKI corpus is at least as complex as the RTE
corpora (i.e. positive and negatives are not triv-
ially separable). On the contrary, thenews cor-
pus is much easier to separate. Pilot experiments
show that increasing the size of thenews corpus,
accuracy reaches nearly 100%. This indicates that
positive and negative examples in thenews cor-
pus are extremely different. Indeed, as mentioned
in Section 3.1,news is not consistent – i.e. the
extraction methods for the positives and the neg-
atives are so different that the examples can be
easily recognized using evidence not representa-
tive of the entailment phenomenon (e.g. for nega-
tive examples, the lexical overlap is extremely low
wrt. positives).

in line with the RTE challenge annotation efforts.

Training Corpus Accuracy
RTE-2 60.62
RTE-1 51.25
RTE-3 57.25
wiki 56.00
news 53.25
RTE-2+RTE-1 58.5
RTE-2+RTE-3 59.62
RTE-2+news 56.75
RTE-2+wiki 59.25
RTE-1+wiki 53.37
RTE-3+wiki 59.00

Table 1:Accuracy of different training corpora over RTE-2
test.

In a second experiment we aim at checking if
WIKI is homogeneous to the RTE challenge cor-
pora – i.e. if it contains(T,H) pairs similar to
those of the RTE corpora. If this holds, we would
expect the performance of the RTE system to im-
prove (or at least not decrease) when expanding a
given RTE challenge corpus with WIKI. de Marn-
effe et al. (2006) already showed in their experi-
ment that it is extremely difficult to obtain better
performance by simply expanding an RTE chal-
lenge training corpus with corpora of other chal-
lenges, since different corpora are usually not ho-
mogeneous.

We here repeat a similar experiment: we ex-
periment with different combinations of training
sets, over the same test set (namely, RTE-2 test).
Results are reported in Table 1. The higher per-
formance is the one of the system when trained on
RTE-2 training set (second row) – i.e. a corpus
completely homogeneous to RTE-2 would pro-
duce the same performance as RTE-2 training.

As expected, the models learnt on RTE-1 and
RTE-3 perform worse (third and fourth rows): in
particular, RTE-1 seems extremely different from
RTE-2, as results show. Thewiki corpus is more
similar to RTE-2 than thenews corpus, i.e. per-
formance are higher. Yet, it is quite surprising that
thenews corpus yields to a performance drop as
in (Hickl et al., 2006) it shows a high performance
increase.

The expansion of RTE-2 with the above cor-
pora (seventh-tenth rows) lead to a drop in per-
formance, suggesting that none of the corpora
is completely homogeneous to RTE-2. Yet, the
performance drop of thewiki corpus (RTE-2 +
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Figure 3:Co-training accuracy curve on the two corpora.

wiki) is comparable to the performance drop ob-
tained using the other two RTE corpora (RTE-2 +
RTE-1andRTE-2 + RTE-3). This indicates that
wiki is more homogeneous to RTE thannews
– i.e. it contains(T,H) pairs that are similar to
the RTE examples. Interestingly,wiki combined
with other RTE corpora (RTE-1 + wikiandRTE-
3 + wiki) increases performance wrt. the models
obtained with RTE-1 and RTE-3 alone (last two
rows).

In a final experiment, we check if the WIKI
corpus improves the performance when combined
with the RTE-2 training in a co-training setting, as
described in Section 4. This would confirm that
WIKI is homogeneous to the RTE-2 corpus, and
could then be successfully adopted in future RTE
competitions. As test sets, we experiment both
with RTE-2 and RTE-3 test. In the co-training,
we use the RTE-2 training set as initial setL, and
wiki unlabelled as the unlabelled setU .5

Figure 3 reports the accuracy curves obtained
by the classifierh1 learnt on the content view, at
each co-training iteration, both on the RTE-2 and
RTE-3 test sets. As the comment view is not avail-
able in the RTE sets, the comment-view classi-
fier become active only after the first 10 examples
are fed as training from the content view classi-

5Note that onlywiki unlabelled allows both views de-
scribed in Section 4.3.

fier. As expected, performance increase for some
steps and then become stable for RTE-3 and de-
crease for RTE-2. This is the only case in which
we verified an increase in performance using cor-
pora other than the official ones from RTE chal-
lenges. This result suggests that the WIKI corpus
can successfully contribute to learn better textual
entailment models for RTE.

6 Conclusions

In this paper we proposed a method for expanding
existing textual entailment corpora that leverages
Wikipedia. The method is extremely promising
as it allows building corpora homogeneous to ex-
isting ones. The model we have presented is not
strictly related to the RTE corpora. This method
can then be used to expand corpora such as the
Fracas test-suite (Cooper et al., 1996) which is
more oriented to specific semantic phenomena.

Even if the performance increase of the com-
pletely unsupervised cotraining method is not ex-
tremely high, this model can be used to semi-
automatically expanding corpora by using active
learning techniques (Cohn et al., 1996). The
initial increase of performances is an interesting
starting point.

In the future, we aim at releasing the annotated
portion of the WIKI corpus to the community; we
will also carry out further experiments and refine
the feature spaces. Finally, as Wikipedia is a mul-
tilingual resource, we will use the WIKI method-
ology to semi-automatically build RTE corpora
for other languages.
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Abstract

Sentiment analysis attempts to extract the
author’s sentiments or opinions from un-
structured text. Unlike approaches based
on rules, a machine learning approach
holds the promise of learning robust, high-
coverage sentiment classifiers from la-
beled examples. However, people tend
to use different ways to express the same
sentiment due to the richness of natural
language. Therefore, each sentiment ex-
pression normally does not have many ex-
amples in the training corpus. Further-
more, sentences extracted from unstruc-
tured text (e.g., I filmed my daughter’s
ballet recital and could not believe how
the auto focus kept blurring then focus-
ing) often contain both informative (e.g.,
the auto focus kept blurring then focus-
ing) and extraneous non-informative text
regarding the author’s sentiment towards a
certain topic. When there are few exam-
ples of any given sentiment expression, ex-
traneous non-sentiment information can-
not be identified as noise by the learn-
ing algorithm and can easily become cor-
related with the sentiment label, thereby
confusing sentiment classifiers. In this pa-
per, we present a highly effective proce-
dure for using crowd-sourcing techniques
to label informative and non-informative
information regarding the sentiment ex-
pressed in a sentence. We also show
that pruning non-informative information
using non-expert annotations during the
training phase can result in classifiers with

better performance even when the test data
includes non-informative information.

1 Introduction

Noise in training data can be derived either from
noisy labeling or from noisy features. It has been
shown that labeling quality is one of the important
factors that impacts the performance of a learned
model, and that this quality can be improved by
approaches such as using multiple labelers (Sheng
et al., 2008). However, noisy features can be an
inherent characteristic for some text mining tasks,
and it is unclear how they should be handled.

For example, sentiment analysis/opinion min-
ing from unstructured user generated content such
as online reviews and blogs often relies on learn-
ing sentiments from word-based features extracted
from the training sentences and documents (Pang
et al., 2002; Dave et al., 2003; Kim and Hovy,
2005). However, not all words in the training data
carry information about sentiment. For example,
in sentence (1),

(1)I filmed my daughter’s ballet recital and
could not believe how the auto focus kept blurring
then focusing.

although words such as auto focus, blurring and
focusing are informative for learning sentiment re-
garding the auto focus capability of the camera,
words such as film, daughter and ballet recital are
not informative for that type of sentiment, and they
form noise if included as training data.

If the training data contain a lot of examples
such as (2) in which words such as film, daughter
and ballet recital also appear, but the sentence is
not labelled as invoking sentiment regarding auto
focus, a machine learning algorithm might learn
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that such words are not informative for sentiment
classification.

(2)I filmed my daughter’s ballet recital and
could not believe how good the picture quality
was.

However, due to the richness of natural lan-
guage, people tend to use different ways to de-
scribe a similar event or to express a similar opin-
ion. Consequently, repeated use of the same ex-
pression is not common in the training data for
sentiment classification. Note that this difficulty
cannot be simply overcome by increasing the size
of the training data. For example, a search on
the completely natural phrase “I filmed my daugh-
ter’s ballet recital” in Google and Bing returns the
same exact sentence as shown in (1). In other
words, there appears to be only one sentence con-
taining that exact phrase, which implies that even
if we use the entire web as our training data set
we would not find an example such as (2) to help
the learning algorithm to determine which feature
words in (1) are informative and which are not.
Therefore, data sparsity is an inherent problem for
a task such as sentiment analysis, and if we adopt
the bag-of-words approach for sentiment classifi-
cation (Pang et al., 2002), which uses the words
that appear in sentences as training features, our
training data will unavoidably include many noisy
non-informative features.

This paper presents a crowd-sourcing technique
to identify and prune the non-informative features.
We explore the effect of using non-expert annota-
tions to gain low-noise training data for sentiment
classification. We show that the cleaner training
data obtained from non-expert annotations signif-
icantly improve the performance of the sentiment
classifier. We also present evidence that this im-
provement is due to reduction in confusion be-
tween classes due to noise words.

The remainder of this paper is organized as fol-
lows. Section 2 discusses the related work. Sec-
tion 3 describes our approach for pruning non-
informative features. Section 4 presents an empir-
ical study on the effect of training on informative
features in the domain of sentiment analysis. Con-
clusions are summarized in Section 5.

2 Related Work

Feature selection in the domain of sentiment anal-
ysis has focused on the following issues.

a) Should word-based features be selected
based on frequency or presence?

It has been shown that compared to word fre-
quency, word presence is a better sentiment indi-
cator (Pang et al., 2002; Wiebe et al., 2004; Yang
et al., 2006). In other words, unlike in other do-
mains such as topic classification where the fre-
quency of words provides useful information re-
garding the topic class, sentiment information is
not normally indicated by the frequency of certain
words, because people are unlikely to repeatedly
use the same word or phrase to express an opin-
ion in one document. Instead, Researchers (Pang
et al., 2002) found that selecting features based on
word presence rather than word frequency leads
to better performance in the domain of sentiment
analysis.

b) Which are more useful features: uni-
grams, higher-order n-grams or syntactically re-
lated terms?

This issue seems to be debatable. While some
researchers (Pang et al., 2002) reported that un-
igrams outperform both bigrams as well as the
combination of unigrams and bigrams in classi-
fying movie reviews based on sentiment polarity,
some others (Dave et al., 2003) reported the oppo-
site in some settings.

Similarly, some (Dave et al., 2003) found syn-
tactically related terms are not helpful for senti-
ment classification, whereas others (Gamon, 2004;
Matsumoto et al., 2005; Ng et al., 2006) found the
opposite to be true.

c) In terms of part-of-speech, which types of
words are more useful features?

Adjectives and adverbs are commonly used as
features for sentiment learning (Mullen and Col-
lier, 2004; Turney, 2002; Whitelaw et al., 2005).
However, more recent studies show that all con-
tent words including nouns, verbs, adjectives and
adverbs are useful features for sentiment analysis
(Dillard, 2007).

Regardless of which types of features are
used, these traditional approaches are still in-
herently noisy in the sense that non-informative
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words/features within each sentence are included
as described in Section 1. As far as we are aware,
this is an issue that has not been addressed.

The closest works are Riloff et al. (Riloff and
Wiebe, 2003) and Pang et al. (Pang et al., 2002)’s
work. Riloff et al. explored removing the features
that are subsumed in other features when a com-
bination of different types of features such as un-
igrams, bigrams and syntactically related terms is
used. Pang et al. speculated that words that appear
at certain positions in a movie review are more in-
formative for the overall opinion reflected in that
review. However, according to Pang et al., for the
task of predicting the overall polarity of a movie
review, training on word features assumed to be
more informative resulted in worse performance
than training on all word features appearing in the
reviews.

Our approach is different in that we try to iden-
tify and prune non-informative word features at
the sentence level. We focus on identifying which
portion of the sentence is informative for senti-
ment classification. We then completely remove
the non-informative portion of the sentence and
prevent any terms occurring in that portion from
being selected as feature vectors representing that
sentence. Note that the classification of words as
non-informative is not related to their positions in
a sentence nor to their frequency count in the train-
ing corpus. Instead, whether a word is informative
depends purely on the semantics and the context
of the sentence. For example, the word big would
be non-informative in (3), but informative in (4).

(3)That was a big trip, and I took a lot of pic-
tures using this camera.

(4)This camera has a big LCD screen.
Unlike the traditional approach of using ex-

pert annotation to identify the non-informative text
in a sentence, we instead use non-expert annota-
tions without external gold standard comparisons.
There have been an increasing number of exper-
iments using non-expert annotations for various
Natural Language Processing (NLP) tasks. For ex-
ample, Su et al. (Su et al., 2007) use non-expert
annotations for hotel name entity resolution. In
(Nakov, 2008), non-expert annotators generated
paraphrases for 250 noun-noun compounds, which
were then used as the gold standard data for eval-

uating an automatic paraphrasing system. Kaisser
and Lowe (Kaisser and Lowe, 2008) also use non-
experts to annotate answers contained in sentences
and use the annotation results to help build a ques-
tion answering corpus. Snow et al. (Snow et
al., 2008) reported experiments using non-expert
annotation for the following five NLP tasks: af-
fect recognition, word similarity, recognizing tex-
tual entailment, event temporal ordering, and word
sense disambiguation.

This paper presents a study of using non-expert
annotations to prune non-informative word fea-
tures and training a sentiment classifier based on
such non-expert annotations. The following sec-
tion describes our approach in detail.

3 Non-Informative Feature Pruning
Through Non-Expert Annotations

To prune the non-informative features, a tradi-
tional approach would be to hire and train anno-
tators to label which portion of each training sen-
tence is informative or non-informative. However,
this approach is both expensive and time consum-
ing. We overcome these issues by using crowd-
sourcing techniques to obtain annotations from
untrained non-expert workers such as the ones on
the Amazon Mechanical Turk (AMT) platform1.
To illustrate our approach, we use an example for
sentiment analysis below.

The key to our approach relies on careful de-
sign of simple tasks or HITs that can elicit the
necessary information for both labeling the senti-
ment information and pruning the non-informative
text of a sentence. These tasks can be performed
quickly and inexpensively by untrained non-expert
workers on the AMT platform. We achieved this
goal by designing the following two experiments.

Experiment 1 asks the workers to judge whether
a sentence indicates an opinion towards a certain
aspect of the camera, and if so, whether the opin-
ion is positive, negative or neutral. For example,
the proper annotations for sentence (5) would be
as shown in Figure 1.

1This is an online market place that offers a small amount
of money to people who perform some “Human Intelligence
Tasks” (HITs). https://www.mturk.com/mturk/
welcome
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(5) On my trip to California, the camera fell and
broke into two pieces.

Figure 1: Experiment 1

We randomly selected 6100 sentences in total
for this experiment from the Multi-Domain Senti-
ment Dataset created by Blitzer et al. (Blitzer et
al., 2007). Each sentence was independently an-
notated by two AMT workers. Each annotation
consisted of a sentence labeled with a camera as-
pect and a sentiment toward that aspect.

One unique characteristic of Experiment1 is
that it makes the detection of unreliable responses
very easy. Because one sentence is unlikely to in-
voke many different aspects of cameras, an anno-
tation is thus suspicious if many aspects of cam-
era are annotated as being invoked. Figure 2 and
Figure 3 illustrate the contrast between a normal
reliable response and a suspicious unreliable re-
sponse.

Due to this favorable characteristic of Experi-
ment 1, we did not have to design a qualification
test. We approved all of the assignments; how-
ever we later filtered out the detected suspicious
responses, which accounted for 8% of the work.
Even though we restricted our AMT workers to
those who have an approval rate of 95% or above,
we still found 20% of them unreliable in the sense
that they provided suspicious responses.

Given our ability to detecting suspicious re-
sponses, we believe it is very unlikely for two reli-
able AMT workers to annotate any given sentence
exactly the same way merely by chance. There-
fore, we consider an annotation to be gold when
both annotators marked the same sentiment toward
the same aspect. We obtained 2718 gold-standard
annotations from the reliable responses. We define
the agreement rate of annotations as follows.

AgreementRate = NumberofGoldAnnotations×2
TotalNumberofAnnotations .

(1)

Based on this measure, the agreement rate of the
AMT workers in this study is 48.4%.

We held randomly selected 587 gold annotated
sentences as our test set, and used the remain-
ing 2131 sentences as our training sentences. To
prune the non-informative text from the training
sentences, we put the 2131 sentences through Ex-
periment 2 as described below.

Experiment 2 asks the workers to point out
the exact portion of the sentence that indicates
an opinion. The opinion and its associated fea-
ture name are displayed along with the sentence in
which they appear. Such information is automati-
cally generated from the results derived from Ex-
periment 1. An example of Experiment 2 is given
in Figure 4.

Figure 4: Experiment 2

The expected answer for this example is the bat-
tery door keeps falling off.

Using this method, we can remove the non-
informative part of the sentences: One thing I have
to mention is that and prevent any of the words in
that part from being selected as our training fea-
tures.

Experiment 2 requires the workers to enter or
copy and paste text in the box, and 100% of the
workers did it. In our sentiment classification ex-
periment described below, we used all of the re-
sults without further filtering.

We paid $0.01 for each assignment in both ex-
periments, and we acquired all of the annotations
in one week’s time with a total cost of $215, in-
cluding fees paid to Amazon. Our pay rate is about
$0.36/hour. For Experiment 1 alone, if we adopted
a traditional approach and hired two annotators,
they could likely complete the annotations in five
8-hour days. Using this approach, the cost for Ex-
periment 1 alone would be $1200, with a rate of
$15/hour. Therefore, our approach is both cheaper
and faster than the traditional approach.
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Figure 2: Reliable Response

Figure 3: Unreliable Response

Having described our crowd-souring based ap-
proach for pruning the non-informative features,
we next present an empirical study on the effect of
training on informative features.

4 Pruning Non-Informative Features for
Sentiment Classification

We conducted an experiment on sentiment classifi-
cation in the domain of camera reviews to test the
effect of pruning non-informative features based
on AMT workers’ annotations.

In our experiment, we select the Nouns, Verbs,
Adjectives and Adverbs as our unigram features
for training. We define non-informative fea-
tures as the four types of words occurring in the
non-informative portion of the training sentence;
namely, the portion that does not mention any as-
pect of the camera or associated sentiment. For
example, for a training sentence such as (1) (re-
peated below as (6)), training on all features would
select the following words: [film, daughter, ballet,
recital, not-believe2, auto, focus, kept, blurring,
focusing].

(6) I filmed my daughter’s ballet recital and
could not believe how the auto focus kept blurring
then focusing.

By contrast, pruning non-informative features
would yield a shorter list of selected words: [auto,
focus, kept, blurring, focusing].

In our experiment, we compare the performance

2See below for the description regarding how we handle
negation.

of the classifier learned from all of the Nouns,
Verbs, Adjectives and Adverbs in the sentences
with the one learned from these word types oc-
curring only in the informative part of the sen-
tence. When the training set contains all of the fea-
ture words, we refer to it as the All-Features-Set.
When the non-informative features are pruned,
the training set contains only the informative fea-
ture words, which we refer to as the Informative-
Features-Set.

All of the feature words are stemmed using the
Porter Stemmer (Porter, 1980). Negators are at-
tached to the next selected feature word. We also
use a small set of stop words3 to exclude copulas
and words such as take. The reason that we choose
these words as stop words is because they are both
frequent and ambiguous and thus tend to have a
negative impact on the classifier.

All of our training and test sentences are an-
notated through crowd-sourcing techniques as de-
scribed in the last section. In our experiment
we use 2131 sentences in total for training and
587 sentences for hold-out testing. The non-
informative part of the test sentences are not re-
moved. The experiment results and implications
are discussed in detail in the following subsec-
tions.

3The stop words we use include copulas and the following
words: take, takes, make, makes, just, still, even, too, much,
enough, back, again, far, same
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4.1 Aspect:Polarity Classification Using SVM

In this experiment, the task is to perform a 45 way
sentiment classification. These 45 classes are de-
rived from 22 aspects related to camera purchases
such as picture quality, LCD screen, battery life
and customer support and their associated polar-
ity values positive and negative, as well as a class
of no opinion about any of the 22 aspects. An ex-
ample of such a class is picture quality: positive.
The classifier maps each input sentence into one
of the 45 classes.

One of the approaches we tested is to train the
classifier based on the All-Features-Set derived
from the original raw sentences. We refer to this as
“All Features”. The other approach is to learn from
the Informative-Features-Set derived from the sen-
tences with the non-informative portion removed
by the AMT workers. We refer to this as “Informa-
tive Features”. The experiment is conducted us-
ing SVM algorithm implemented by Chang et al.
(Chang and Lin, 2001). We use linear kernel type
and use the default setting for all other parameters.

The classification accuracy is defined as fol-
lows.

Accuracy = NumberofSentencesCorrectlyClassified
TotalNumberofSentences .

(2)
The experiment results in terms of classification

accuracy are shown in Table 1.

Table 1: Classification Accuracy

All Features Informative Features
41.7% 45.8%

In this experiment, pruning the non-informative
features improves the accuracy by more than 4%.
This improvement is statistically significant by a
one-tailed sign test at p = 0.15. Training on the in-
formative features also consistently improves the
classification accuracy when we vary the size of
the training data as illustrated by the Figure 54.

4To demonstrate the learning curve, we experimented
with the use of different percentages of the training sen-
tences while always testing on the same 587 test sentences.
When the percentage of the training sentences used is less
than 100%, we randomly pick that percentage of training sen-
tences until the test accuracy converges.

Figure 5: Learning Curve

A salient characteristic of this experiment is that
the training data tend to be very sparse for two rea-
sons. First, the number of classes is large, which
means that the number of training examples for
each class will be fewer. As shown in Table 2,
24 out of the 45 classes have fewer than 30 train-
ing examples, which is an indication of how sparse
the training data is. Second, as shown in Section
1, people tend to use different ways to express the
type of sentiments that we aim to learn in this ex-
periment. Therefore, it is difficult to collect re-
peated training examples and this difficulty cannot
be simply overcome by increasing the size of the
training data. This data sparsity means that it is
difficult for the SVM to learn which feature words
are non-informative noise.

Table 2: Class Distribution in Experiment 1

Number of Classes Number of Training Sentences
6 fewer than 10
14 fewer than 20
24 fewer than 30
33 fewer than 50
41 fewer than 100
4 more than 100

4.2 Automatic Feature Selection vs. Pruning
by AMT Workers

As shown in the previous subsection, pruning non-
informative word features using non-expert anno-
tations can significantly improve the performance
of the sentiment classifier. Can we achieve the
same improvement by using automatic feature se-
lection algorithms?

We tried three widely used feature se-
lection techniques LR(Likelihood Ratio),
WLLR(Weighted Log-Likelihood Ratio) (Nigam
et al., 2000; Ng et al., 2006) and MI(Mutual
Information) and applied them to the original raw
training data. We found that in general, the fewer

42



the feature words selected by these algorithms,
the worse the classifier performs. The classifier
performed the best when using all of the available
feature words. In other words, automatic feature
selection offered no benefit. Table 3 shows the
results of using these three automatic feature
selection techniques as well as the results of
not performing automatic feature selection. The
threshold for the LR algorithm was set to be 5; the
threshold for the WLLR algorithm was set to be
0.005; and the threshold for the MI algorithm was
set to be 2000 (using the top 2000 ranked features
out of a total of 3279 features).

Table 3: Automatic Feature Selection Results

No Feature Selection LR WLLR MI
41.7% 35.4% 40.2% 41.1%

This result is not surprising given the data spar-
sity issue in our experiment. Traditional feature
selection methods either try to remove correlated
features which can cause havoc for some meth-
ods or to prune out features uncorrelated with la-
bels to make learning more efficient. However, we
have sparse data so correlations calcuated are very
unstable - if a feature appears once with a label
what can we conclude? So the same properties
that cause difficulties for the learner cause prob-
lems for feature selection techniques as well.

To summarize, pruning non-informative word
features using non-expert annotations can signif-
icantly improve the performance of the sentiment
classifier even when the test data still contain non-
informative features. We believe this is because
pruning non-informative feature words based on
human knowledge leads to better training data that
cannot be achieved by using automatic feature se-
lection techniques. The subsection below com-
pares the two sets of training sentences we used
in this experiment: one comprises the original raw
sentences and the other comprises sentences with
the non-informative text removed. We show that
our approach of pruning non-informative text in-
deed leads to a better set of training data.

4.3 Comparison of Training Data Before and
After the Feature Pruning

Our assumption is that training data is better if data
belonging to closer classes are more similar and
data belonging to further classes are more differ-
ent. In our sentiment classification experiment, an
example of two very close classes are battery life:
positive and battery life: negative. An example of
two very different classes are battery life: positive
and auto focus: negative. The more similar the
training data belonging to closer classes and the
more dissimilar the training data belonging to dif-
ferent classes, the more accurate the classifier can
predict the involved camera aspect, which in turn
should lead to improvements on the overall classi-
fication accuracy.

To test whether the pruned text produced bet-
ter training data than the original text, an adjusted
cosine similarity measure was used. Note that
our measurement can only reflect partial effects
of AMT workers’ pruning, because our measure
is essentially term frequency based, which can re-
flect similarity in terms of topic (camera aspects
in our case) but not similarity in terms of polarity
(Pang et al., 2002). Nevertheless, this measure-
ment highlights some of the impact resulting from
the pruning.

To compare training data belonging to any two
classes, we produce a tf-idf score for each word
in those two classes and represent each class as a
vector containing the tf-idf score for each word in
that class. Comparing the similarity of two classes
involves calculating the adjusted cosine similarity
in the following formula.

similarity = A·B
||A||||B|| . (3)

A and B in the above formula are vectors of tf-
idf scores, whereas in the standard cosine similar-
ity measure A and B would be vectors containing
tf scores. The motivation for using tf-idf scores
instead of the tf scores is to reduce the importance
of highly common words such as the and a in the
comparison. The similarity score produced by this
formula is a number between 0 and 1; 0 being no
overlap and 1 indicating that the classes are iden-
tical. Word stemming was not used in this experi-
ment.
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We compared similarity changes in two situa-
tions. First, when two classes share the same as-
pect; this involves comparison between 22 class
pairs such as battery life: positive vs. battery life:
negative. Second, when two classes share different
aspects; for example, battery life: positive vs. auto
focus: negative and battery life: positive vs. auto
focus: positive. In this situation, we compared the
similarity changes in 903 class pairs. If pruning
the non-informative text does indeed provide bet-
ter training data, we expect similarity to increase
in the first situation and to decrease in the second
situation after the pruning. This is precisely what
we found; our finding is summarized in Table 4.

Table 4: Average Similarity Changes in the Pruned Training
Data

Same aspect Different aspect
+0.01 -0.02

In conclusion, AMT workers, by highlighting
the most pertinent information for classification
and allowing us to discard the rest, provided more
useful data than the raw text.

5 Conclusions

To summarize, we found that removing the non-
informative text from the training sentences pro-
duces better training data and significantly im-
proves the performance of the sentiment clas-
sifier even when the test data still contain
non-informative feature words. We also show
that annotations for both sentiment classes and
sentiment-informative texts can be acquired effi-
ciently through crowd-sourcing techniques as de-
scribed in this paper.
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Abstract

Keyword-matching systems based on
simple models of semantic relatedness
are inadequate at modelling the ambigu-
ities in natural language text, and cannot
reliably address the increasingly com-
plex information needs of users. In
this paper we propose novel methods
for computing semantic relatedness by
spreading activation energy over the hy-
perlink structure of Wikipedia. We
demonstrate that our techniques can
approach state-of-the-art performance,
while requiring only a fraction of the
background data.

1 Introduction

The volume of information available to users
on the World Wide Web is growing at an
exponential rate (Lyman and Varian, 2003).
Current keyword-matching information retrieval
(IR) systems suffer from several limitations,
most notably an inability to accurately model
the ambiguities in natural language, such as syn-
onymy (different words having the same mean-
ing) and polysemy (one word having multiple
different meanings), which is largely governed
by the context in which a word appears (Metzler
and Croft, 2006).

In recent years, much research attention has
therefore been given to semantic techniques of
information retrieval. Such systems allow for
sophisticated semantic search, however, require
the use of a more difficult-to-understand query-
syntax (Tran et al., 2008). Furthermore, these

methods require specially encoded (and thus
costly) ontologies to describe the particular do-
main knowledge in which the system operates,
and the specific interrelations of concepts within
that domain.

In this paper, we focus on the problem of
computationally estimating similarity or related-
ness between two natural-language documents.
A novel technique is proposed for comput-
ing semantic similarity by spreading activation
over the hyperlink structure of Wikipedia, the
largest free online encyclopaedia. New mea-
sures for computing similarity between individ-
ual concepts (inter-concept similarity, such as
“France” and “Great Britain”), as well as be-
tween documents (inter-document similarity)
are proposed and tested. It will be demonstrated
that the proposed techniques can achieve compa-
rable inter-concept and inter-document similar-
ity accuracy on similar datasets as compared to
the current state of the art Wikipedia Link-based
Measure (WLM) (Witten and Milne, 2008) and
Explicit Semantic Analysis (ESA) (Gabrilovich
and Markovitch, 2007) methods respectively.
Our methods outperform WLM in computing
inter-concept similarity, and match ESA for
inter-document similarity. Furthermore, we use
the same background data as for WLM, which is
less than 10% of the data required for ESA.

In the following sections we introduce work
related to our work and an overview of our
approach and the problems that have to be
solved. We then discuss our method in detail and
present several experiments to test and compare
it against other state-of-the-art methods.
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2 Related Work and Overview

Although Spreading Activation (SA) is foremost
a cognitive theory modelling semantic mem-
ory (Collins and Loftus, 1975), it has been ap-
plied computationally to IR with various lev-
els of success (Preece, 1982), with the biggest
hurdle in this regard the cost of creating an as-
sociative network or knowledge base with ad-
equate conceptual coverage (Crestani, 1997).
Recent knowledge-based methods for comput-
ing semantic similarity between texts based on
Wikipedia, such as Wikipedia Link-based Mea-
sure (WLM) (Witten and Milne, 2008) and Ex-
plicit Semantic Analysis (ESA) (Gabrilovich and
Markovitch, 2007), have been found to out-
perform earlier WordNet-based methods (Bu-
danitsky and Hirst, 2001), arguably due to
Wikipedia’s larger conceptual coverage.

WLM treats the anchor text in Wikipedia arti-
cles as links to other articles (all links are treated
equally), and compare concepts based on how
much overlap exists in the out-links of the arti-
cles representing them. ESA discards the link
structure and uses only the text in articles to de-
rive an explicit concept space in which each di-
mension represents one article/concept. Text is
categorised as vectors in this concept space and
similarity is computed as the cosine similarity of
their ESA vectors. The most similar work to ours
is Yeh (2009) in which the authors derive a graph
structure from the inter-article links in Wikipedia
pages, and then perform random walks over the
graph to compute relatedness.

In Wikipedia, users create links between arti-
cles which are seen to be related to some degree.
Since links relate one article to its neighbours,
and by extension to their neighbours, we ex-
tract and process this hyperlink structure (using
SA) as an Associative Network (AN) (Berger
et al., 2004) of concepts and links relating them
to one another. The SA algorithm can briefly
be described as an iterative process of propagat-
ing real-valued energy from one or more source
nodes, via weighted links over an associative net-
work (each such a propagation is called a pulse).
The algorithm consists of two steps: First, one
or more pulses are triggered, and second, ter-

mination checks determine whether the process
should continue or halt. This process of acti-
vating more and more nodes in the network and
checking for termination conditions are repeated
pulse after pulse, until all termination conditions
are met, which results in a final activation state
for the network. These final node activations
are then translated into a score of relatedness be-
tween the initial nodes.

Our work presents a computational imple-
mentation of SA over the Wikipedia graph.
We therefore overcome the cost of produc-
ing a knowledge base of adequate coverage by
utilising the collaboratively-created knowledge
source Wikipedia. However, additional strate-
gies are required for translating the hyperlink
structure of Wikipedia into a suitable associative
network format, and for this new techniques are
proposed and tested.

3 Extracting the Hyperlink Graph
Structure

One article in Wikipedia covers one specific
topic (concept) in detail. Hyperlinks link a page
A to a page B, and are thus directed. We
can model Wikipedia’s hyperlink structure us-
ing standard graph theory as a directed graph G,
consisting of a set of vertices V, and a set of
edges E. Each edge eij ∈ E connects two ver-
tices vi, vj ∈ V. For consistency, we use the
term node to refer to a vertex (Wikipedia article)
in the graph, and link to refer to an edge (hyper-
link) between such nodes.

In this model, each Wikipedia article is seen
to represent a single concept, and the hyperlink
structure relates these concepts to one another. In
order to compute relatedness between two con-
cepts vi and vj , we use spreading activation and
rely on the fundamental principle of an associa-
tive network, namely that it connects nodes that
are associated with one another via real-valued
links denoting how strongly the objects are re-
lated. Since Wikipedia was not created as an as-
sociative network, but primarily as an online en-
cyclopaedia, none of these weights exist, and we
will have to deduce these (see Fan-out constraint
in Section 4).
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Links into pages are used, since this leads to
better results (Witten and Milne, 2008). The
Wikipedia graph structure is represented in an
adjacency list structure, i.e. for each node vi we
store its list of neighbour nodes in a dictionary
using vi’s id as key. This approach is preferred
over an adjacency matrix structure, since most
articles are linked to by only 34 articles on aver-
age, which would lead to a very sparse adjacency
matrix structure.

4 Adapting Spreading Activation for
Wikipedia’s Hyperlink Structure

Each pulse in the Spreading Activation (SA) pro-
cess consists of three stages: 1) pre-adjustment,
2) spreading, and 3) post-adjustment (Crestani,
1997). During pre- and post-adjustment, some
form of activation decay is optionally applied to
the active nodes. This serves both to avoid re-
tention of activation from previous pulses, and,
from a connectionist point of view, models ‘loss
of interest’ when nodes are not continually acti-
vated.

Let ai,in denote the total energy input (acti-
vation) for node vi, and N(vi) the set of vi’s
neighbour nodes with incoming links to vi. Also,
let aj,out denote the output activation of a node
vj connected to node vi, and let wij denote the
weight of connection between node vi and vj .
For a node vi, we can then describe the pure
model of spreading activation as follows:

ai,in =
∑

vj∈N(vi)

aj,outwij . (1)

This pure model of SA has several significant
problems, the most notable being that activation
can saturate the entire network unless certain
constraints are imposed, namely limiting how
far activation can spread from the initially acti-
vated nodes (distance constraint), and limiting
the effect of very highly-connected nodes (fan-
out constraint) (Crestani, 1997). In the following
three sections we discuss how these constraints
were implemented in our model for SA.

Distance constraint

For every pulse in the spreading process, a
node’s activation value is multiplied by a global
network decay parameter 0 < d < 1. We
therefore substitute wij in Equation 1 for wijd.
This decays activation exponentially in the path
length. For a path length of one, activation is de-
cayed by d, for a path length of two, activation
is decays by dd = d2, etc. This penalises activa-
tion transfer over longer paths. We also include
a maximum path length parameter Lp,max which
limits how far activation can spread.

Fan-out constraint

As noted above, in an associative network, links
have associated real-valued weights to denote the
strength of association between the two nodes
they connect (i.e. wij in Equation 1). These
weights have to be estimated for the Wikipedia
hyperlink graph, and for this purpose we propose
the use of three weighting schemes:

In pure Energy Distribution (ED), a node
vi’s weight w is made inversely proportional to
its in-degree (number of neighbours N(vi) ≥ 1
with incoming links to vi1). Thus ED(vi, vj) =
wij = 1

|N(vi)| . This reduces the effect of very
connected nodes on the spreading process (con-
straint 2 above).

For instance, we consider a path connecting
two nodes via a general article such as USA (con-
nected to 322,000 articles) not nearly as indica-
tive of a semantic relationship, as a path con-
necting them via a very specific concept, such
as Hair Pin (only connected to 20 articles).

Inverse Link-Frequency (ILF) is inspired by
the term-frequency inverse document-frequency
(tf-idf) heuristic (Salton and McGill, 1983) in
which a term’s weight is reduced as it is con-
tained in more documents in the corpus. It is
based on the idea that the more a term appears
in documents across the corpus, the less it can
discriminate any one of those documents.

We define a node vi’s link-frequency as the
number of nodes that vi is connected to |N(vi)|
divided by the number of possible nodes it could
be connected to in the entire Wikipedia graph

1All orphan nodes are removed from the AN.
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|G|, and therefore give the log-smoothed inverse
link-frequency of node vi as:

ILF(vi) , log

( |G|
|N(vi)|

)
≥ 0 (2)

As noted above for pure energy distribution, we
consider less connected nodes as more specific.
If one node connects to another via a very spe-
cific node with a low in-degree, |G|

|N(vi)| is very
large and ILF(vi) > 1, thus boosting that spe-
cific link’s weight. This has the effect of ‘boost-
ing’ paths (increasing their contribution) which
contain nodes that are less connected, and there-
fore more meaningful in our model.

To evaluate the effect of this boosting ef-
fect described above, we also define a third
normalised weighting scheme called the Nor-
malised Inverse Link-Frequency (NILF), 0 ≤
NILF(vi) ≤ 1:

NILF(vi) ,
ILF(vi)

log |G| . (3)

ILF reaches a maximum of log |G| when
|N(vi)| = 1 (see Equation 2). We therefore di-
vide by log |G| to normalise its range to [0,1].

Threshold constraint
Finally, the above-mentioned constraints are en-
forced through the use of a threshold parameter
0 < T < 1. Activation transfer to a next node
ceases when a node’s activation value drops be-
low a certain threshold T .

5 Strategies for Interpreting
Activations

After spreading has ceased, we are left with a
vector of nodes and their respective values of
activation (an activation vector). We wish to
translate this activation vector into a score re-
sembling strength of association or relatedness
between the two initial nodes.

We approach this problem using two differ-
ent approaches, the Target Activation Approach
(TAA) and the Agglomerative Approach (AA).
These approaches are based on two distinct hy-
potheses, namely: Relatedness between two
nodes can be measured as either 1) the ratio of

initial energy that reaches the target node, or 2)
the amount of overlap between their individual
activation vectors by spreading from both nodes
individually.

Target Activation Approach (TAA)
To measure the relatedness between vi and vj ,
we set ai to some initial valueKinit (usually 1.0),
and all node activations including aj = 0. Af-
ter the SA process has terminated, vj is activated
with some aj,in. Relatedness is computed as the
ratio simTAA(vi, vj) , aj,in

Kinit
.

Agglomerative Approach (AA)
The second approach is called the Agglomera-
tive Approach since we agglomerate all activa-
tions into one score resembling relatedness. Af-
ter spreading has terminated, relatedness is com-
puted as the amount of overlap between the indi-
vidual nodes’ activation vectors, using either the
cosine similarity (AA-cos), or an adapted ver-
sion of the information theory based WLM (Wit-
ten and Milne, 2008) measure.

Assume the same set of initial nodes vi and
vj . Let Ak be the N -dimensional vector of real-
valued activation values obtained by spreading
over the N nodes in the graph from node vk
(called an activation vector). We use akx to de-
note the element at position x in Ak. Further-
more, let Vk = {vk1, ..., vkM} denote the set of
M nodes activated by spreading from vk, i.e. the
set of identifiers of nodes with non-zero activa-
tions in Ak after spreading has terminated (and
therefore M ≤ N ).

We then define the cosine Agglomerative Ap-
proach (henceforth called AA-cos) as

simAA,cos(Ai,Aj)

, Ai ·Aj

||Ai||||Aj ||
(4)

For our adaptation of the Wikipedia Link-based
Measure (WLM) approach to spreading activa-
tion, we define the WLM Agglomerative Ap-
proach (henceforth called AA-wlm2) as

2AA-wlm is our adaptation of WLM (Witten and Milne,
2008) for SA, not to be confused with their method, which
we simply call WLM.
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simAA,wlm(Vi,Vj)

, log(max(|Vi|,|Vj|))−log(|Vi∩Vj|)
log(|G|)−log(min(|Vi|,|Vj|)) (5)

with |G| representing the number of nodes in the
entire Wikipedia hyperlink graph. Note that the
AA-wlm method does not take activations into
account, while the AA-cos method does.

6 Spreading Activation Algorithm

Both the TAA and AA approaches described
above rely on a function to spread activation
from one node to all its neighbours, and itera-
tively to all their neighbours, subject to the con-
straints listed. TAA stops at this point and com-
putes relatedness as the ratio of energy received
to energy sent between the target and source
node respectively. However, AA repeats the pro-
cess from the target node and computes related-
ness as some function (cosine or information the-
ory based) of the two activation vectors, as given
by Equation 4 and Equation 5.

We therefore define SPREAD UNIDIR() as
shown in Algorithm 1. Prior to spreading from
some node vi, its activation value ai is set to
some initial activation value Kinit (usually 1.0).
The activation vector A is a dynamic node-
value-pair list, updated in-place. P is a dynamic
list of nodes in the path to vi to avoid cycles.

7 Parameter Optimisation:
Inter-concept Similarity

The model for SA as introduced in this paper re-
lies on several important parameters, namely the
spreading strategy (TAA, AA-cos, or AA-wlm),
weighting scheme (pure ED, ILF, and NILF),
maximum path length Lp,max, network decay d,
and threshold T . These parameters have a large
influence on the accuracy of the proposed tech-
nique, and therefore need to be optimised.

Experimental Method
In order to compare our method with results re-
ported by Gabrilovich and Markovitch (2007)
and Witten and Milne (2008), we followed
the same approach by randomly selecting

Algorithm 1 Pseudo code to spread activation
depth-first from node vi up to level Lp,max, us-
ing global decay d, and threshold T , given an
adjacency list graph structure G and a weighting
scheme W such that 0 < wij ∈W < 1.
Require: G,Lp,max, d, T

function SPREAD UNIDIR(vi,A,P)
if (vi, ai) /∈ A or ai < T then . Threshold

return
end if
Add vi to P . To avoid cycles
for vj ∈ N(vi) do . Process neighbours

if (vj , aj) /∈ A then
aj = 0

end if
if vj /∈ P and |P| ≤ Lp,max then

a∗j = aj + ai ∗ wij ∗ d
Replace (vj , aj) ∈ A with (vj , a

∗
j )

SPREAD UNIDIR(vj ,A,P)
end if

end for
return

end function

50 word-pairs from the WordSimilarity-353
dataset (Gabrilovich, 2002) and correlating
our method’s scores with the human-assigned
scores. To reduce the possibility of overestimat-
ing the performance of our technique on a sam-
ple set that happens to be favourable to our tech-
nique, we furthermore implemented a technique
of repeated holdout (Witten and Frank, 2005):

Given a sample test set of N pairs of words
with human-assigned ratings of relatedness, ran-
domly divide this set into k parts of roughly
equal size3. Hold out one part of the data and
iteratively evaluate the performance of the algo-
rithm on the remaining k−1 parts until all k parts
have been held out once. Finally, average the al-
gorithm’s performance over all k runs into one
score resembling the performance for that set of
parameters.

Since there are five parameters (spreading
strategy, weighting scheme, path length, network
decay, and threshold), a grid search was imple-
mented by holding three of the five parameters
constant, and evaluating combinations of decay
and threshold by stepping over the possible pa-
rameter space using some step size. A coarse-
grained grid search was first conducted with step

3k was chosen as 5.

50



Table 1: Spreading results by spreading
strategy (TAA=Target Activation Approach,
AA=Agglomerative Approach, Lp,max = max-
imum path length used, ED=energy distri-
bution only, ILF=Inverse Link Frequency,
NILF=normalised ILF.) Best results in bold.

Strategy ρmax Parameters

TAA 0.56 ED, Lp,max=3, d=0.6, T=0.001

AA-wlm 0.60 NILF, Lp,max=3, d=0.1, T=10−6

AA-cos 0.70 ILF, Lp,max=3, d=0.5, T=0.1

size of 0.1 over d and a logarithmic scale over
T , thus T = {0, 0.1, 0.01, 0.001, ..., 10−9}. The
best values for d and T were then chosen to con-
duct a finer-grained grid search.

Influence of the different Parameters

The spreading strategy determines how activa-
tions resulting from the spreading process are
converted into scores of relatedness or similar-
ity between two nodes. Table 1 summarises the
best results obtained for each of the three strate-
gies, with the specific set of parameters that were
used in each run.

Results are better using the AA (ρmax =
0.70 for AA-cos) than using the TAA (ρmax =
0.56). Secondly, the AA-cos spreading strat-
egy significantly outperforms the AA-wlm strat-
egy over this sample set (ρmax,wlm = 0.60
vs ρmax,cos = 0.70). These results compare
favourably to similar inter-concept results re-
ported for WLM (Witten and Milne, 2008) (ρ =
0.69) and ESA (Gabrilovich and Markovitch,
2007) (ρ = 0.75).

Maximum path length Lp,max is related to
how far one node can spread its activation in the
network. We extend the first-order link model
used by WLM, by approaching the link structure
as an associative network and by using spreading
activation.

To evaluate if this is a useful approach, tests
were conducted by using maximum path lengths
of one, two, and three. Table 2 summarises
the results for this experiment. Increasing path
length from one to two hops increases per-
formance from ρmax = 0.47 to ρmax =

Table 2: Spreading results by maximum path
length Lp,max. Best results in bold.

Lp,max ρmax Parameters

1 0.47 TAA, ED/ILF/NILF

2 0.66 AA-cos, ILF, d=0.4, T=0.1

3 0.70 AA-cos, ILF, d=0.5, T=0.1

Table 3: Spreading results by weighting scheme
w. Best results in bold.
w ρmax Parameters

NILF 0.63 AA-cos, Lp,max = 3, d=0.9, T=0.01

ED 0.64 AA-cos, Lp,max = 3, d=0.9, T=0.01

ILF 0.70 AA-cos, Lp,max = 3, d=0.5, T=0.1

0.66. Moreover, increasing Lp,max from two to
three hops furthermore increases performance to
ρmax = 0.70.

In an associative network, each link has a
real-valued weight denoting the strength of as-
sociation between the two nodes it connects.
The derived Wikipedia hyperlink graph lacks
these weights. We therefore proposed three new
weighting schemes (pure ED, ILF, and NILF) to
estimate these weights.

Table 3 summarises the best performances us-
ing the different weighting schemes. ILF outper-
forms both ED and NILF. Furthermore, both ED
and NILF perform best using higher decay val-
ues (both 0.9) and lower threshold values (both
0.01), compared to ILF (0.5 and 0.1 respectively
for d and T ). We attribute this observation to
the boosting effect of the ILF weighting scheme
for less connected nodes, and offer the following
explanation:

Recall from the section on ILF that in our
model, strongly connected nodes are viewed as
more general, and nodes with low in-degrees
are seen as very specific concepts. We argued
that a path connecting two concepts via these
more specific concepts are more indicative of
a stronger semantic relationship than through
some very general concept. In the ILF weighting
scheme, paths containing these less connected
nodes are automatically boosted to be more im-
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portant. Therefore, by not boosting less mean-
ingful paths, a lower decay and higher threshold
effectively limits the amount of non-important
nodes that are activated, since their activations
are more quickly decayed, whilst at the same
time requiring a higher threshold to continue
spreading. Boosting more important nodes can
therefore lead to activation vectors which capture
the semantic context of the source nodes more
accurately, leading to higher performance.

8 Computing document similarity

To compute document similarity, we first extract
key representative Wikipedia concepts from a
document to produce document concept vec-
tors4. This process is known as wikifica-
tion (Csomai and Mihalcea, 2008), and we used
an implementation of Milne and Witten (2008).
This produces document concept vectors of the
form Vi = {(id1, w1), (id2, w2), ...} with idi
some Wikipedia article identifier andwi a weight
denoting how strongly the concept relates to the
current document. We next present two algo-
rithms, MAXSIM and WIKISPREAD, for com-
puting document similarity, and test these over
the Lee (2005) document similarity dataset, a
set of 50 documents between 51 and 126 words
each, with the averaged gold standard similarity
ratings produced by 83 test subjects (see (Lee et
al., 2005)).

The first metric we propose is called
MAXSIM (see Algorithm 2) and is based on
the idea of measuring document similarity by
pairing up each Wikipedia concept in one docu-
ment’s concept vector with its most similar con-
cept in the other document. We average those
similarities to produce an inter-document simi-
larity score, weighted by how strongly each con-
cept is seen to represent a document (0 < pi <
1). The contribution of a concept is further
weighted by its ILF score, so that more specific
concepts contribute more to final relatedness.

The second document similarity metric we
propose is called the WIKISPREAD method and
is a natural extension of the inter-concept spread-

4Vectors of Wikipedia topics (concepts) and how
strongly they are seen to relate to the current document.

Algorithm 2 Pseudo code for the MaxSim al-
gorithm for computing inter-document similar-
ity. vi is a Wikipedia concept and 0 < pi < 1
how strongly it relates to the current document.
Require: ILF lookup function

function MAXSIM(V1,V2)
num=0
den=0
for (vi, pi) ∈ V1 do

sk = 0 . sk = maxj sim(vi, vj)
for vj ∈ V2 do . Find most related topic

sj = sim(vi, vj)
if sj > sk then

vk = vj. Topic in V2 most related to vi
sk = sj

end if
end for
num += skpiILF(vk)
den += ILF(vk)

end for
return num / den

end function

Algorithm 3 Pseudo code for the WikiSpread al-
gorithm for computing inter-document similar-
ity. Kinit = 1.0.

function WIKISPREAD(V1,V2)
A1 = ∅ . Dynamic activation vectors.
A2 = ∅
for (vi, pi) ∈ V1 do . Document 1

ai = Kinit · pi . Update ai ∝ pi
Add (vi, ai) to A1

SPREAD UNIDIR(vi,A1, ∅)
end for
for (vj , pj) ∈ V2 do . Document 2

aj = Kinit · pj
Add (vj , aj) to A2

SPREAD UNIDIR(vj ,A2, ∅)
end for
Compute similarity using AA-cos or AA-wlm

end function

ing activation work introduced in the previous
section. We view a document concept vector as
a cluster of concepts, and build a single docu-
ment activation vector (see Algorithm 3) – i.e. a
vector of article ids and their respective activa-
tions – for each document, by iteratively spread-
ing from each concept in the document concept
vector. Finally, similarity is computed using ei-
ther the AA-cos or AA-wlm methods given by
Equation 4 and Equation 5 respectively.

Knowledge-based approaches such as the
Wikipedia-based methods can capture more
complex lexical and semantic relationships than

52



Table 4: Summary of final document similarity
correlations over the Lee & Pincombe document
similarity dataset. ESA score from Gabrilovich
and Markovitch (2007).

Pearson ρ

Cosine VSM (with tf-idf) only 0.56

MaxSim method 0.68

WikiSpread method 0.62

ESA 0.72

Combined (Cosine + MaxSim) 0.72

keyword-matching approaches, however, noth-
ing can be said about concepts not adequately
represented in the underlying knowledge base
(Wikipedia). We therefore hypothesise that com-
bining the two approaches will lead to more ro-
bust document similarity performance. There-
fore, the final document similarity metric we
evaluate (COMBINED) is a linear combination
of the best-performing Wikipedia-based meth-
ods described above, and the well-known Vector
Space Model (VSM) with cosine similarity and
tf-idf (Salton and McGill, 1983).

Results

The results obtained on the Lee (2005) document
similarity dataset using the three document sim-
ilarity metrics (MAXSIM, WIKISPREAD, and
COMBINED) are summarised in Table 4. Of
the two Wikipedia-only methods, the MaxSim
method achieves the best correlation score of
ρ = 0.68. By combining the standard co-
sine VSM with tf-idf with the MaxSim metric
in the ratio λ and (1 − λ) for 0 < λ < 1,
and performing a parameter sweep over λ, we
can weight the contributions made by the indi-
vidual methods and observe the effect this has
on final performance. The results are shown
in Fig 1. Note that both methods contribute
equally (λ = 0.5) to the final best correlation
score of ρ = 0.72. This suggests that selective
knowledge-based augmentation of simple VSM
methods can lead to more accurate document
similarity performance.

Figure 1: Parameter sweep over λ showing con-
tributions from cosine (λ) and Wikipedia-based
MAXSIM method (1 − λ) to the final perfor-
mance over the Lee (2005) dataset.

9 Conclusion

In this paper, the problem of computing con-
ceptual similarity between concepts and docu-
ments are approached by spreading activation
over Wikipedia’s hyperlink graph. New strate-
gies are required to infer weights of associa-
tion between articles, and for this we introduce
and test three new weighting schemes and find
our Inverse Link-Frequency (ILF) to give best
results. Strategies are also required for trans-
lating resulting activations into scores of relat-
edness, and for this we propose and test three
new strategies, and find that our cosine Agglom-
erative Approach gives best results. For com-
puting document similarity, we propose and test
two new methods using only Wikipedia. Finally,
we show that using our best Wikipedia-based
method to augment the cosine VSM method us-
ing tf-idf, leads to the best results. The final
result of ρ = 0.72 is equal to that reported
for ESA (Gabrilovich and Markovitch, 2007),
while requiring less than 10% of the Wikipedia
database required for ESA. Table 4 summarises
the document-similarity results.

Acknowledgements

We thank Michael D. Lee for his document simi-
larity data and MIH Holdings Ltd. for financially
supporting this research.

53



References
Berger, Helmut, Michael Dittenbach, and Dieter

Merkl. 2004. An adaptive information retrieval
system based on associative networks. APCCM
’04: Proceedings of the first Asian-Pacific confer-
ence on Conceptual Modelling, pages 27–36.

Budanitsky, A. and G. Hirst. 2001. Semantic dis-
tance in WordNet: An experimental, application-
oriented evaluation of five measures. In Work-
shop on WordNet and Other Lexical Resources,
volume 2. Citeseer.

Collins, A.M. and E.F. Loftus. 1975. A spreading-
activation theory of semantic processing. Psycho-
logical review, 82(6):407–428.

Crestani, F. 1997. Application of Spreading Activa-
tion Techniques in Information Retrieval. Artifi-
cial Intelligence Review, 11(6):453–482.

Csomai, A. and R. Mihalcea. 2008. Linking docu-
ments to encyclopedic knowledge. IEEE Intelli-
gent Systems, 23(5):34–41.

Gabrilovich, E. and S. Markovitch. 2007. Comput-
ing Semantic Relatedness Using Wikipedia-based
Explicit Semantic Analysis. Proceedings of the
20th International Joint Conference on Artificial
Intelligence, pages 6–12.

Gabrilovich, E. 2002. The WordSimilarity-353 Test
Collection. Using Information Content to Evalu-
ate Semantic Similarity in a Taxonomy.

Lee, M.D., B. Pincombe, and M. Welsh. 2005. A
Comparison of Machine Measures of Text Docu-
ment Similarity with Human Judgments. In 27th
Annual Meeting of the Cognitive Science Society
(CogSci2005), pages 1254–1259.

Lyman, P. and H.R. Varian. 2003. How much
information? http://www2.sims.
berkeley.edu/research/projects/
how-much-info-2003/index.htm. Ac-
cessed: May, 2010.

Metzler, Donald and W. Bruce Croft. 2006. Beyond
bags of words: Modeling implicit user preferences
in information retrieval. AAAI’06: Proceedings of
the 21st National Conference on Artificial Intelli-
gence, pages 1646–1649.

Milne, David and Ian H. Witten. 2008. Learning to
link with wikipedia. CIKM ’08: Proceeding of the
17th ACM Conference on Information and Knowl-
edge Management, pages 509–518.

Preece, SE. 1982. Spreading Activation Network
Model for Information Retrieval. Ph.D. thesis.

Salton, G. and M.J. McGill. 1983. Introduction to
Modern Information Retrieval. McGraw-Hill New
York.

Tran, T., P. Cimiano, S. Rudolph, and R. Studer.
2008. Ontology-based Interpretation of Keywords
for Semantic Search. The Semantic Web, pages
523–536.

Witten, I.H. and E. Frank. 2005. Data Min-
ing: Practical Machine Learning Tools and Tech-
niques. Morgan Kaufmann.

Witten, I.H. and D. Milne. 2008. An Effective, Low-
Cost Measure of Semantic Relatedness Obtained
From Wikipedia Links. In Proceeding of AAAI
Workshop on Wikipedia and Artificial Intelligence:
an Evolving Synergy, AAAI Press, Chicago, USA,
pages 25–30.

Yeh, E., D. Ramage, C.D. Manning, E. Agirre, and
A. Soroa. 2009. WikiWalk: Random walks on
Wikipedia for semantic relatedness. In Proceed-
ings of the 2009 Workshop on Graph-based Meth-
ods for Natural Language Processing, pages 41–
49. Association for Computational Linguistics.

54



Proceedings of the 2nd Workshop on “Collaboratively Constructed Semantic Resources”, Coling 2010, pages 55–62,
Beijing, August 2010

Identifying and Ranking Topic Clusters in the Blogosphere 

M. Atif Qureshi 
Korea Advanced Institute of  

Science and Technology  
atifms@kaist.ac.kr 

Arjumand Younus                    
Korea Advanced Institute of 

Science and Technology  
arjumandms@kaist.ac.kr 

Muhammad Saeed 
University of Karachi  
saeed@uok.edu.pk 

Nasir Touheed                    
Institute of Business Administra-

tion 
ntouheed@iba.edu.pk 

Abstract 

The blogosphere is a huge collaboratively 
constructed resource containing diverse 
and rich information. This diversity and 
richness presents a significant research 
challenge to the Information Retrieval 
community. This paper addresses this 
challenge by proposing a method for 
identification of “topic clusters” within 
the blogosphere where topic clusters 
represent the concept of grouping togeth-
er blogs sharing a common interest i.e. 
topic, the algorithm takes into account 
both the hyperlinked social network of 
blogs along with the content in the blog 
posts. Additionally we use various forms 
and parts-of-speech of the topic to pro-
vide a broader coverage of the blogos-
phere. The next step of the method is to 
assign topic-specific ranks to each blog 
in the cluster using a metric called “Topic 
Discussion Rank,” that helps in identify-
ing the most influential blog for a specif-
ic topic. We also perform an experimen-
tal evaluation of our method on real blog 
data and show that the proposed method 
reaches a high level of accuracy. 

1 Introduction 

With a proliferation of Web 2.0 services and ap-
plications there has been a major paradigm shift 
in the way we envision the World Wide Web 

(Anderson, 2007; O’Reilly, 2005). Previously the 
Web was considered as a medium to access in-
formation in a read-only fashion. Weblogs or 
blogs is one such application that has played an 
effective role in making the Web a social gather-
ing point for masses. The most appealing aspect 
of blogs is the empowerment they provide to 
people on the World Wide Web by enabling 
them to publish their own opinions, ideas, and 
thoughts on many diverse topics of their own 
interest generally falling into politics, economics, 
sports, technology etc.  A blog is usually like a 
personal diary (Sorapure, 2003) with the differ-
ence that it's now online and accessible to remote 
people, it consists of posts arranged chronologi-
cally by date and it can be updated on a regular 
basis by the author of the blog known as blogger. 
Moreover bloggers have the option to link to 
other blogs thereby creating a social network 
within the world of blogs called the blogos-
phere – in short the blogosphere is a collabora-
tively constructed resource with rich information 
on a wide spectrum of topics having characteris-
tics very different from the traditional Web. 
   However with these differing characteristics of 
blogs arise many research challenges and this is 
in particular the case for the Information Retriev-
al domain. One important problem that arises 
within this huge blogosphere (Sifry, 2009) is 
with respect to identification of topic clusters. 
Such a task involves identification of the key 
blog clusters that share a common interest point 
(i.e., topic) reflected quite frequently through 
their blog posts. This is a special type of cluster-
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ing problem with useful applications in the do-
main of blog search as Mishne and de Rijke 
(2006) point out in their study of blog search 
about the concept queries submitted by users of 
blog search systems.  
   Moreover ranking these bloggers with respect 
to their interest in the topic is also a crucial task 
in order to recognize the most influential blogger 
for that specific topic. However the blog ranking 
problem has a completely different nature than 
the web page ranking problem and link populari-
ty based algorithms cannot be applied for ranking 
blogs. The reasons for why link based methods 
cannot be used for blog ranking are as follows:  

 

Blogs have very few links when com-
pared to web pages; Leskovec et al. 
report that average number of links 
per blog post is only 1.6 links (2007). 
This small number of links per blog 
results in formation of very sparse 
network especially when trying to find 
blogs relevant to a particular topic. 

 

Blog posts are associated with a time-
stamp and they need some time for 
getting in-links. In most of the cases 
when they receive the links the topics 
which they talk about die out. 

 

When link based ranking techniques are 
used for blogs, bloggers at times as-
sume the role of spammers and try to 
exploit the system to boost rank of 
their blogs.  

   In this paper we propose a solution for identifi-
cation of topic clusters from within the blogos-
phere for any topic of interest. We also devise a 
way to assign topic-specific ranks for each iden-
tified blog within the topic cluster. The cluster is 
identified by the calculation of a metric called 
“Topic Discussion Isolation Rank (TDIR).” Each 
blog in the cluster is also assigned a topic rank 
by further calculation of another metric “Topic 
Discussion Rank (TDR).” The first metric 
"TDIR" is applied to a blog in isolation for the 
topic under consideration and the second metric 
"TDR" takes into account the blog’s role in its 
neighborhood for that specific topic. Our work 
differs from past approaches (Kumar et al., 2003; 
Gruhl et al., 2004; Chi et al., 2007; Li et al., 2009) 
in that it takes into consideration both the links 

between the blogs as well as the content in the 
blog posts whereas a majority of the past me-
thods follow only link structure. Furthermore we 
make use of some natural language processing 
techniques to ensure better coverage of our clus-
ter-finding and ranking methodology. We also 
perform an experimental evaluation of our pro-
posed solution and release the resultant data of 
blog clusters and the ranks as an XML corpus.  
   The remainder of this paper is organized as 
follows. Section 2 presents a brief summary of 
related work in this dimension and explains how 
our proposed methodology differs from these 
works. Section 3 explains the concept of “topic 
clusters” in detail along with a description of our 
solution for clustering and ranking blogs on basis 
of topics. Section 4 explains our experimental 
methodology and presents our experimental 
evaluations on a corpus of 50,471 blog posts ga-
thered from 102 blogs. Section 5 concludes the 
paper with a discussion of future work in this 
direction.  

2 Related Work 

Given the vast amount of useful information in 
the blogosphere there have been many research 
efforts for mining and analysis of the 
blogosphere. This section reviews some of the 
works that are relevant to our study.  
   There have been several works with respect to 
community detection in the blogosphere: one of 
the oldest works in this dimension is by Kumar 
et al. who studied the bursty nature of the 
blogosphere by extracting communities using the 
hyperlinks between the blogs (2003). Gruhl et al. 
proposed a transmission graph to study the flow 
of information in the blogosphere and the 
proposed model is based on disease-propagation 
model in epidemic studies (2004). Chi et al. 
studied the evolution of blog communities over 
time and introduced the concept of community 
factorization (2007). A fairly recent work is by 
Li et al. that studies the information propagation 
pattern in the blogosphere through cascade 
affinity which is an inclination of a blogger to 
join a particular blog community (2009). Apart 
from detection of communities within the 
blogosphere another related study which has 
recently attracted much interest is of identifying 
influentials within a “blog community” 
(Nakajima et al., 2005; Agarwal et al., 2008). All 
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these works base their analysis on link structure 
of the blogosphere whereas our analytical model 
differs from these works in that it assigns topic 
based ranks to the blogs by taking into account 
both links and blog post’s contents.  

Along with the community detection problem 
in the blogosphere there has also been an increas-
ing interest in ranking blogs. Fujimura et al. 
point out the weak nature of hyperlinks in the 
web blogs and due to that nature they devise a 
ranking algorithm for blog entries that uses the 
structural characteristic of blogs; the algorithm 
enables a new blog entry or other entries that 
have no in-links to be rated according to the past 
performance of the blogger (2005). There is a 
fairly recent work closely related to ours per-
formed by Hassan et al (2009) and this work 
identifies the list of particularly important blogs 
with recurring interest in a specific topic; their 
approach is based on lexical similarity and ran-
dom walks. 

3 Cluster Finding and Ranking Metho-
dology 

In this section we explain the concept of “topic 
clusters” in detail and go into the details of why 
we deviate from the traditional term of “blog 
community” in the literature. After this signifi-
cant discussion we then move on to explain our 
proposed method for identification and ranking 
of the “topic clusters” in the blogosphere: two 
metrics “topic discussion isolation rank” and 
“topic discussion rank” are used for this purpose.  

3.1 Topic Clusters 

As explained in section 2 the problem of group-
ing together blogs has been referred to as the 
“community detection problem” in the literature. 
However an aspect ignored by most of these 
works is the contents of the blogs. Additionally 
most of the works in this dimension find a blog 
community by following blog threads’ discus-
sions/conversations (Nakajima et al., 2005; 
Agarwal et al., 2008) which may not always be 
the case as blogs linking to each other are not 
necessarily part of communications or threads. 

With the advent of micro blogging tools such 
as Twitter (Honeycutt and Herring, 2009) the 
role of blogs as a conversational medium has 
diminished and bloggers link to each other as a 
socially networked cluster by linking to their 

most favorite blogs on their home page as is 
shown in the snapshot of a blog in Figure 1:     

Normally those bloggers link to each other 
that have similar interests and importantly talk 
about same topics. Hence the idea of topic cluster 
is used to extract those clusters from the blogos-
phere that have  strong interest in some specific 
topics which they mention frequently in their 
blog posts and additionally they form a linked 
cluster of blogs. As pointed out by Hassan et al. 
the “task of providing users with a list of particu-
larly important blogs with a recurring interest in 
a specific topic is a problem that is very signifi-
cant in the Information Retrieval domain” 
(2009). For the purpose of solving this problem 
we propose the notion of “topic clusters.” The 
task is much different from traditional communi-

Figure 1: Blog Showing the List of Blogs it Follows 
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ty detection in the blogosphere as it utilizes both 
content and link based analysis. The process of 
finding topic clusters is carried out by calculating 
a metric “Topic Discussion Isolation Rank” 
which we explain in detail in section 3.3. 

3.2 Rank Assignment to Topic Clusters 

As we explained in section 1, due to the unique 
nature of the blogosphere, traditional link-based 
methods such as PageRank (Page et al., 1998) 
may not be appropriate for the ranking task in 
blogs. This is the main reason that we use the 
content of blog posts and lexical similarity in 
blog posts along with links for the rank assign-
ment function that we propose. Furthermore we 
take a blog as aggregate of all its posts for the 
retrieval task.  

3.3 Topic Discussion Isolation Rank 

Topic Discussion Isolation Rank is a metric that 
is used to find the cluster of blogs for a specific 
topic. It takes each blog in isolation and analyses 
the contents of its posts to discover its interest in 
a queried topic. We consider a blog along three 
dimensions as Figure 2 shows:                

As mentioned in section 1 of this paper we 
utilize some natural language processing tech-
niques to ensure better coverage of our cluster-
finding and ranking methodology: those tech-
niques are applied along the part of speech di-
mension shown in Figure 1, for a given topic we 
analyze blog post contents not only for that par-
ticular topic but also for its associated adjectives 
and adverbs i.e. the topic itself is treated as a 
noun and its adjectives and adverbs are also used. 
For example if the topic of interest is “democra-

cy” we will also analyze the blog post contents 
for adjective “democratic” and adverb “demo-
cratically.” Furthermore, a weight in descending 
order is assigned to the noun (denoted as wn), 
adjective (denoted as wadj) and adverb (denoted 
as wadv) of the queried topic where wn>wadj>wadv.  
This approach guarantees better coverage of the 
blogosphere and the chances of missing out blogs 
that have interest in the queried topic are minim-
al. The blog post number denotes the number of 
the post in which the word is found and occur-
rence is a true/false parameter denoting whether 
or not the word exists in the blog post. Based on 
these three dimensions we formulated the TDIR 
metric as follows:  

1+ (nnounx wn)+(nadjective x wadj)+(nadverbx wadv) 
Number of total posts  

   Here wn, wadj and wadv are as explained pre-
viously in this section and nnoun denotes the num-
ber of times nouns are found in all the blog posts, 
nadjective denotes the number of times adjectives 
are found in all the blog posts and nadverb denotes 
the number of times adverbs are found in all the 
blog posts. This metric is calculated for each 
blog in isolation and the blogs that have TDIR 
value of greater than 1 are considered part of the 
topic cluster. 

Additionally we also use various forms of the 
queried topic in the calculation of TDIR as this 
also ensures better coverage during the cluster 
detection process. In the world of the blogos-
phere, bloggers have all the freedom to use what-
ever terms they want to use for a particular topic 
and it is this freedom which adds to the difficulty 
of the Information Retrieval community. Within 
the TDIR metric we propose use of alternate 
terms/spellings/phrases for a given topic – an 
example being the use of “Obama” by some 
bloggers and “United States first Black Presi-
dent” or “United States’ Black President” by oth-
ers. Such ambiguity with respect to posts talking 
about same topic but using different phras-
es/spellings/terms can be resolved by using a 
corpus-based approach with listing of alternate 
phrases and terms for the broad topics. Moreover 
the weights used for each of the part of speech 
“noun”, “adjective” and “adverb” in the TDIR 
metric can be adjusted differently for different 
topics with some topics having a stronger indica-

Figure 2: Blog TDIR Dimensions 
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tion of discussion of that topic through occur-
rence of noun and some through occurrence of 
adjective or adverb. Some examples of these var-
ious measures are shown in our experimental 
evaluations that are explained in section 4. 

3.4 Topic Discussion Rank 

After the cluster-finding phase we perform the 
ranking step by means of Topic Discussion Rank. 
It is in this phase that the socially networked and 
linked blogs play a role in boosting each other’s 
ranks. It is reasonable to assign a higher topic 
rank to a blog that has interest in the specific top-
ic and is also a follower of many blogs with simi-
lar topic discussions than one that mentions the 
topic under consideration but does not link to 
other similar blogs: Topic Discussion Rank does 
that by taking into account both link structure 
and TDIR explained in previous section. This has 
the advantage of taking into account both factors: 
the content of the blog posts and the link struc-
ture of its neighborhood. 

The following piecewise function shows how 
the metric Topic Discussion Rank is calculated:       

Explanation of notations used:  
b - blog  
o : (o,b) – outlinks from blog b  

The TDR is same as the TDIR in case of the 
blog having zero outlinks as such a blog exists in 
isolation and does not have a strong participation 
within the social network of the blogosphere. In 
the case of a blog having one or more outlinks to 
other blogs we add its own TDIR to the factor  

.   

Here matching links represent blogs that are 
part of topic cluster for a given topic (i.e. those 
having TDIR greater than 1 as explained in sec-
tion 3.3) and each matching link’s TDIR is 
summed up and multiplied by a factor called 

damp. Note that summation of TDIR is used in 
the first iteration only, in the other iterations it is 
replaced by TDR of the blogs.  

Furthermore it is important to note that the 
process of TDR computation is an iterative one 
similar to PageRank (Page et al., 1998) computa-
tion, however the termination condition is unlike 
PageRank in that PageRank terminates when 
rank values are normalized whereas our approach 
uses the blog depth as a termination condition 
which is an adjustable parameter. Due to the 
changed termination condition the role of spam 
blogs is minimized. 

The damping factor damp is introduced to mi-
nimize biasness as is explained below. Consider 
the two blogs as shown with the link structure 
represented by arrows:      

In this case let’s assume the TDIR of blog A is 
2 and the TDIR of blog B is 1. Using the formu-
lation for TDR without the damping factor we 
would have 2+(1/1x1)=3 for blog A and 
1+(1/1x2)=3 for blog B which is not the true ref-
lection of their topic discussion ranks. However 
when we use the damping factor the resultant 
TDR’s are 2+(1/1x1x0.9)=2.9 for blog A and 
1+(1/1x2x0.9)=2.8 for blog B and this more cor-
rectly represents the topic discussion ranks of 
both the blogs. 

4 Experimental Evaluations 

This section presents details of our experiments 
on real blog data. We use precision and recall to 
measure the effectiveness of our approach of 
cluster-finding. The experimental data is released 
as an XML corpus which can be downloaded 
from: 
http://unhp.com.pk/blogosphereResearch/data.tar
.gz. 

Figure 3: Example for Damping Factor Explanation  
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4.1 Data and Methodology 

The data used in the experiments was gathered 
from 102 blog sites which comprised of 50,471 
blog posts. Currently we have restricted the data 
set to only the blogspot domain (blogger.com 
service by Google).We used four blog sites as 
seeds and from them the link structure of the 
blogs was extracted after which the crawl (Qure-
shi et al., 2010) was performed using the XML 
feeds of the blogs to retrieve all the posts in each 
blog. Each blog had an average of 494 posts. 

The topics for which we perform the experi-
ments of finding TDIR and TDR were taken to 
be “compute”, “democracy”, “secularism”, 
“bioinformatics”, “haiti” and “obama.”  

The measures that we use to assess the accura-
cy of our method are precision and recall which 
are widely used statistical classification measures 
for the Information Retrieval domain. The two 
measures are calculated using equations 4.1 and 
4.2:  

Precision =    |Ct nCa|            (4.1) 
  |Ca|   

Recall  =      |Ct nCa|              (4.2)  
|Ct| 

Here Ca represents the topic cluster set found 
using our algorithm i.e. the set of blogs that have 
interest in the queried topic, in other words it is 
the set of the blogs that have TDIR greater than 1. 
Ct represents the true topic cluster set meaning 
the set of those blogs that not just mention the 
topic but are really interested in it. The reason for 
distinguishing between true cluster set Ct and 
algorithmic cluster set Ca is that our method just 
searches for the given keyword i.e. topic in all 
the posts and since natural language is so rich 
that just mentioning the topic does not represent 
the fact that the blog is a part of that topic cluster. 
Hence we use a human annotator/labeler for 
identification of the true cluster set from the set 
of the 102 blogs for each of the 6 topics that we 
used in our experiments.  

4.2 Results 

We plot the precision and recall graphs for the 
topics chosen. Figure 4 shows the graph for pre-
cision: 
       

The average precision was found to be 0.87 
which reflects the accurate relevance of our me-
thod. As can be seen from the graph in figure 4 
the precision falls below the 0.8 mark only for 
the topics compute and secularism – the reason 
for this is that for these two topics a higher pro-
portion of false positives were discovered. Not 
all the posts having the word “compute” were 
actually related to computing as found by human 
annotator. Same was the case for the word secu-
larism – since our method searches for adjective 
secular and adverb secularly in case of secular-
ism not being found hence there were some blogs 
in which secular was used but the blog’s focus 
was not in secularism as an idea. On the other 
hand precision measures for the topics “democ-
racy”, “obama”, “haiti” and “bioinformatics” 
were quite good because these words are likely 
to be found in the blogs that actually focus on 
them as a topic hence reducing the chances of 
false positives. 

Figure 5 shows the graph for recall:  

    The average recall was found to be 0.971 
which reflects the high coverage of our method. 
As the graph in figure 5 shows the recall value is 

Figure 4: Precision Graph for Chosen Topics  

 

Figure 5: Recall Graph for Chosen Topics  
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mostly close to 1 for the chosen topics. This high 
coverage is attributed to the part of speech di-
mension as discussed in section 3.3; this tech-
nique rules out the chances of false negatives and 
hence we obtain a high recall for our method. 

4.3 Additional Experiments 

In addition to experiments on the six coarse-
grained topics mentioned above we performed 
some additional experiments on two fine-grained 
topics and also repeated the experiment per-
formed on topic “Obama” with an additional 
term “Democrats.” On formulating the cluster 
with these two terms the precision increased 
from 0.907 to 0.95 which clearly shows that in-
corporation of extra linguistic features into the 
TDIR formulation ensures better results. Moreo-
ver the ranks of some blogs were found to be 
higher than the ranks obtained previously and 
this increase in rank was due to the fact that 
many posts had subject theme “Obama” but they 
used the term “Democrats” – when we used this 
alternate term the ranks i.e. TDR more correctly 
represented the role of the blogs in the cluster. 

The two fine grained topics for which we re-
peated our experiments were: healthcare bill and 
avatar. Additional terms were also included in 
the TDIR and TDR computation process which 
were as follows:  

healthcare bill – obamacare 
avatar- sky people,  jake sully  

These alternate terms were chosen as these are 
the commonly associated terms when these top-
ics are discussed. At this point we provided them 
as query topics but for future work our plan is to 
use a machine learning approach for learning 
these alternate phrases for each topic, and know-
ledge bases such as Wikipedia may also be used 
to gather the alternate terms for different topics. 

The precision for the topic healthcare bill was 
found to be 0.857 which had a negligible effect 
on excluding “obamacare”; however recall suf-
fered more on exclusion of alternate term “ob-
amacare” as it fell from 1 to 0.667. Results for 
the topic “avatar” however were quite different 
with a precision of 0.47 and a recall of 1; this 
was due to the large number of false positives 
that were retrieved for the term avatar and we 
found reason for this to be that our approach does 

not take into consideration case-sensitivity at this 
point hence it failed to distinguish between the 
term “avatar” and movie “Avatar”. Also in the 
case of topic “avatar” the alternate phrases did 
not have any effect and hence there is a need to 
refine the approach for fine-grained topics such 
as this one – we present future directions for re-
finement of our approach in section 5. 

5 Conclusions and Future Work 

In this paper we proposed the concept of “topic 
clusters” to solve the blog categorization task for 
the Information Retrieval domain. The proposed 
method offers a new dimension in blog commu-
nity detection and blog ranking by taking into 
account both link structure and contents of blog 
posts. Furthermore the natural language 
processing techniques we use provide a higher 
coverage thereby leading to a high average recall 
value of 0.971 in the experiments we performed. 
At the same time we achieved a good accuracy as 
was reflected by an average precision of 0.87. 

For future work we aim to combine our pro-
posed solution into a framework for auto genera-
tion of useful content on a variety of topics such 
as “blogopedia”; the content can be obtained au-
tomatically from the blog posts and in this way 
manual effort may be saved. We also plan to re-
fine our approach by taking into account the 
temporal aspects of blog posts such as time in-
terval between blog posts, start post date and 
time, end post data and time into our formulation 
for “Topic Discussion Isolation Rank” and “Top-
ic Discussion Rank”. Moreover as future direc-
tions of this work we plan to incorporate a ma-
chine learning framework for the assignment of 
the weights corresponding to each topic and for 
the additional phrases to use for each of the top-
ics that we wish to cluster.         
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Abstract

This paper introduces a website called
Minna no Hon’yaku(MNH, “Translation
for All”), which hosts online volunteer
translators. Its core features are (1) a
set of translation aid tools, (2) high qual-
ity, comprehensive language resources,
and (3) the legal sharing of translations.
As of May 2010, there are about 1200
users and 4 groups registered to MNH.
The groups using it include such major

Figure 1: Screenshot of “Minna no Hon’yaku”NGOs as Amnesty International Japan
site (http://trans- )and Democracy Now! Japan. aid.jp

1 Introduction

This paper introduces a website calledMinna Second, MNH provides comprehensive lan-
no Hon’yaku(MNH, “Translation for All”, Fig- guage resources, which are easily looked up in
ure 1), which hosts online volunteer translatorsQRedit. MNH, in cooperation with Sanseido,
(Utiyama et al., 2009).1 Its core features are (1) aprovides “Grand Concise English Japanese Dic-

set of translation aid tools, (2) high quality, com-tionary” (Sanseido, 2001) and plans to provide
prehensive language resources, and (3) the legal“Grand Concise Japanese English Dictionary”
sharing of translations. (Sanseido, 2002) in fiscal year 2010. These dic-

First, the translation aid tools in MNH con-tionaries have about 360,000 and 320,000 en-

sist of the translation aid editor, QRedit, a bilin-tries, respectively, and are widely accepted as

gual concordancer, and a bilingual term extrac-standard and comprehensive dictionaries among

tion tool. These tools help volunteer translatorstranslators. MNH also provides seamless access

to translate their documents easily as describedto the web. For example, MNH provides a dictio-

in Section 3. These tools also produce languagenary that was made from the English Wikipedia.

resources that are useful for natural languageThis enable translators to reference Wikipedia

processing as the byproduct of their use as de-articles during the translation process as if they

scribed in Section 4. are looking up dictionaries.

1Currently, MNH hosts volunteer translators who trans- Third, MNH uses Creative Commons Li-
late Japanese (English) documents into English (Japanese).censes (CCLs) to help translators share their
The English and Japanese interfaces are available athttp:

translations. CCLs are essential for sharing and//trans-aid.jp/en and http://trans-aid.
jp/ja , respectively. opening translations.
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Figure 2: Screenshot of QRedit

2 Related work

There are many translation support tools, such
as Google Translator Toolkit, WikiBABEL (Ku-
maran et al., 2009), BEYtrans (Bey et al., 2008),
Caitra (Koehn, 2009) and Idiom WorldServer
system,2 an online multilingual document man-
agement system with translation memory func-
tions.

The functions that MNH provides are closer
to those provided by Idiom WorldServer, but
MNH provides a high-quality bilingual dictio-
naries and functions for seamless Wikipedia and
web searches within the integrated translation
aid editor QRedit. It also enables translators to
share their translations, which are also used as
language resources.

3 Helping Volunteer translators

This section describes a set of translation aid
tools installed in MNH.

3.1 QRedit

QRedit is a translation aid system which is de-
signed for volunteer translators working mainly
online (Abekawa and Kageura, 2007). When a
URL of a source language (SL) text is given to
QRedit, it loads the corresponding text into the
left panel, as shown in Figure 2. Then, QRedit
automatically looks up all words in the SL text.
When a user clicks an SL word, its translation
candidates are displayed in a pop-up window.

2http://www.idiominc.com/en/

Figure 3: Screenshot of bilingual concordancer

3.2 Bilingual concordancer

The translations published on MNH are used
to make a parallel corpus by using a sentence
alignment method (Utiyama and Isahara, 2003).
MNH also has parallel texts from the Amnesty
International Japan, Democracy Now! Japan,
and open source software manuals (Ishisaka et
al., 2009). These parallel texts are searched by
using a simple bilingual concordancer as shown
in Figure 3.

3.3 Bilingual term extraction tool

MNH has a bilingual term extraction tool that
is composed of a translation estimation tool
(Tonoike et al., 2006) and a term extraction tool
(Nakagawa and Mori, 2003).

First, we apply the translation estimation tool
to extract Japanese term candidates and their En-
glish translation candidates. Next, we apply the
term extraction tool to extract English term can-
didates. If these English term candidates are
found in the English translation candidates, then,
we accept these term candidates as the transla-
tions of those Japanese term candidates.

4 Fostering language resources

Being a “one stop” translation aid tool for on-
line translators, MNH incorporates mechanisms
which enable users to naturally foster impor-
tant translation resources, i.e. terminological re-
sources and translation logs.
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4.1 Terminological resources

As with most translation-aid systems, MNH pro-
vides functions that enable users to register their
own terminologies. Users can assign the status
of availability to the registered terms. They can
keep the registered terms for private use, make
them available for a specified group of people,
or make them publicly available. Several NGO
groups are using MNH for their translation activ-
ities. For instance, Amnesty International, which
uses MNH, maintains a list of term translations
in the field of human rights by which translators
should abide. Thus groups such as Amnesty up-
load a pre-compiled list of terms and make them
available among volunteers. It is our assumption
and aim that these groups make their termino-
logical resources not only available among the
group but also publicly available, which will cre-
ate win-win situation: NGOs and other groups
which make their lists of terms available will
have more chance of recruiting volunteer trans-
lators, while MNH has more chance of attracting
further users.

At the time of writing this paper (May 2010),
56,319 terms are registered, of which 45,843 are
made publicly available. More than 80 per cent
of the registered terms are made public. Cur-
rently, MNH does not identify duplicated terms
registered by different users, but when the num-
ber of registered terms become larger, this and
other aspects of quality control of registered
terms will become an important issue.

4.2 Translation corpus

Another important language resources accumu-
lated on MNH is the translation corpus. As
mentioned in the introduction, being a hosting
site, MNH naturally accumulates source and tar-
get documents with a clear copyright status. Of
particular importance in MNH, however, is that
it can accumulate a corpus that contains draft
and final translations made by human together
with their source texts (henceforth SDF corpus
for succinctness). This type of corpus is im-
portant and useful, because it can be used for
the training of inexperienced translators (for in-
stance, the MeLLANGE corpus, which contains

different versions of translation, is well known
for its usefulness in translator training (MeL-
LANGE, 2009)) and also because it provides
a useful information for improving the perfor-
mance of machine translation and translation-aid
systems. While the importance of such corpora
has been widely recognized, the construction of
such a corpus is not easy because the data are
not readily available due to the reluctance on the
side of translators of releasing the draft transla-
tion data.

The basic mechanisms of accumulating SDF
corpus is simple. Translators using MNH save
their translations to keep the data when they fin-
ish the translation. MNH keeps the log of up
to 10 versions of translation for each document.
MNH introduced two saving modes, i.e. snap-
shot mode and normal mode. The translation
version saved in the normal mode is overwrit-
ten when the next version is saved. Translation
versions saved in snapshot mode are retained, up
to 10 versions. Translators can thus consciously
keep the versions of their translations.

MNH can collect not only draft and final trans-
lations made by a single translator, but also those
made by different translators. MNH has a func-
tion that enables users to give permission for
other translators registered with MNH to edit
their original translations, thus facilitating the
collaborative translations. Such permission can
be open-ended, or restricted to a particular group
of users.

This function is of particular importance
for NGOs, NPOs, university classes and other
groups involved in group-based translation. In
these groups, it is a common process in transla-
tion that a draft translation is first made by inex-
perienced translators, which is then revised and
finalized by experienced translators. If an inex-
perienced translator gives permission of editing
his/her draft translations to experienced transla-
tors, the logs of revisions, including the draft and
final versions, will be kept on MNH database.

This is particularly important and useful for
the self-training of inexperienced translators and
thus potentially extremely effective for NGOs
and other groups that rely heavily on volunteer
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Figure 4: Comparative view of different transla-
tion versions

translators. Many NGOs face chronically the
problem of a paucity of good volunteer transla-
tors. The retention rate of volunteer translators is
low, which increase the burden of a small num-
ber of experienced translators, leaving them no
time to give advice to inexperienced translators,
which further reduce the retention rate of volun-
teers. To overcome this vicious cycle, mecha-
nisms to enable inexperienced volunteer trans-
lators to train themselves in the cycle of actual
translation activities is urgently needed and ex-
pected to be highly effective. MNH provides a
comparative view function of any pairwise trans-
lation versions of the same document, as shown
in Figure 4. Translators can check which parts
are modified very easily through the compara-
tive view screen, which can effectively works as
a transfer of translation knowledge from experi-
enced translators to inexperienced translators.

At the time of writing this paper, MNH con-
tains 1850 documents that have more than one
translation versions, of which 764 are published.
The number of documents translated by a group
(more than one translator) is 110, of which 48 are
published. Although the number of translations
made by more than one translators is relatively
small, they are steadily increasing both in num-
ber and in ratio.

5 Conclusion

We have developed a website calledMinna no
Hon’yaku(MNH, “Translation for All”), which

hosts online volunteer translators. We plan to ex-
tend MNH to other language pairs in our future
work.
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