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Abstract

Bloggers, professional reviewers, and con-
sumers continuously create opinion–rich web
reviews about products and services, with the
result that textual reviews are now abundant on
the web and often convey a useful overall rat-
ing (number of stars). However, an overall rat-
ing cannot express the multiple or conflicting
opinions that might be contained in the text,
or explicitly rate the different aspects of the
evaluated entity. This work addresses the task
of automatically predicting ratings, for given
aspects of a textual review, by assigning a nu-
merical score to each evaluated aspect in the
reviews. We handle this task as both a re-
gression and a classification modeling prob-
lem and explore several combinations of syn-
tactic and semantic features. Our results sug-
gest that classification techniques perform bet-
ter than ranking modeling when handling eval-
uative text.

1 Introduction

An abundance of service and products reviews are
today available on the Web. Bloggers, professional
reviewers, and consumers continuously contribute
to this rich content both by providing text reviews
and often by assigning useful overall ratings (num-
ber of stars) to their overall experience. However,
the overall rating that usually accompanies online
reviews cannot express the multiple or conflicting
opinions that might be contained in the text, or ex-
plicitly rate the different aspects of the evaluated
entity. For example, a restaurant might receive an
overall great evaluation, while the service might

be rated below average due to slow and discourte-
ous wait staff. Pinpointing opinions in documents,
and the entities being referenced, would provide a
finer–grained sentiment analysis and a solid foun-
dation to automatically summarize evaluative text,
but such a task becomes even more challenging
when applied to a generic domain and with unsu-
pervised methods. Some significant contributions
by Hu and Liu (2004), Popescu and Etzioni (2005),
and Carenini et al. (2006) illustrate different tech-
niques to find and measure opinion orientation in
text documents. Other work in sentiment analysis
(often referred as opinion mining) has explored sev-
eral facets of the problem, ranging from predicting
binary ratings (e.g., thumbs up/down) (Turney, 2002;
Pang et al., 2002; Dave et al., 2003; Yu and Hatzivas-
siloglou, 2003; Pang and Lee, 2004; Yi and Niblack,
2005; Carenini et al., 2006), to more detailed opin-
ion analysis methods predicting multi–scale ratings
(e.g., number of stars) (Pang and Lee, 2005; Sny-
der and Barzilay, 2007; Shimada and Endo, 2008;
Okanohara and Tsujii, 2005).

This paper focuses on multi–scale multi–aspect
rating prediction for textual reviews. As mentioned
before, textual reviews are abundant, but when try-
ing to make a buy decision on a specific product
or service, getting sufficient and reliable informa-
tion can be a daunting and time consuming task.
On one hand, a single overall rating does not pro-
vide enough information and could be unreliable, if
not supported over a large number of independent
reviews/ratings. From another standpoint, reading
through a large number of textual reviews in order
to infer the aspect ratings could be quite time con-
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suming, and, at the same time, the outcome of the
evaluation could be biased by the reader’s interpre-
tation. In this work, instead of a single overall rat-
ing, we propose to provide ratings for multiple as-
pects of the product/service. For example, in the
case of restaurant reviews, we consider ratings for
five aspects: food, atmosphere, value, service and
overall experience. In Lu et al. (2009) such aspect
ratings are called rated aspect summaries, in Shi-
mada and Endo (2008) they have been referred to as
seeing stars and in Snyder and Barzilay (2007) they
are referred to as multi–aspect ranking. We use su-
pervised learning methods to train predictive models
and use a specific decoding method to optimize the
aspect rating assignment to a review.

In the rest of this paper, we overview the previous
work in this research area in Section 2. We describe
the corpus used in the experiments in Section 3. In
Section 4 we present various learning algorithms we
experimented with. Section 5 explains our experi-
mental setup, while in Section 6 we provide analy-
sis of our experimental results. Section 7 presents
details of modeling and exploiting interdependence
among aspect ratings to boost the predictive perfor-
mance. Finally, we describe the future work in Sec-
tion 8 and report the concluding remarks in Section
9.

2 Related work

Previous work in sentiment analysis (Turney, 2002;
Pang et al., 2002; Dave et al., 2003; Yu and Hatzivas-
siloglou, 2003; Pang and Lee, 2004; Yi and Niblack,
2005; Carenini et al., 2006) used different informa-
tion extraction and supervised classification meth-
ods to detect document opinion polarity (positive vs.
negative).

By conducting a limited experiment with two sub-
jects, Pang and Lee (2005) demonstrated that hu-
mans can discern more grades of positive or neg-
ative judgments by accurately detecting small dif-
ferences in rating scores by just looking at review
text. In a five–star schema, for instance, the subjects
were able to perfectly distinguish rating differences
of three notches or 1.5 stars and correctly perceive
differences of one star with an average of 83% accu-
racy. This insight confirms that a five–star scale im-
proves the evaluative information and is perceived

with the right discriminative strength by the users.
Pang and Lee applied supervised and semi–

supervised classification techniques, in addition to
linear, ε-insensitive SVM regression methods, to
predict the overall ratings of movie reviews in three
and four–class star rating schemes. In the books
review domain, Okanohara and Tsujii (2005) show
a similar approach with comparable results. Both
these contributions consider only overall ratings,
which could be sufficient to describe sentiment for
movie and book reviews. Two recent endeavors,
Snyder and Barzilay (2007) for the restaurants do-
main, and Shimada and Endo (2008) for video
games reviews, exploit multi–aspect, multiple rat-
ing modeling. Snyder and Barzilay (2007) assume
inter–dependencies among the aspect ratings and
capture the relationship between the ratings via the
agreement relation. The agreement relation de-
scribes the likelihood that the user will express the
same rating for all the rated aspects. Interestingly,
Snyder and Barzilay (2007) show that modeling as-
pect rating dependencies helps to reduce the rank
loss by keeping in consideration the contributions of
the opinion strength of the single aspects referred
to in the review. They incorporated information
about the aspect rating dependencies in a regression
model and minimized the loss (overall grief ) dur-
ing decoding. Shimada and Endo (2008) exploits
a more traditional supervised machine learning ap-
proach where features such as word unigrams and
frequency counts are used to train classification and
regression models. As detailed in Section 4, our ap-
proach is similar to (Snyder and Barzilay, 2007) in
terms of review domain and algorithms, but we im-
prove on their performances by optimizing classifi-
cation predictions.

3 Reviews corpus

Labeled data containing textual reviews and aspect
ratings are rarely available. For this work, reviews
were mined from the we8there.com websites
around the end of 2008. we8there.com is one
of the few websites, where, besides textual reviews,
numerical ratings for different aspects of restaurants
are also provided. Aspects used for rating on this
site are: food, service, atmosphere, value and over-
all experience. Ratings are given on a scale from 1
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to 5; for example, reviewers posting opinions were
asked to rank their overall experience by the follow-
ing prompt: “On a scale of 1 (poor) to 5 (excel-
lent), please rate your dining experience”, and then
enter a textual description by the prompt: “Please
describe your experience (30 words minimum)”. At
the time of mining, this site had reviews of about
3,800 restaurants with an average of two reviews
per restaurant containing around eight sentences per
review. A more detailed description is reported in
Table 1. Table 2 shows review ratings distribution
over the aspects. Rating distributions are evidently
skewed toward high ratings with 70% or more re-
views appraised as excellent (rank 5) or above aver-
age (rank 4).

Restaurants 3,866
Reviewers 4,660
Reviews 6,823
Average reviews per restaurant 1.76
Number of sentences 58,031
Average sentences per review 8.51

Table 1: Restaurant review corpus

Rating 1 2 3 4 5
Atmosphere 6.96 7.81 14.36 23.70 47.18
Food 8.24 6.72 9.86 18.53 56.65
Value 9.37 7.57 13.61 23.27 46.18
Service 11.83 6.12 11.91 22.00 48.14
Overall 10.48 8.19 10.17 20.47 50.69

Table 2: Restaurant review ratings distribution per aspect

4 Learning algorithms

In this section we review machine learning ap-
proaches that can predict ordinal ratings from textual
data. The goal is ordinal regression, which differs
from traditional numeric regression because the tar-
gets belong to a discrete space, but also differs from
classification as one wants to minimize the rank loss
rather than the classification error. The rank loss is
the average difference between actual and predicted
ratings and is defined as

RankLoss =
1
N

N∑
i

(|rai − rpi |)

where rai and rpi are actual and predicted ratings
respectively for the instance i, and N is the number
of considered reviews. There are several possible
approaches to such a regression problem.

1. The most obvious approach is numeric regres-
sion. It is implemented with a neural network
trained using the back–propagation algorithm.

2. Ordinal regression can also be implemented
with multiple thresholds (r − 1 thresholds are
used to split r ranks). This is implemented
with a Perceptron based ranking model called
PRank (Crammer and Singer, 2001).

3. Since rating aspects with values 1, 2, 3, 4 and
5 is an ordinal regression problem it can also
be interpreted as a classification problem, with
one class per possible rank. In this interpreta-
tion, ordering information is not directly used
to help classification. Our implementation uses
binary one-vs-all Maximum Entropy (MaxEnt)
classifiers. We will see that this very simple
approach can be extended to handle aspect in-
terdependency, as presented in section 7.

In order to provide us with a broad range of rating
prediction strategies, we experimented with a nu-
merical regression technique viz. neural network, an
ordinal regression technique viz. PRank algorithm,
and a classification technique viz. MaxEnt classi-
fiers. Their implementations are straightforward and
the run–time highly efficient. After selecting a strat-
egy from the previous list, one could consider more
advanced algorithms described in Section 8.

5 Experimental setup

To predict aspect ratings of restaurants from their
textual reviews we used the reviews mined from the
we8there.com website to train different regres-
sion and classification models as outlined in Sec-
tion 4. In each of our experiments, we randomly
partitioned the data into 90% for training and 10%
for testing. This ensures that the distributions in
training and test data are identical. All the results
quoted in this paper are averages of 10–fold cross–
validation over 6,823 review examples. We con-
ducted repeatedly the same experiment on 10 differ-
ent training/test partitions and computed the average
rank loss over all the test partitions.
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Figure 1 illustrates the training process where
each aspect is described by a separate predictive
model.

Figure 1: Predictive model training

We introduce the following notation that will be
helpful in further discussion. There are m aspects.
For our data m is 5. Each aspect can have an inte-
ger rating from 1 to k. Once again, for our data k
is 5. Each review text document t can have ratings
r, which is a vector of m integers ranging 1 to k
(bold faced letters indicate vectors). Using the train-
ing data (t1, r1)..(ti, ri)..(tn, rn) we train m rating
predictors Rj(ti), one for each aspect j. Given text
ti predictor Rj outputs the most likely rating l for
the aspect j. In these experiments, we treated aspect
rating predictors as independent of each other. For
each rated aspect, predictor models were trained in-
dependently and were used independently to predict
ratings for each aspect.

5.1 Feature Selection

We experimented with different combinations of
features, including word unigrams, bigrams, word
chunks, and parts–of–speech (POS) chunks. The as-
sumption is that bag–of–unigrams capture the ba-
sic word statistic and that bigrams take into account
some limited word context. POS chunks and word
chunks discriminate the use of words in the con-
text (e.g., a simple form word sense disambigua-
tion) and, at the same time, aggregate co–occurring
words (e.g., collocations), such as sautéed onions,
buffalo burger, etc.

Most of the web–based reviews do not usually
provide fine–grained aspect ratings of products or
services, however, they often give an overall rating
evaluation. We therefore also experimented with the
overall rating as an input feature to predict the more

specific aspect ratings. Results of our experiments
are shown in Table 3.

Aspects Uni- Bi- Word Word Uni
gram gram Chunks Chunks gram

POS Overall
Chunks Rating

Atmosphere 0.740 0.763 0.789 0.783 0.527
Food 0.567 0.571 0.596 0.588 0.311
Value 0.703 0.725 0.751 0.743 0.406
Service 0.627 0.640 0.651 0.653 0.377
overall 0.548 0.559 0.577 0.583
Average 0.637 0.652 0.673 0.670 0.405

Table 3: Average ranking losses using MaxEnt classifier
with different feature sets

Review sentences
<s>Poor service made the lunch unpleasant.</s>
<s>The staff was unapologetic about their mistakes they
just didn’t seem to care.</s>
<s>For example the buffalo burger I ordered with sauteed
onions and fries initially was served without either.</s>
<s> The waitress said she’d bring out the onions but had
I waited for them before eating the burger the meat would
have been cold.</s>
<s>Other examples of the poor service were that the
waitress forgot to bring out my soup when she brought out
my friend’s salad and we had to repeatedly ask to get our
water glasses refilled.</s>
<s> When asked how our meal was I did politely mention my
dissatisfaction with the service but the staff person’s
response was silence not even a simple I m sorry.</s>
<s>I won’t return. </s>
Word Chunks
poor service made lunch unpleasant
staff unapologetic mistakes n’t care
example buffalo burger ordered sauteed onions fries served
waitress said bring onions waited eating burger meat cold
other examples poor service waitress forgot bring
soup brought friend salad repeatedly ask to get water
glasses refilled
asked meal politely mention dissatisfaction service
staff person response silence not simple sorry
n’t return
Parts-of-speech Chunks
NNP NN VBD NN JJ
NN JJ NNS RB VB
NN NN NN VBD NN NNS NNS VBN
NN VBD VB NNS VBD VBG NN NN JJ
JJ NNS JJ NN NN NN VB NN VBD NN NN RB VB TO VB NN VBZ VBN
VBD NN RB VB NN NN NN NN NN NN RB JJ JJ
RB VB

Table 4: Example of reviews and extracted word chunks

Unigram and bigram features refer to unigram
words and bigram words occurring more than 3
times in the training corpus. Word chunks are ob-
tained by only processing Noun (NP), Verb (VP) and
Adjective (ADJP) phrases in the review text. We re-
moved modals and auxiliary verbs form VPs, pro-
nouns from NPs and we broke the chunks containing
conjunctions. Table 4 shows an example of extracted
word and parts–of–speech chunks from review text.
As can be seen, word chunks largely keep the infor-
mation bearing chunks phrases and remove the rest.
Parts–of–speech chunks are simply parts–of–speech
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of word chunks.

In spite of richness of word and parts-of-speech,
chunks models using word unigrams perform the
best. We can attribute this to the data sparseness,
never–the–less, this results is in line with the find-
ings in Pang et al. (2002). Last column of Table 3
clearly shows that use of overall rating as input fea-
ture significantly improves the performance. Clearly
this validates the intuition that aspect ratings are
highly co–related with overall ratings.

For the remaining experiments, we used only the
unigram words as features of the review text. Since
overall ratings given by reviewers may contain their
biases and since they may not always be available,
we did not use them as input features. Our hope
is that even though we train the predictors using re-
viewers provided aspect ratings, learned models will
be able to predict aspect ratings that depend only on
the review text and not on reviewer’s biases.

5.2 Results

Table 5 shows the results of our evaluation. Each
row in this table reports average rank loss of four
different models for each aspect. The baseline rank
loss is computed by setting the predicted rank for all
test examples to 5, as it is the most frequently occur-
ring rank in the training data (see also Table 2). As
shown in Table 5, the average baseline rank loss is
greater than one. The third column shows the results
from the neural network–based numeric regression.
The fourth column corresponds to the Perceptron–
based PRank algorithm. The MaxEnt classification
results appear in the last column. For these results,
we also detail the standard deviation over the 10
cross–validation trials.

Aspects Base- Back- Percep- MaxEnt
line Prop. tron

Atmosphere 1.036 0.772 0.930 0.740 ± 0.022
Food 0.912 0.618 0.739 0.567± 0.033
Value 1.114 0.740 0.867 0.703± 0.028
Service 1.116 0.708 0.851 0.627± 0.033
Overall 1.077 0.602 0.756 0.548± 0.026
Average 1.053 0.694 0.833 0.637± 0.020

Table 5: Average ranking losses using different predictive
models

6 Analysis

As can be seen in table Table 5, Atmosphere and
Value are the worst performers. This is caused by
the missing textual support for these aspects in the
training data. Using manual examination of small
number of examples, we found that only 62% of
user given ratings have supporting text for ratings
of these aspects in the reviews.

For example, in Figure 2 the first review clearly
expresses opinions about food, service and atmo-
sphere (under appall of cigarette smoke), but there is
no evidence about value which is ranked three, two
notches above the other aspects. Similarly, the sec-
ond review is all about food without any reference
to service rated two notches above the other aspects,
or atmosphere or value.

Because of this reason, we do not expect any pre-
dictive model to do much better than 62% accuracy.
Manual examination of a small number of examples
also showed that 55% of ratings predicted by Max-
Ent models are supported by the review text. This is
89% of 62% (a rough upper bound) and can be con-
sidered satisfactory given small data set and differ-
ences among reviewers rating preference. One way
to boost the predictive performance would be to first
determine if there is a textual support for an aspect
rating, and use only the supported aspect ratings for
training and evaluation of the models. This however,
will require labeled data that we tried to avoid in this
work.

Figure 2: Example of ratings with partial support in the
text review

To our surprise, MaxEnt classification, although it
minimizes a classification error, performs best even
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when evaluated using rank loss. As can be noticed,
the performance difference over the second best ap-
proach (back–propagation) usually exceeds the stan-
dard deviation.

MaxEnt results are also comparable to those pre-
sented in Snyder and Barzilay (2007) using the
Good Grief algorithm. Snyder and Barzilay (2007)
also used data from the we8there.com website.
While we are using the same data source, note
the following differences: (i) Snyder and Barzilay
(2007) used only 4,488 reviews as opposed to the
6,823 reviews used in our work; (ii) our results are
averaged over a 10 fold cross validation. As shown
with the baseline results reported in Table 6, the im-
pact on performance that can be attributed to these
differences is small. The most significant number,
which should minimize the impact of data discrep-
ancy, is the improvement over baseline (labeled as
“gain over baseline” in Table 6). In that respect,
our MaxEnt classification–based approach outper-
forms Good Grief for every aspect. Note also that,
while we trained 5 independent predictors (one for
each aspect) using only word unigrams as features,
the Good Grief algorithm additionally modeled the
agreements among aspect ratings and used the pres-
ence/absence of opposing polarity words in reviews
as additional features.

Our results Snyder and Barzilay
(2007)

Aspects Base- Max Gain Base- Good Gain
line Ent. over line Grief over

Base- Base-
line line

Atmosphere 1.039 0.740 0.299 1.044 0.774 0.270
Food 0.912 0.567 0.344 0.848 0.534 0.314
Value 1.114 0.703 0.411 1.030 0.644 0.386
Service 1.116 0.627 0.489 1.056 0.622 0.434
Overall 1.077 0.548 0.529 1.028 0.632 0.396

Table 6: Comparison of rank loss obtained from MaxEnt
classification and those reported in Snyder and Barzilay
(2007)

7 Modeling interdependence among aspect
ratings

Inspired by these observations, we also trained Max-
Ent classifiers to predict pair–wise absolute differ-
ences in aspect ratings. Since the difference in rat-
ings of any two aspects can only be 0,1,2,3 or 4,

there are 5 classes to predict. For each test exam-
ple, MaxEnt classifiers output the posterior proba-
bility to observe a class given an input example. In
our approach, we use these probabilities to compute
the best joint assignment of ratings to all aspects.
More specifically, in our modified algorithm we use
2 types of classifiers.

• Rating predictors - Given the text ti, our clas-
sifiers Rj(ti) output vectors pi consisting of
probabilities pi

l for text ti having a rating l for
the aspect j.

• Difference predictors - These correspond to
classifiers Dj,k(ti) which output vectors pij,k .
Elements of these vectors are the probabilities
that the difference between ratings of aspects j
and k is 0,1,2,3 and 4, respectively. While j
ranges from 1 to m, k ranges from 1 to j − 1.
Thus, we trained a total of m(m − 1)/2 = 10
difference predictors.

To predict aspect ratings for a given review text
ti we use both rating predictors and difference pre-
dictors and generate output probabilities. We then
select the most likely values of ri for text ti that sat-
isfies the probabilistic constraints generated by the
predictors. More specifically:

ri = argmax
r∈R

m∑
j=1

log(pi
rj

) +
m∑

j=1

j∑
k=1

log(pij,k

|rj−rk|)

R is the set of all possible ratings assignments to
all aspects. In our case it contains 55 (3,125) tuples.
tuples in our case. Like Snyder and Barzilay (2007),
we also experimented with additional features in-
dicating presence of positive and negative polarity
words in the review text. Besides unigrams in the
review text, we also used 3 features: the counts of
positive and negative polarity words and their dif-
ferences. Polarity labels are obtained from a dictio-
nary of about 700 words. This dictionary was cre-
ated by first collecting words used as adjectives in a
corpus of un–related review text. We then retained
only those words in the dictionary that, in a context
free manner generally conveyed positive or negative
evaluation of any object, event or situation. Some
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examples of negative words are awful, bad, bor-
ing, crude, disappointing, horrible, worst, worth-
less, yucky and some examples of positive words
are amazing, beautiful, delightful, good, impecca-
ble, lovable, marvelous, pleasant, recommendable,
sophisticated, superb, wonderful, wow. Table 7 first
shows gains obtained from using difference predic-
tors, and then gains from using polarity word fea-
tures in addition to these difference predictors.

Aspects MaxEnt + Difference + Polarity
predictor features

Atmosphere 0.740 0.718 0.707
Food 0.567 0.552 0.547
Value 0.703 0.695 0.685
Service 0.627 0.627 0.617
Overall 0.548 0.547 0.528
Average 0.637 0.628 0.617

Table 7: Improved rank loss obtained by using difference
predictors and polarity word features

8 Future Work

We have presented 3 algorithms chosen for their
simplicity of implementation and run time effi-
ciency. The results suggest that our classification–
based approach performs better than numeric or or-
dinal regression approaches. Our next step is to ver-
ify these results with the more advanced algorithms
outlined below.

1. For many numeric regression problems,
(boosted) classification trees have shown good
performance.

2. Several multi–threshold implementations of
Support Vector Ordinal Regression are com-
pared in Chu and Keerthi (2005). While they
are more principled than the Perceptron–based
PRank, their implementation is significantly
more complex. A simpler approach that per-
forms regression using a single classifier ex-
tracts extended examples from the original ex-
amples (Li and Lin, 2007).

3. Among classification–based approaches,
nested binary classifiers have been pro-
posed (Frank and Hall, 2001) to take into
account the ordering information, but the

prediction procedure based on classifier score
difference is ad–hoc.

9 Conclusions

Textual reviews for different products and services
are abundant. Still, when trying to make a buy deci-
sion, getting sufficient and reliable information can
be a daunting task. In this work, instead of a sin-
gle overall rating we focus on providing ratings for
multiple aspects of the product/service. Since most
textual reviews are rarely accompanied by multiple
aspect ratings, such ratings must be deduced from
predictive models. Several authors in the past have
studied this problem using both classification and re-
gression models. In this work we show that even
though the aspect rating problem seems like a re-
gression problem, maximum entropy classification
models perform the best. Results also show a strong
inter–dependence in the way users rate different as-
pects.
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