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Foreword

In recent years corpora have become an indispensable tool in research and everyday practice for
translators, lexicographers, second language learners. Specialists in these areas share a general goal in
using corpora in their work: corpora provide the possibility of finding and analysing linguistic patterns
characteristic of various kinds of language users, monitoring language change, and revealing important
similarities and divergences across different languages.
By this time, Natural Language Processing (NLP) technologies have matured to the point where much
more complex analysis of corpora becomes possible: more complex grammatical and lexical patterns
can be discovered, and new, more complex aspects of text (pragmatic, stylistic, etc.) can be analysed
computationally.
For professional translators, corpora represent an invaluable linguistic and cultural awareness tool. For
language learners, they serve as a means to gain insights into specifics of competent language use as
well as to analyse typical errors of fellow learners. For lexicographers, corpora are key for monitoring
the development of language vocabularies, making informed decisions as to lexicographic relevance of
the lexical material, and for general verification of all varieties of lexicographic data.

While simple corpus analysis tools such as concordancers have long been in use in these specialist
areas, in the past decade there have been important developments in Natural Language Processing
technologies: it has become much easier to construct corpora, and powerful NLP methods have become
available that can be used to analyse corpora not only at the surface level, but also at the syntactic, and
even semantic, pragmatic, and stylistic levels.

We believe that 2009 was an appropriate moment for the RANLP workshop on Natural Language
Processing Methods and Corpora in Translation, Lexicography, and Language Learning. It presented
recent studies covering the following topics: term and collocation extraction, corpora in translator
training, construction of lexical resource, lexical substitution techniques, word alignment, and
automatic tree alignment. The event was complemented by two invited speakers who presented several
studies where NLP methods and corpora have proved to be helpful.
The workshop brought together the developers and the users of NLP technologies for the purposes of
translation, translation studies, lexicography, terminology, and language learning in order to present
their research and discuss new possibilities and challenges in these research areas.
We are grateful to the organisers of the Seventh International Conference on Recent Advances in
Natural Language Processing, RANLP 2009, for holding this workshop in conjunction to the main
conference. We are also thankful to the Programme Committee for their commitment and support in
the reviewing process and to the researchers who submitted papers to this workshop.

Iustina Ilisei, Viktor Pekar, and Silvia Bernardini

17th September, 2009
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Abstract 

TerminoWeb is a web-based platform designed to find 

and explore specialized domain knowledge on the Web.  

An important aspect of this exploration is the discovery 

of domain-specific collocations on the Web and their 

presentation in a concordancer to provide contextual 

information.  Such information is valuable to a 

translator or a language learner presented with a source 

text containing a specific terminology to be understood.  

The purpose of this article is to show a proof of concept 

that TerminoWeb, as an integrated platform, allows the 

user to extract terms from the source text and then 

automatically build a related specialized corpus from the 

Web in which collocations will be discovered to help 

the user understand the unknown specialized terms. 

   

Keywords 

term extraction, collocation extraction, concordancer, Web 

as corpus, domain-specific corpus 

 

1. Introduction 
 

Collocations and concordances found in corpora 

provide valuable information for both acquiring the 

sense and usage of a term or word.  Corpora resources 

are usually complementary to dictionaries, and 

provide a more contextual understanding of a term.  

Collocations and concordances are rarely viewed as 

“static” resources, the way dictionary definitions 

would, but are rather often considered the disposable 

result of a tool’s process (a concordancer, a 

collocation extractor) on a particular corpus. 

The use and value of corpora for vocabulary 

acquisition and comprehension is quite known.  In 

language learning mostly [2], its use obviously has 

advantages and disadvantages compared to 

dictionaries, and its context of usage might influence 

its value (self-learning or classroom).  Early work on 

vocabulary acquisition [21] argued that the learning of 

a new word is frequently related to the incidence of 

reading or repetitive listening.  Even earlier [23], one 

experiment illustrated that the frequency of a word 

and the richness of the context facilitates the 

identification of a word by a novice reader. Even so, 

computer-assisted techniques for the understanding of 

unknown words [15] in second language learning are 

still not widely studied.   

In translation studies, the value of corpora has 

been repeatedly shown [6, 19, 22, 28] and 

concordancers are the tools of choice for many 

translators to view a word in its natural surrounding.  

Concordances are usually defined clearly as a 

window of text surrounding a term or expression of 

interest.  Most often, a fixed small window size is 

established (ex. 50 characters) and the results are 

called KWIC (KeyWord In Context).  Such KWIC 

views are usually supplemented one-click away by a 

larger context view (a paragraph), potentially even 

another click away to access the source text. 

Collocations are words which tend to co-occur 

with higher than random probability. Although 

conceptually the definition is quite simple, results will 

largely differ because of two main variables. A first 

variable is the window size in which co-occurrences 

are measured.  A small window (2-3 words maximum 

before or after) is usually established for collocations.  

Longer distances are considered associations, or 

semantically-related words, which tend to be together 

in sentences or paragraphs or even documents.  A 

second variable is the actual measure of association 

used, and there have been multiple measures 

suggested in the literature, such as Overlap, Mutual 

Information, Dice Coefficient, etc [10]
1
. 

Even more fundamentally, one key element will 

largely influence the results of both concordancers and 

collocation extractors: the source corpus.  For the 

general language, the BNC (British National Corpus) 

has been widely used by corpus linguists, and recently 

a Web interface has been developed (BNCweb) to 

access it [14]. 

Domain-specific corpora or corpora in other 

languages than English are not as easily found2, 

especially not packaged with a set of corpus analysis 

tools. The notion of “disposable” or “do-it-yourself” 

corpora has been suggested as a corpus that translators 

would build themselves to quickly search for 

information [7, 26].  Language learners would also 

often be in need of domain-specific corpora.  But the 

problem resides in the overhead work involved in 

building such corpus.  A process of selection, upload 

                                                                 

1 For detailed explanations and a tutorial on multiple 

association measures: http://www.collocations.de/AM/ 

2 See Serge Sharoff’s multi-language Web copus collection 

(http://corpus.leeds.ac.uk/internet.html). 
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(for personal texts) or download (for Web texts) and 

management (easy storage and retrieval of texts) is 

involved.  Only a few tools exist for such purpose, 

such as Corpografo [20] and TerminoWeb [5]. 

This paper presents a new version of the 

TerminoWeb system3 which provides the user with the 

capability of automatically building a “disposable” 

domain-specific corpus and study some terms by 

finding collocations and concordances in that corpus.  

Different steps are necessary for such task.  Section 2 

presents a working scenario with a single detailed 

example to explain the algorithms underlying each 

step.  Section 3 links to related work for different 

aspects of the system, although we do not know of any 

system which integrates all the modules as 

TerminoWeb does.  Section 4 concludes and hints at 

some future work. 

 

2. Collocations and concordances 
 

Becoming familiar with the vocabulary in a 

source text is essential both for reading 

comprehension (a language learner’s task) and text 

translation (a translator’s task). 

The understanding process for unknown 

terms/words could rely on a search for appropriate 

definitions in a dictionary, as well as a search for 

collocations and concordances in corpus.  We look at 

this second option and present the following scenario 

to perform the discovery of collocations and 

concordances: 

 

1) Source text upload 

2) Term extraction on source text 

3) Query generation from terms 

4) Domain-specific corpus construction 

5) Collocations and concordances search 

 

Step 1. Text upload 

 

We take as a starting point a text to translate or a text 

to understand.   TerminoWeb provides an interface for 

the user to upload (copy-paste) the source text.  For 

illustrating purpose, we arbitrarily take a text on 

banking fraud issues (http://bankfraudtoday.com/). 

 

Step 2. Term extraction 

 

The term extractor finds single-word and/or multi-

word terms in the source document. The number of 

terms to be found can be set by the user, or estimated 

automatically based on the document’s length and the 

actual term statistics. The term extraction module 

implements Smadja’s algorithm [25] which is purely 

statistical and based on frequencies. Such a purely 

                                                                 

3 TerminoWeb 2.0 is available online since June 2009 at 

http://terminoweb.iit.nrc.ca.  

statistical approach has the advantage of being largely 

language independent, with only a list of stop words 

necessary for each different language. 

TerminoWeb allows term sorting in alphabetical 

or frequency order, but Figure 1 shows a sample of 

terms from the uploaded document on bank fraud 

ordered by specificity.  Specificity is approximated by 

a “hit count” measure which we discuss in the next 

step of query generation.  

 

Step 3. Query generation 

 

This step is to launch a set of queries on the Web to 

find documents that are both domain specific (related 

to the source text) and containing information about 

the unknown words (words less familiar to the 

language learner or the translator).  The purpose of the 

query generation (QG) module is to make this task 

relatively easy for the user.  Nevertheless, the 

following factors which will impact the results must 

be understood: 

 

a. Unknown terms 

b. Domain terms 

c. Number of terms per query 

d. Number of queries launched 

e. Term frequencies 

 

Unknown terms (factor a.), are the ones the user 

is interested in understanding.  In the bank fraud 

example, they are “closing costs” or “insurance 

premium” or “predatory lending” (words shown in 

Figure 1).  When the unknown terms are not 

polysemous (which is more often the case for multi-

word terms), domain terms are not necessary to 

disambiguate them.   

But sometimes, unknown terms are common 

single-word terms taking on a specific meaning in a 

particular domain, and then domain terms (factor b.) 

are important for query disambiguation.  For example 

the term “interest” in our present bank fraud domain 

has a different meaning then in the expression “having 

an interest in” from the general language.  In such 

case, domain terms “bank” and “fraud” can be 

specified to be added to all queries. 

The following two factors (c. and d.) are number 

of words per query and number of queries.  If for 

example, 10 terms are unknown, the QG module can 

generate 10 queries of 1 term each, 4 queries of 3 

terms each, or 15 queries of 2 terms each, as the user 

decides.  The QG module will make random 

combinations of terms to generate the required 

queries.  The number of queries would in theory be 

better if higher, but this becomes a trade-off between 

the information gained by more corpus data and a 

longer waiting period.  It will be important in our 

future work to better measure the gain from more 

queries versus better chosen or targeted queries. 

2



 

Figure 1 – Extracted Terms with source text frequencies and Web hit counts 

 

 

 
Figure 2 – Query Generator Module Interface
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Figure 2 shows the QG Module interface which 

gives the user much flexibility in specifying domain 

terms, unknown terms, number of queries and number 

of terms per query.   

When multiple very specific terms are combined, 

the resulting set of documents is likely to be empty 

(no documents found).  When few general terms are 

used (one at the limit) the resulting set is likely to be 

extremely large and inappropriate (imagine a query 

with “credit” or “stolen”).   Empirically, we have 

found that queries of more than 3 terms often lead to 

empty sets, although the size of the result set is not 

solely dependent on the number of terms in the query 

but rather very closely related to the actual frequency 

of those terms.  

A quick estimate of how specific or general a 

word or expression is can be provided by a “hit count” 

measure using a search engine.  In our experiment, we 

use Yahoo Search Engine
4
.  Figure 1 shows the term 

list sorted on hit counts.  The sample of terms shown 

is to provide the reader a sense of the large range from 

specificity to generality. The term “mortgage 

insurance premium” is more specific (hit counts: 

36100) than “monthly payments” (hit counts: 

33700000) which is more specific than “rates” (hit 

counts: 1820000000).   

The QG interface, shown in Figure 2, allows the 

user to filter query terms based on lower-bound (too 

specific) and upper-bound (too general) hit counts 

(factor e.).   

Figure 3 shows the queries status.  It shows 

combinations of 2 unknown terms combined with two 

mandatory domain terms. In TerminoWeb, queries can 

be “in progress” still looking for documents, 

“finished” as they have retrieved the requested number 

of documents (here 10) or “aborted” if something 

went wrong during the search. 

 

Step 4. Corpus construction 

 

The resulting documents from all the queries are put 

together to form a large corpus. The maximum 

number of documents would be equal to the Number 

of Queries * Number of documents per query, but that 

is an upper bound since queries could return a smaller 

set than what is desired (if too specific), some queries 

could “abort” and also, there will be document 

overlaps in the returned sets
5
.   

When a query leads to many documents, then a 

larger set is analyzed and scored to only keep the 10 

most informative ones as part of the corpus. Although 

not the purpose of the present article, we briefly 

                                                                 

4 Yahoo! provides a java API which can be used for 

research purposes. 

5 As a research prototype, TerminoWeb can only process 

html and text documents, and it also filters out “almost-

empty documents” containing only links or a few lines. 

mention that TerminoWeb’s focuses on the discovery 

of informative texts on the Web.  Much research 

efforts have been devoted to TerminoWeb’s capability 

to attribute an “informative score” to each text based 

on a few criteria such as domain specificity, 

definitional indicators, text size, sentence length, etc.  

Much effort has been spent on the exploration of 

definitional indicators, in the form of knowledge 

patterns representing different semantic relations.  For 

example, “is a kind of” indicates hyperonymy and “is 

also known as” indicates synonymy.  The presence of 

such knowledge patterns in a document will increase 

its informative score.  TerminoWeb can show the 

documents in order of their informative score. 

The corpus management module allows the user 

to inspect each document by providing a link to the 

original web page.  The user can then decide to accept 

or reject some pages, limiting the documents in the 

corpus.  This step is optional in the present process 

and mostly useful for thematic searches in which 

terminologists would like to inspect each source text 

from which they will select terms and contexts.  If this 

step is not performed, the user will simply perform the 

next step (explore documents) on a larger set of 

documents. 

 

Step 5. Collocations and concordances search 

 

The user can now select a term to study and see (1) 

concordances for this term, (2) collocations generated 

from the term and (3) concordances for the 

collocations. 

Figure 4 shows concordances for the term 

“refinancing”, illustrating TerminoWeb’s capability at 

providing KWIC views, larger context views, and 

links to source Web pages. 

Figure 5 shows collocations with the word 

“refinancing”.  Only two collocations would have 

been found in the original source text, and many more 

domain-specific collocations are found in the 

extended corpus. Calculation of collocations is 

performed the same way as terms were found.  

Smadja’s algorithm [25] allows the search for non-

contiguous collocations.  We indicate them with a % 

for a missing word.  The maximum number of missing 

words was set to one, but could be larger if needed.  

Figure 6 shows the concordancer used to 

highlight concordances around the found collocations.  

These are ordered alphabetically6.   

Another interesting feature of TerminoWeb is to 

allow users to find hit counts for collocations to 

approximate their specificity/generality, the same way 

as we presented earlier for terms.  Figure 5 shows the 

hit counts for the different collocations. 

                                                                 

6 Figures 4 and 6 contain a “no relation” column, meaning 

the contexts shown do not contain predefined knowledge 

patterns for different semantic relations.   
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Figure 3.  Status of queries launched 

 

 

 

 

 
Figure 4.  Term “refinancing” concordances 
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Figure 5 – Collocations found with “refinancing” in the domain specific corpus. 

 

 

 

 

 

Figure 6 – Concordances around collocations for “refinancing” 

. 
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3. Related Work 
 

Our research covers a wide range of topics, uses 

diverse natural language processing strategies, and 

includes the development of multiple algorithms for 

all steps, from term extraction to query generation to 

collocation search.  As our purpose in this article is to 

present a proof of concept of an integrated system, we 

do not present any quantitative comparisons with 

other algorithms or systems, but rather highlight some 

research related to corpus building and analysis. 

Our research relies mainly on the principle of 

“Web as corpus”
7
 [17] and exploiting the Web for 

language learners and translators.  In the book Corpus 

Linguistics and the Web [16], a distinction is made 

between “accessing the web as corpus” and 

“compiling corpora from the internet”.  Our system 

relates to both views.  The hit count 

specificity/generality approximations relate to the 

former view.  The corpus building modules gathering 

results from the query generation module relates to the 

latter view. 

Search for Web documents is usually associated 

to the field of information retrieval.  A large body of 

research exists within that area and we borrow from it.  

Searching for a particular document to answer a 

particular question (an information retrieval task) is 

different than searching for domain-specific 

documents to “augment” a user’s knowledge.  The 

former has a specific goal, finding an answer to a 

question, and the latter has a discovery purpose. 

Nevertheless our query generation module faces 

the same problems as those of query expansion in 

information retrieval [12, 27].  Query expansion is a 

delicate task, as using general terms which tend to be 

polysemous can lead to off-topic documents, and 

using very specific terms will not help as they will not 

return any documents.  Our approach was to allow the 

inclusion of domain-words for restriction and then do 

a random selection of terms for expansion.   

Our query generation module was inspired by the 

work of Baroni [3, 4] who suggested query 

combinations of common words to build a corpus of 

general knowledge or specialized language.  Earlier 

work by Ghani et al. [11] presented a similar idea for 

minority languages.  TerminoWeb includes a unique 

re-ranking of documents based on an “informative 

score” as defined in [1].  It then builds informative 

sub-corpora from the Web. 

Although, systems such as WebCorp [24] and 

KWiCFinder [13] do not build sub-corpora, they use 

                                                                 

7 The notion of Web as Corpus is a current research 

perspective as shown by the Web as Corpus workshops 

often run in parallel of larger conferences (Corpus 

Linguistics, 2005, European Association for 

Computational Linguistics EACL-2006, LREC 2008). 

 

the Web as a large corpus to find collocations and 

concordances, providing user with easy-to-use real-

time systems.   

For corpus analysis per se, TerminoWeb 

combines different modules performing term 

extraction, collocation extraction and concordance 

findings. A large pool of research exists in 

computational terminology around the problem of 

term extraction.  Although a simple frequency based 

approach is implemented in TerminoWeb, there are 

more sophisticated algorithms being developed in the 

community (see [8] for a review of earlier systems and 

[9] for a new trend of term extraction based on 

comparing corpora). For collocations, we refer the 

reader to Smadja [25] for the algorithm we 

implemented, and to [10] for a review of different 

measures.  Finding concordances does not require any 

statistical corpus linguistic knowledge, and is simply a 

window of text capture. 

The Sketch Engine [18] system provides a good 

comparison point to position TerminoWeb. Overall, 

TerminoWeb’s corpus analysis capabilities are 

simpler than the ones in Sketch Engine.  The purpose 

is quite different, as TerminoWeb’s main objective is 

to provide an integrated platform for understanding 

terms related to a domain or a source text.  For doing 

so, the emphasis is on easy real-time construction and 

simple analysis of disposable corpora.  No text-

preprocessing is necessary, but then, no part-of-speech 

analysis is available either.  We want the user to be 

able to quickly search for specialized information on 

the Web to understand important concepts via an 

integrated system for term extraction and term 

collocation and concordances finding.  This is 

different from studying language patterns and 

understanding the uses of words or phrases as can be 

done in a better way in Sketch Engine [18]. 

 

4. Conclusions 
 

Overall, although the value of “disposable 

corpora” for translators [7, 26] and for language 

learners [2] is acknowledged, the difficulty of 

performing text selection based on some principles 

implemented by natural language processing 

algorithms, and then the difficulty of doing efficient 

corpus management certainly prevents most users 

from building their own corpus. They are in need of 

tools, such as TerminoWeb, which provide corpus 

building and analysis capabilities.   

TerminoWeb’s contribution is actually more at 

the level of the workflow that the combination of its 

modules allows than at the level of the strength or 

novelty of any particular module (except for the 

“informative” scoring).  Such combination makes 

multiple corpus gathering and analysis task possible. 

TerminoWeb is a bit more complex than systems 

such as WebCorp [24] or KWiCFinder [13] as it 

7



provides an integration of multiple modules, and 

therefore requires a longer learning curve, but the 

integration also makes it quite powerful, allowing a 

workflow such as described in this article, to start 

from a source text and find valuable information from 

the automatically extracted terms of that source text. 

Our main future work is to gather feedback from 

users as they experiment with the prototype.  This will 

allow us to better understand the particular needs of 

different users (language learners versus translators).  

This will help refine our modules and refine our 

choice of appropriate natural language processing 

techniques in support of each module. 
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Abstract
This paper outlines an approach to the unsu-
pervised construction from unannotated paral-
lel corpora of a lexical semantic resource akin to
WordNet. The paper also describes how this re-
source can be used to add lexical semantic tags
to the text corpus at hand. Finally, we discuss
the possibility to add some of the predicates typi-
cal for WordNet to its automatically constructed
multilingual version, and the ways in which the
success of this approach can be measured.
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1 Introduction

Lexical ambiguity is inherent and widespread in all
languages; it emerges spontaneously in computer sim-
ulations of language evolution [23], and its origin prob-
ably stems in the interplay between geographic divi-
sions and interaction between communities, diachronic
linguistic changes, and evolutionary pressures on the
cost of communication. Two challenges arise when
dealing with lexical ambiguity: firstly, to define the el-
ementary semantic concepts employed in a given lan-
guage, and, secondly, given one or more utterances, to
identify the semantic concepts to which the words in
those utterances refer. Throughout history, numerous
attempts have been made to address both challenges
through the construction of artificial languages with
unambiguous semantics (e.g., see Ecos detailed and
entertaining review [3]). Arguably, there are two pos-
sible ways of defining a semantic concept, either by
trying to map it onto some sensory experience (lead-
ing to a philosophical discussion about the extent to
which they are shared and the notion of qualia), or by
describing it through other concepts, in a way that is
mutually recursive and unbounded (cf. Peirces Sign
Theory and the notion of infinite semiosis).

The last twenty five years saw academic and com-
mercial efforts directed towards the creation of large
repositories combining the description of semantic
concepts, their relationship, and, possibly, common
knowledge statements expressed in those terms. This
includes, among others, the Cycorp Cyc project [11]
and the lexical semantic database WordNet [14]. Both

approaches use a number of predicates to make state-
ments, such as “concept A is an instance of concept
B” or “concept A is a specific case of concept B” (in
other terms, all instances of concept A form a subset of
the instances of concept B). WordNet also employs the
notion of synsets, defining a semantic concept through
the list of words (synonyms) sharing that meaning,
e.g., {mercury, quicksilver, Hg}. The original version
of WordNet developed in Princeton covered the En-
glish language, but this effort has been replicated for
other languages [25]. All these databases are monolin-
gual; they are also handcrafted, and while very com-
prehensive in many aspects, it is difficult to assume
they could be kept abreast of the new developments,
including the use of newly coined words, and giving
new meanings to the old ones.

The dawn and rapid growth of dynamic online en-
cyclopedic resources with shared authorship, such as
Wikipedia, in the last decade, have begun to draw at-
tention as a potential source of semantic concepts and
ontologies [7]. Recently, there have also been efforts to
use the likes of Wikipedia to the existing hand-crafted
resources [13].

2 Multilingual Synsets

The synsets in WordNet clarify a concept (or, from an-
other point of view, narrow down the sense of a word)
by paraphrasing it repeatedly, using other words of
the same language. This approach is based on the
fact that words rarely share all their meanings: {step,
pace} specifies a different meaning from {step, stair}.
The same result, however, can be achieved through the
use of words of different languages that share at least
one sense and therefore can be seen as translations of
each other. So, {EN: bank, FR: banque} could refer
to a financial institution or a collection of a particular
kind (e.g., a blood bank), as these words share both
meanings, but eliminates the concept of ‘river bank’
that the English word alone might denote. Increasing
the number of languages could gradually remove all
ambiguity, as in the case of {EN: bank, FR: banque,
NL: bank}. Insofar these lists of words specify a sin-
gle semantic concept, they can be seen as synsets of a
WordNet that makes use of words of several languages,
rather than just one. The greater the number of trans-
lations in this multilingual WordNet, the clearer the
meaning, yet, one might object, the fewer the number

9



of such polyglots, who could benefit from such trans-
lations. However, these multilingual synsets can also
be useful in a monolingual context, as unique indices
that distinguish the individual meanings of a word.
For instance, if the English word bank is translated
variously as {EN: bank, FR: banque}, and {EN: bank,
FR: rive} one does not need to understand French to
suspect that ‘bank’ may have (at least) two different
meanings. The greater the number of languages in
which the two synsets differ, the stronger the intuition
that they indicate different meanings of the word in
the pivotal language.

Synsets, whether monolingual or multilingual, can
be used to tag the lexical items in a corpus with their
intended meaning (see Table 1). The benefits of such
lexical semantic tags are evident. Focussing now on
the novel case of multilingual synsets, one can consider
the two separate questions of how to produce a collec-
tion of such synsets, and how to annotate the lexical
items in a text with them. Kazakov and Shahid [22]
present an interesting study in that direction, where
the titles of ‘equivalent’ Wikipedia pages are collected
for a number of preselected languages on the assump-
tion that they represent an accurate translation of each
other (see Fig.1).

The authors repeat the same exercise for a num-
ber of specific domains, and also with the names of
Wikipedia categories. The latter case demonstrates
the potential to use Wikipedia not only to collect mul-
tilingual synsets, but also to add a hierarchical rela-
tionship between them, as this information is explicitly
present there. A number of other researchers have in
fact used Wikipedia to extract ontologies [6], [7], but
in all cases this was done for a single language.

Semantically disambiguated corpora, including
those using WordNet synsets as semantic tags, are
valuable assets [10], [9], but creating them requires
a considerable effort. Here we propose an alterna-
tive approach, where a text is automatically annotated
with lexical semantic tags in the form of multilingual
synsets, provided the text forms part of a multilingual,
parallel corpus.

Table 1: Examples of lexical semantic annotation
using standard English WordNet synsets (above) and
multilingual synsets (below).

A darkened outlook for Germany’s banks:SS1
The banks:SS2 of the river Nile

SS1={bank, depository financial institution}
Gloss=“a financial institution that accepts deposits
and lends money”
SS2={bank}
Gloss=“sloping land”
A darkened outlook for Germany’s banks:mSS1
The banks:mSS2 of the river Nile

mSS1={EN:bank, FR:banque, CZ:banka}
mSS2={EN:bank, FR:rive, CZ:břeh}

Table 2: Examples of variation between synsets due to
the use of different word forms (above) and synonyms
(below).

EN FR CZ ...
work travail práce ...
works travaux práce ...
work travail práce ...
work bouleau práce ...

3 Annotating Parallel Corpora
with Lexical Semantics

In our approach the multilingual synsets become the
sense tags and the parallel corpora are tagged with the
corresponding tags (see Fig.2).

The idea is as simple as it is elegant: assuming we
have a word-aligned parallel corpus with n languages,
annotate each word with a lexical semantic tag con-
sisting of the n-tuple of aligned words. As a result, all
occurrences of a given word in the text for language L
are considered as having the same sense, provided they
correspond to (are tagged with) the same multilingual
synset.

Two great advantages of this scheme are that it
is completely unsupervised, and the fact that, unlike
manually tagged corpora using WordNet, all words in
the corpus are guaranteed to have a corresponding
multilingual synset. Since we are only interested in
words with their own semantics, a stop list can be used
to remove the words of the closed lexicon before the
rest are semantically tagged. Also the need for word
alignment should not be an issue, at least in princi-
ple, as there are standard tools, such as GIZA++ [16]
serving that purpose.

The approach as described so far needs to deal with
two main issues, both related to the fact that the sim-
ple listing of n-tuples as synsets may produce many
more synsets than the real number of concepts to
which the words in the text refer. The first issue stems
from the fact that a lexeme (word entry) corresponds
to several word forms in most languages, so, for in-
stance, the word forms {EN: work} and {EN: works}
will correspond to two different synsets (Table 2, top),
even if they are used with the same meaning. The
second of the above mentioned issues is related to the
use of synonyms in one language, whereas the transla-
tion in another makes use of the same word (lexeme)
(Table 2, bottom).

From this point of view, we could consider the orig-
inal n-tuples as proto-synsets, and then strife to rec-
ognize the variation due to the use of different word
forms and synonyms, and eliminate it, if possible, by
grouping these proto-synsets into genuine synsets cor-
responding to different concepts. As much of the ap-
peal of the whole approach stems from its unsuper-
vised nature, we shall also consider unsupervised ways
of solving this specific problem. For several languages,
there are detailed, explicit models of their word mor-
phology [19], [20], [17], which makes mapping word
forms onto the list of lexemes they may represent a
straightforward task.
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Fig. 1: Wikipedia page titles seen as multilingual synsets.

Using morpho-lexical analyzers for the languages in
the corpus will produce a list of lexical entries for each
language, which can be narrowed down through the
use of conventional lexicons listing the possible pairs
of lexical entries between given two languages. In this
way, the word form ‘works’ will be mapped onto the
lexemes work, n., works, n., and work, v., but in the
context of the French travail, only the first lexeme will
be retained, as the other two would not form a trans-
lation pair in an English-French lexicon.

One could also consider doing away with any mod-
els of morphology, assuming complete ignorance in
this respect, and employing unsupervised learning of
word morphology [8], [4]. In their latest form, these
approaches can identify word form paradigms, which
would allow all forms of a lexical entry to be mapped
consistently onto it.

It is also possible to automate the process of identi-
fying synonyms among the words of a given language.
For instance, Crouch’s approach [2] is based on the
discrimination value model [21]. Other approaches in-
clude Bayesian Networks [18], Hierarchical Clustering
[24], and link co-occurrences [15], etc. Such automated
approaches have certain advantages over the manually
generated thesauri, both in terms of cost and time of
development, and also in the level of detail, with the
latter often being too fine grained, and reflecting us-
ages that are not common and irrelevant in practice
[12].

4 Extracting a Fully-Fledged
Multilingual WordNet

So far, we have described a procedure that extracts
multilingual synsets from a parallel corpus and reduces
spurious ambiguity by merging synsets corresponding
to multiple word forms of the same lexeme, resp. by
combining those only varying in the use of synonyms
of a given language. Extraction of hierarchical seman-
tic relationships between words in a corpus has been

studied for almost two decades [5], and the same pro-
cedures can be applied here, leading to the acquisition
of a lexical resource akin to WordNet, which also con-
tains some of the predicates (e.g., hyponym/2, resp.
hypernym/2). Such semantic hierarchies can then be
used to tag the text corpus with synsets of a certain
level of granularity, depending on the task at hand.

5 Evaluation

The evaluation of this approach could be twofold: di-
rectly, using an already semantically annotated gold
standard, and indirectly, through the measured ben-
efits of lexical semantic tagging in other tasks. The
limitations of the direct approach are given by the
lack of semantically annotated parallel corpora, how-
ever, there is at least one such corpus at the time of
writing, namely, multi-Semcor [1]. Indirectly, the po-
tential benefits of tagging text with such multilingual
synsets can be measured in tasks, such as document
clustering, where the lexical semantic tags can be used
to discriminate between various word senses. Any im-
provement in the within-clusters and between-clusters
quality measures would indicate relative (and measur-
able) success.

References
[1] L. Bentivogli, E. Pianta, and M. Ranieri. Multisemcor: an En-

glish Italian aligned corpus with a shared inventory of senses.
In Proceedings of the Meaning Workshop, page 90, Trento,
Italy, February 2005.

[2] C. J. Crouch. A Cluster-Based Approach to Thesaurus Con-
struction. In Proceedings of ACM SIGIR-88, page 309320,
1988.

[3] U. Eco. La recherche de la langue parfaite dans la culture
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Abstract 

In recent years, translators have increasingly turned to corpora 

as a resource in their terminology searches. Consequently 

university translation courses should include training for 

future translators in the effective use of corpora, thus enabling 

them to find the terminology they need for their translations 

more quickly and efficiently. 

This paper provides a classification of search techniques 

in electronic corpora which may serve as a useful guide to the 

efficient use of electronic corpora both in the training of 

future translators, and for professional translators. 

Keywords
Electronic corpora for translators, search techniques, corpus 

queries, translation resources, translation training. 

1. Introduction 
Terminology is a key factor in translators’ work. The 

development of specialized fields has grown hand in hand 

with advancements in science and technology. These 

market demands explain why translators are calling for 

resources to satisfy their terminological needs quickly and 

effectively [1]. 

Dictionary creation cannot keep pace with 

developments in specialized fields. Many studies show 

dictionaries to be deficient in the lack of information they 

include, speed of content update, and the limited ways of 

accessing contents. For this reason, translators are 

increasingly turning to other resources, such as the Internet 

and corpora, to search for the terminology they need. 

In this paper we analyze the search techniques offered 

by a range of electronic corpora. Our search technique 

classification is aimed to provide translation teachers with a 

reference to help them teach students how to use corpora 

efficiently. This classification may also be of interest to 

professional translators who want to further their 

knowledge of electronic corpora techniques in order to 

improve their query results. 

2. The need for corpora in translation 
Market demands require translators to work against tight 

deadlines and with rapidly evolving vocabulary. According 

to Varantola [22], fifty per cent of the time spent on a 

translation is taken up with consulting reference resources. 

Many studies have revealed that dictionaries do not satisfy 

all translators’ terminological queries [5, 9, 16]. Gallardo 

and Irazazábal [10] suggest that the terminology translators 

need, apart from equivalents in different languages, should 

also include contexts and information about the concept 

that allow translators to decide how and where to use a 

term.  

In this vein, Zanettin [23] states that the use of corpora 

in translation training was commonplace even before the 

development of electronic corpora. Snell-Hornby [21] and 

Shäffner [18], for instance, argue that by studying similar 

texts in the source and target languages translators may 

identify prototypical features that are useful for the target 

text production. 

Since the development of electronic corpora, the need 

for these tools has become more evident, especially as a 

terminology resource for translators. Several authors state 

that translators need new terminological resources, such as 

corpora [3, 4, 11, 15], which complement dictionary and 

database use [8, 12, 19] and satisfy specific terminological 

problems quickly and reliably.  

Some studies have demonstrated that translation 

quality improves when translators use corpora in their 

terminology searches. Zanettin [23] conducted an 

experiment with translation students from the School for 

Translators and Interpreters at the University of Bologna. 

He shows that comparable corpora1 help translation 

students to compare the use of similar discourse units in 

two languages and facilitate the selection of equivalents 

adapted to the translation context. Bowker [3] carried out a 

study with translation students from the School of Applied 

Language and Intercultural Studies at Dublin City 

University. She found that corpus-aided translations are of 

higher quality than translations carried out only with the 

aid of dictionaries. In a subsequent study, Bowker [4] 

suggests various ways a target language corpus can be used 

as a terminological resource for translators. 

Despite the usefulness of corpora, the need to use a 

range of resources to access terminology is a daily problem 

facing translators. According to Alcina [1], if translators 

                                                                

1 Zanettin [23] defines a comparable corpus as a collection of 

independent original texts in two or more languages with 

similar content, domain and communicative function. 
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have to undertake terminological tasks, whether searching 

in a corpus or on the Internet, time is wasted and their 

translation efficacy is poorer. As Varantola [22] states, the 

success of a query depends on the intelligent use of search 

tools. 

Translation students should receive quality training at 

university level in the use of new electronic resources in 

order to respond to the demands of companies and 

institutions [2]. Any training in electronic resources should 

also include electronic corpora search techniques2. If this 

were the case, translators would spend less time and effort 

acquiring the competences to query corpora efficiently 

once they have embarked on their professional career. If 

translators know how to use search techniques in electronic 

corpora, they will be able to satisfy their terminological 

needs more quickly and efficiently and the quality of their 

translations will improve. 

3. Corpora examined in the analysis 
This study analyzed the search functions of various stable 

online corpora interfaces. Because we wanted to analyze 

corpora that are easily accessible to translators, we selected 

those that are available online. All the corpora analyzed 

incorporate interfaces that allow different types of queries. 

It is worth noting that many of these corpora are not 

specifically designed for translators. In addition, each 

corpus explains its own query options, but few studies 

provide a comprehensive and systematized classification of 

all the search techniques that can be used in a corpus. 

Our classification will provide an overview of all the 

search techniques that have been incorporated in electronic 

corpora to date. We will use this classification in future 

research to discover which of these search techniques are 

useful for translators, in order to create electronic corpora 

adapted to translators needs, as well as to teach translators 

the range of search techniques used in electronic corpora. 

In this section we briefly describe the corpora 

analyzed, focusing on the particular features of each 

corpus. Specific examples of queries in the corpora are 

included in our search technique classification. 

The Corpus de referencia del español (CREA) and 

the Corpus diacrónico del español (CORDE) are two 

monolingual online corpora developed by the Real 

Academia Española. CREA contains modern Spanish texts 

from 1975 to 2004. CORDE includes Spanish texts written 

up to 1975. Both corpora allow the use of distance criteria 

between words. Corpus filters such as field, author and 

work, date, register, and geographic area can be applied. 

Statistical data on search results, concordances and clusters 

are also available. 

                                                                

2 Alcina [2] presents a didactic proposal divided into four levels 

of specialization in Computerized Terminology. In this proposal 

she includes training to query online corpora or other formats, 

as well as the use of corpora search tools. 

At Brigham Young University (BYU), Professor Davies 

created an online interface for a set of monolingual 

corpora: the Corpus del español (Spanish from 1200s-

1900s), Corpus of Contemporary American English (US 

English from 1990-2008), BYU-British National Corpus

(British English from 1980-1993), TIME Corpus (US 

English from 1923-present), BYU-OED Oxford English 

Dictionary (Old English-1990) and Corpus do Português

(Portuguese from 1300s-1900s). 

This interface allows the user to search one or more 

word forms, lemmas or parts of speech. Part of speech 

restrictions can be applied. Searches can also be limited by 

genre or over time. It compares the frequency of words, 

phrases or grammatical constructions by genre or over 

time. The user can search for collocates of a word or 

compare collocates of two words. Another particular 

feature is the semantically-oriented search, which enables 

the user to search for synonyms3 of a word. Finally, 

customized lists of words or phrases may be created for use 

in a query. 

The British National Corpus (BNC) is a monolingual 

corpus of modern spoken and written British English. The 

online interface allows the user to search for a word or 

phrase. More complex queries can be carried out using the 

SARA/XAIRA search tool (www.oucs.ox.ac.uk/rts/xaira) 

or directly from the online search box using the BNC 

Corpus Query Language, or the online CQP edition of the 

BNC4.

The Hellenic National Corpus (HNC) is an online 

monolingual corpus containing 47 million words developed 

by the Institute of Language and Speech Processing. It 

covers written Modern Greek since 1990. One feature of 

this corpus is that it allows the user to define the distance 

between three words, lemmas or parts of speech within the 

same query5.

BwanaNet is an online corpus search tool developed 

to query a collection of specialized corpora from the 

Institut Universitari de Lingüística Aplicada (IULA) at the 

Universitat Pompeu Fabra. This collection of corpora 

includes original and parallel texts in Catalan, Spanish and 

English, from the fields of Computing, Environment, Law, 

Medicine, Genome, Economy, and other specialized areas. 

This interface generates lists of word forms, lemmas or 

parts of speech. Users can search for concordances of one 

or more words, lemmas or parts of speech. Part of speech 

restrictions have two features: 1) the option to delimit, in a 

grammatical construction, the number of subsequent 

occurrences of the same category (between 0 and 9), and 2) 

                                                                

3 For more information on semantically-oriented searches, see 

Davies [7]. We include examples of this type of search in our 

search technique classification.  
4 Available at http://bncweb.lancs.ac.uk after registration. 
5 Most corpora allow distance to be defined between two elements 

only. 
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the search for a word form or lemma that excludes a 

particular part of speech. The user can also limit the search 

to a section of the corpus (titles, lists, tables, text). Other 

queries can be carried out using the Corpus Query 

Processor language6.

COMPARA is an online bidirectional aligned corpus 

of English and Portuguese. To query this corpus, the user 

needs to be familiar with the CQP language. The interface 

allows the user to limit the search to linguistic variants of 

Portuguese or English, date, author, etc. In addition, 

concordance formats can be modified, for instance by 

displaying alignment properties or part-of-speech tags.  

4. Classification of search techniques in 

corpora 
Search techniques are options that a user can apply to a 

resource to obtain a result. We distinguish three elements in 

a search technique: a query probe, a query resource and a 

query outcome. The query probe is the word or phrase 

introduced by the user in the interface of a resource. The 

query resource is the resource or part of the resource in 

which the word or phrase is searched. The query outcome

is the result obtained in a query when a probe is searched in 

a resource. 

In this paper we present a classification of search 

techniques in electronic corpora that focuses on the query 

probe, the query resource and the query outcome. An 

example of a corpus search technique could be to use an 

exact word as a probe, e.g., we look for the word play in an 

English monolingual corpus (resource) to obtain a list of 

concordances—the outcome—of the word play, which 

includes expressions such as play the piano, play football 

or play the role of.

Figure 1. Representation of a search technique in an 

electronic corpus

Below, we explain in more detail the search techniques that 

can be used in an electronic corpus, and provide examples 

of how these search techniques are applied in the corpora 

analyzed. 

                                                                

6 The Corpus Query Processor (CQP) manual is available at 

http://www.ims.uni-

stuttgart.de/projekte/CorpusWorkbench/CQPUserManual/HTM

L/. 

4.1 Query probe 
The query probe is an expression the user tries to find by 

introducing it in a corpus interface. We categorize query 

probes as follows: lexical expressions, grammatical 

expressions, numbers, hybrid expressions, and non-

continuous combinations of expressions. Filters may be 

applied to restrict probes. 

4.1.1 Lexical expressions 
Lexical expressions can take a single form or a lemma, or a 

sequence of forms or lemmas. 

A lemma is the base form of a word, i.e., it is a word 

without inflectional morphemes. The lemma of a noun is its 

form with no gender or number morphemes. The lemma of 

a verb is the infinitive. 

A lemma is a useful way of retrieving all the forms in a 

corpus that are tagged with that lemma. For example, if we 

introduce the lemma do in the BYU-British National 

Corpus, the corpus retrieves all the forms of this verb that 

appear in the corpus: do, did, does, done, doing, etc. 

A form can be exact or partial. An exact form is a 

complete word. It can be useful for finding a particular 

form of a word in the corpus. For instance, we can search 

the plural word houses in any of the corpora analyzed. 

A partial form is an incomplete word. The omitted 

part of the word is replaced by a wildcard. The most 

frequent wildcards are the asterisk (*), which replaces one 

or more characters, and the question mark (?), which 

replaces only one character. Partial forms can be useful if 

we want to search all the words that start, end or contain a 

specific sequence of characters. For example, if we 

introduce the partial form hous* in the COMPARA corpus, 

the following complete forms are retrieved: house, 

housewife, housekeeper, house-doctor, houses, housing, 

household, etc. 

Lexical expressions can also be sequences of two or 

more forms or lemmas, which may be exact or partial. An 

exact sequence is a phrase or combination of forms or 

lemmas that appear in the corpus in the same order as those 

searched for. Exact sequences can be introduced to see the 

context in which a particular expression is used. In the 

following example we introduce the exact sequence of the 

forms raining cats and dogs in the BNC. Two contexts are 

retrieved: 1) “It was raining cats and dogs and the teachers 

were running in and out helping us get our stuff in and just 

couldn’t do enough for us.” 2) “What must you be careful 

of when it’s raining cats and dogs?” 

A partial sequence is a combination of forms or 

lemmas in which one or more forms or lemmas are 

replaced by a wildcard. It can be used to search for an 

expression when we only know some of the words 

contained in it. In this example we introduce a partial 

sequence in the BYU Corpus del español: the verb llover as 

a lemma, followed by the preposition a, and then a 

wildcard, [llover] a *. Our search results include Spanish 
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expressions referring to ‘raining heavily’, such as llovía a 

cántaros, llueve a torrentes, lloviendo a mares, lloviendo a 

raudales, lloviendo a chuzos, llovía a baldes, etc.

Frequent sequences representing concept relationships, 

also called linguistic patterns7, can also be introduced. 

Some of these patterns can be used to retrieve, for instance, 

defining contexts in a corpus (is a, known as, is defined, is

called, etc.). 

4.1.2 Grammatical expressions 
Grammatical expressions are constructions made up of 

parts of speech. They may contain a single part of speech 

or a sequence of parts of speech. Grammatical expressions 

can be useful to find words or sequences of words by 

introducing their parts of speech in the corpus.  

This search technique is a feature of BwanaNet, BNC, 

BYU corpora, COMPARA and HNC. For example, if we 

introduce the grammatical expression “adjective+noun” in 

the BwanaNet English Law corpus, the following 

expressions are retrieved: commercial legislation, fiscal 

protection, Social Fund, etc. 

4.1.3 Numbers 
Numbers can be exact or partial. If we introduce an exact

number in the corpus, it is retrieved in the same form as it 

was introduced. A partial number is a number combined 

with a wildcard. In this case, the corpus retrieves all the 

numbers containing the sequence of numbers introduced 

with the wildcard. A number search can be useful to find 

words that appear in the same context as a significant 

number. For instance, if we introduce the number 640 in 

the BwanaNet Spanish Computing corpus, the word píxel

appears, because the corpus retrieves the typical computing 

measurement 640×480 píxels; the term memoria RAM is

also found, because another specific measurement retrieved 

by the corpus is 640 Kb de memoria RAM.

4.1.4 Hybrid expressions 
Hybrid expressions combine lexical expressions, 

grammatical expressions and numbers. They can be useful 

to find expressions in which we know the form or the 

lemma of some of the words and the part of speech of other 

words. For example, we introduce in the BwanaNet 

English Law corpus a hybrid expression made up of a 

grammatical expression followed by a lexical expression: 

“adjective+law”. The following expressions are retrieved 

organic law, civil law, common law, Federal law, 

budgetary law, etc. 

4.1.5 Non-continuous combination of expressions 
This search technique consists of introducing an element in 

a corpus and establishing the distance in which a second 

                                                                

7 Many authors have studied linguistic patterns. See, for example, 

Sánchez [17], Faber et al. [8], López and Tercedor [13] or 

Meyer [14]. 

element must also appear. The first and the second element 

can be any of the query probes explained above: a lexical 

expression, a grammatical expression, a number or a hybrid 

expression. 

In the following example we combine two lexical 

expressions in the BNC within a distance of 5 positions. 

The first expression is the form Cytomegalovirus and the 

second, an exact sequence of forms, the linguistic pattern is

a. As a result we obtain some defining contexts of the word 

Cytomegalovirus.
Table 1. Results of the search for the form Cytomegalovirus

within 5 positions of distance from the linguistic pattern is a

Cytomegalovirus (CMV) is a virus with many similarities to the herpes virus. 

Cytomegalovirus is a less well-known infection which affects considerably 

greater numbers of babies than rubella. 

In another example we use the BYU Corpus del español to 

combine the exact form metros within a distance of 5 

positions from the number 100. Results include the 

expressions 100 metros libre (100 meters free style) or 100 

metros cuadrados (100 square meters). 
Table 2. Results of the search for the number 100 within 5 

positions of distance from the form metros

 terminó ayer su participación en Phoenix, Arizona, con el quinto lugar en los 100

metros libre. […] 

 ) del lugar, con una área mínima de construcción de 200 metros cuadrados y 100

metros cuadrados para parqueo. […] 

In this example, we use the BYU Corpus of Contemporary 

American English to combine the exact form brake within 

3 positions of distance from the part of speech “verb”. 

Results include expressions such as: have a brake, have to 

brake, set the brake, released the hand brake, etc.

The Hellenic National Corpus is the only corpus 

analyzed that allows the user to combine more than two 

elements noncontinuously without having to be familiar 

with the CQP interrogation language. Three forms, 

lemmas, numbers or parts of speech can be combined 

within 5 positions of distance. 

4.1.6 Query probe filters 
Filters add a search restriction to the query probe 

introduced, such as part-of-speech filters. For example, 

BwanaNet allows the user to search for forms or lemmas 

that may or not belong to a particular part of speech. 

The following figure shows a query in the BwanaNet 

English Computing corpus. We introduce the form e-mail

with the exclusion of the part of speech “noun” (option 

negation below the box POS). The result is a concordance 

in which e-mail appears as an adjective. 

[…] it can be obtained through CD-ROM, e-mail server, […]. 
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Figure 2. Search for a form or lemma with the exclusion of a 

particular part of speech

In contrast, if we introduce the form e-mail and limit the 

search to nouns, the result is a list of concordances in 

which the form e-mail appears as a noun. 

By sending e-mail to clinton-info@campaign92.org, I was able to request press 

releases on foreign policy. 

[…] suggestions on how to use everything from e-mail to remote databases, 

tutorials, lists of frequently asked questions, […]. 

Figure 3. Search for a form or lemma as a particular part of 

speech 

Part-of-speech filters are also available in the BNC, HNC, 

COMPARA corpus, and BYU corpora.  

4.2 Query resource 
The corpus resource is always the collection of texts that 

constitute that corpus. Nevertheless, depending on the 

query probe and outcome of a search technique, we can 

distinguish different types of electronic corpora8:

monolingual corpora, aligned corpora and tagged corpora. 

Filters can also be used to restrict the corpus. 

4.2.1 Monolingual corpora 
An electronic corpus can be monolingual, i.e., all the texts 

in the corpus are written in the same language. In this type 

of corpora the query probe and outcome will always be in 

one specific language. 

4.2.2 Aligned corpora 
An electronic corpus can also be aligned. An aligned 

corpus is a parallel corpus composed of source texts and 

their translations. The introduction of query probes in 

monolingual and aligned corpora is usually the same but 

the query outcomes obtained vary.  

In aligned corpora the query probe is normally 

introduced in one of the corpus languages, as in 

monolingual corpora. However, in aligned corpora, search 

results include the segments in one language, as well as 

equivalent segments in the second language. For example, 

when we introduce the form run in the English part of the 

COMPARA corpus, the concordances in English are given 

with the form run highlighted in bold. Equivalent segments 

in Portuguese appear next to the concordances of the form 

run. The equivalents of run (montar, correr and comprar)

are not highlighted. 

                                                                

8 Many authors have elaborated wider typologies of corpora in 

which all the types of corpora are described. See, for example, 

Corpas [6], Zanettin [24] and Sinclair [20]. In this paper, we 

have limited our classification of corpora according to what can 

we introduce in the corpus (the probe) and what can we obtain 

(the outcome). 

Table 3. Results of the search of the form run in the aligned 

corpus COMPARA 

I said to Nizar, «You could probably 

run a little rental business […]»)  

Em resposta, sugeri ao Nizar: «Talvez 

pudesse montar um negócio de aluguer 

[…]» 

We had to run for a train once at 

Euston: […] 

Uma vez em Euston tivemos de correr 

para apanharmos um comboio: […] 

Neither of our families could afford to 

run a car in those far-off days. 

Naquele tempo nem a minha família 

nem a dela tinham dinheiro para 

comprar carro. 

Some aligned corpora also allow the user to introduce 

query probes simultaneously in both corpus languages. The 

COMPARA corpus offers an alignment restriction option 

that allows the user to introduce a query probe in one 

language with the condition that its equivalent segments 

contain another query probe. In the following example we 

introduce the form run in the English part of the 

COMPARA corpus, and the lemma correr in the 

Portuguese part. The corpus retrieves concordances of the 

form run in English whose equivalent segments in 

Portuguese include the lemma correr. In the concordances 

both the form run and all the forms of the lemma correr are 

highlighted in bold.
Table 4. Results of the simultaneous search for the form run 

in English and the lemma correr in Portuguese in the aligned 

corpus COMPARA 

We had to run for a train […] […] tivemos de correr para 

apanharmos um comboio […] 

If they had broken into a run, […].  Se tivessem desatado a correr, […]. 

But I feel we run a grave risk by doing 

so.  

Mas eu acho que corremos um risco 

grave se o fizermos. 

4.2.3 Tagged corpora 
Corpora may either be tagged or not, and if they are, they 

may be tagged at different levels. In POS-tagged corpora

all the words are tagged with their part of speech. 

Grammatical expressions can only be introduced in tagged 

corpora. In lemmatized corpora all the words in the 

corpus are tagged with their lemma. Lemmas can only be 

introduced in lemmatized corpora. 

4.2.4 Query resource filters 
The corpus search can be restricted to one section of the 

corpus using filters, such as thematic field, text type, 

geographic area, author, date, and text area. 

The thematic field filter limits the corpus to sections 

of a selected thematic field. The BwanaNet, CQP edition of 

the BNC, CREA, and CORDE corpora offer this option. 

The text type filter limits the search to texts of a specific 

genre. This filter is available in the CREA, CORDE, CQP 

edition of the BNC, and BYU corpora. The geographic 

area filter limits the search to texts from a specific 

language area. For example, in the COMPARA corpus the 

search can be restricted to Portuguese from Angola, 

Portugal, Brazil and Mozambique, or to English from 

South Africa, United Kingdom or the United States. The 

CQP edition of the BNC also offers a geographic area 

filter. 
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The author filter limits the search to texts published by 

one or more authors. This filter is offered in the 

COMPARA, CREA and CORDE corpora. The date filter 

limits the search to texts published on a specific date or 

within a time period, and is a feature of the COMPARA, 

the CQP edition of the BNC, CREA, CORDE and BYU 

corpora. The text area filter limits the search to titles, lists, 

tables, etc. BwanaNet offers this filter. The CQP edition of 

the BNC allows the user to search in titles and keywords. 

4.3 Query outcome 
When an electronic corpus is queried, the user can select 

different types of query outcomes depending on the result 

he/she desires. These query outcomes may be a list of 

monolingual or aligned concordances, a list of words, a list 

of synonyms, a list of collocates or a list of clusters. 

4.3.1 List of concordances 
Concordances are the contexts in which the query probe 

appears. Most of the corpora provide concordances in an 

easy to read format called KWIC (key words in context), 

which means that the query probe is highlighted in the 

center of the context. Depending on the query resource 

used in a search technique, lists of concordances can be 

monolingual or bilingual. 

4.3.1.1 List of monolingual concordances 
Monolingual corpora can generate lists of monolingual 

concordances, i.e., lists of contexts in one language. 

Monolingual concordances are mainly used to observe a 

word in context. For example, if we look for the 

concordances of the lexical expression Prime Minister in 

the BNC we access contexts in English where this 

expression is used. 

Another function of concordances is to find a word by 

searching for words that appear in a nearby context. For 

example, we can search in the BYU-OED Oxford English 

Dictionary corpus to find a word that refers to “a case 

where an archer holds arrows”. In this case, we introduce 

the lemma arrow within 9 positions of distance to the part 

of speech “noun”. The corpus retrieves concordances of 

nouns appearing near the forms of arrow; one of these 

nouns is the word quiver.
Table 5. Concordances of the lemma arrow within 9 positions 

of distance from the noun quiver

A gaily-painted quiver, full of arrows

He could draw an arrow from his quiver […] 

4.3.1.2 List of bilingual concordances 
Aligned corpora can generate lists of bilingual 

concordances, which are lists of contexts in one language 

with equivalent contexts in another language. Bilingual 

concordances allow the user to decide on a more reliable 

translation equivalent because both the query probe in the 

source language and its equivalent in the target language 

are situated in a context that can be compared with the 

context of the translation, thus allowing the translator to 

verify equivalence.  

In the following example we introduce the form play 

in the COMPARA aligned corpus and search for its 

concordances. Depending on the context, play is translated 

in Portuguese as tocar (when it refers to a music 

instrument), jogar (when it refers to a sport) or fazer a 

(when it refers to playing a role). 
Table 6. List of concordances of the form play with its 

equivalents in Portuguese (highlight in Portuguese 

concordances added) 

«[…] and not being able to play the 

piano.» 

«[…] e à incapacidade de tocar piano.» 

Joe wanted to switch partners and play

the best of three sets, […] 

Joe queria trocar de parceiros e jogar

de novo, uma melhor de três, […] 

([…] he likes to play the father in our 

relationship. ) 

([…] gosta de fazer a figura paterna no 

nosso relacionamento. 

4.3.2 Word lists 
There are two types of word lists. One type includes the 

most frequent words in a corpus. The other is a list of 

keywords, which are extracted by comparing the word 

frequency lists of two corpora; the result is a list of words 

that are typical of one corpus, which are different from the 

other corpus9.

Word lists can provide a useful overview of the 

specific terminology in a field. Of the corpora analyzed, 

BwanaNet provides lists of words with the option isolated 

tokens. The lists in BwanaNet may be of forms, lemmas or 

parts of speech. The BYU corpora also generate word lists. 

In these corpora, the user must introduce a part of speech 

and the corpora generate word lists that are tagged with 

that part of speech. The CQP edition of the BNC generates 

word or lemma frequency lists and allows the user to limit 

the lists introducing word patterns or using part-of-speech 

filters. This corpus also generates lists of keywords 

comparing the frequency lists of the whole BNC, the 

written BNC, and the spoken component of the BNC. 

For example, if we generate a list of lemmas in the 

BwanaNet English Economy corpus, the first lemmas in the 

list are, logically, general language words, mainly 

prepositions and articles, since these are the most frequent 

words in every corpus. However, the sign = appears at the 

top of the list, as a typical component of economic texts. 

Other words from this field, such as rate, market, price, 

good, capital, investment, etc, also appear near the 

beginning. 

4.3.3 List of synonyms 
Some corpora have incorporated semantically-based 

searches. This option allows the user to find synonyms for 

the word introduced. Of the corpora analyzed in this study, 

only the BYU corpora provide this option. 
                                                                

9 These list types are extracted from specialized corpora which are 

compared with general language corpora, known as reference 

corpora. 
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In the following example, we use the BYU Corpus of 

Contemporary American English to search for synonyms of 

the form beautiful, by introducing [=beautiful]. A list of 

synonyms is provided: wonderful, attractive, striking, 

lovely, handsome, etc. The frequency of each synonym in 

the corpus and access to concordances of the synonyms are 

given. We can also compare the frequency and distribution 

of the synonyms in the corpus by text type and dates.  

4.3.4 List of collocates 
A collocate is a word that frequently appears near another 

word. Lists of collocates can be useful to access the words 

in the context of a term without having to read all its 

concordances. This function helps to speed up the search 

process. 

In all the corpora, collocates of a word can be seen by 

reading all the contexts of that word. However, of the 

corpora analyzed, only the BYU corpora generate lists of 

word collocates in which the part of speech of the collocate 

is specified. For example, if we search in the BYU Corpus 

of Contemporary American English for the noun collocates 

of the form television, the retrieved list of collocates 

includes: radio, news, show, cable, network, station, series,

etc.

Collocates of word synonyms can also be accessed. 

For instance, the BYU Corpus del español lists the nouns 

that appear near the synonyms of sucio (dirty); retrieved 

collocates include the words pocilga (pigsty) or tugurio 

(hovel or dive).

4.3.5 List of clusters 
Clusters are sequences of two or more words that are 

frequent in a corpus. Various query probes can be 

introduced in a search for clusters. We may choose not to 

specify a query probe and only specify the number of 

words we want the cluster to have (two or more). We can 

specify a word that must appear in the cluster, for instance 

mesita (table). We can also specify the grammatical 

sequence of the cluster, for example clusters of 

“noun+adjective+adjective”. Words and parts of speech 

that must be included in the clusters can also be specified, 

for example “mesita+preposition+adjective”. 

Lists of clusters can provide a useful overview of how 

terminology is frequently combined in a field. They can 

also be used to find a word if we know other words it is 

frequently combined with, or a typical construction in 

which the word appears. 

Of the corpora analyzed, BwanaNet generates two-

word clusters without specifying a query probe. The BYU 

corpora retrieve clusters specifying words or parts of 

speech that must appear in the clusters. CREA and CORDE 

generate clusters specifying one or more words that must 

appear in the clusters. For example, in the CREA corpus 

we can search for clusters of three words that include the 

word mesita (table). The retrieved list includes the 

following clusters: mesita de noche (bedside table), mesita 

de madera (wooden table), mesita de luz (lamp table),

mesita del teléfono (telephone table), etc.

5. Conclusion 
This study has shown how search techniques can vary from 

one corpus to another. Within the context of translator 

training in the use of corpora, there is a need to systematize 

the search techniques that can be used in electronic 

corpora. The classification of search techniques provided in 

this paper, focusing on the query probe, resource and 

outcome, attempts to meet that need. These three elements 

have been considered to explore the range of search 

possibilities corpora offer.  
Table 7. Classification of search techniques in corpora 

QUERY PROBE QUERY RESOURCE QUERY OUTCOME 

- Lexical expression 

- Grammatical expression 

- Numbers 

- Hybrid expression 

- Non-continuous 

combination of 

expressions 

oProbe filters

- Monolingual 

corpora 

- Aligned corpora 

- Tagged corpora 

o Resource filters 

- List of monolingual or 

bilingual concordances 

- Word list 

- List of synonyms 

- List of collocates 

- List of clusters 

Although our search technique classification is subject to 

further additions and variations, it has two main 

applications. First, it will help us to reflect on the most 

useful search techniques for translators, thus enabling us to 

consider improvements in corpora to adapt these resources 

to translators needs. Second, it may serve as a guide in 

teaching translation students search techniques in electronic 

corpora. 

6. Corpora examined 
British National Corpus, version 3 (BNC XML Edition). (2007). 

Distributed by Oxford University Computing Services on behalf 

of the BNC Consortium. Available at 

<http://www.natcorp.ox.ac.uk/> [20/05/09]. 

Bwananet, Programa de explotación del corpus técnico del IULA 

(Universitat Pompeu Fabra). Available at < 

http://brangaene.upf.es/bwananet/indexes.htm> [22/05/09]. 

COMPARA. Available at < 

http://www.linguateca.pt/COMPARA/> [19/05/09]. 

Davies, M. (2002-). Corpus del Español (100 million words, 

1200s-1900s). Available at <http://www.corpusdelespanol.org> 

[16/05/09].

Davies, M. (2004-). BYU-BNC: The British National Corpus.

Available at <http://corpus.byu.edu/bnc>[16/05/09]. 

Davies, M. (2007-). TIME Magazine Corpus (100 million words, 

1920s-2000s). Available at <http://corpus.byu.edu/time> 

[16/05/09].

Davies, M. (2008-). The Corpus of Contemporary American 

English (COCA): 385 million words, 1990-present. Available at 

<http://www.americancorpus.org> [16/05/09]. 

Davies, M. (2009-). BYU-OED: The Oxford English Dictionary.

Available at <http://corpus.byu.edu/oed> [16/05/09]. 

Davies, M. and M. Ferreira. (2006-). Corpus do Português (45 

million words, 1300s-1900s). Available at 

<http://www.corpusdoportugues.org> [16/05/09]. 
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Hellenic National Corpus (HNC). Available at < 

http://hnc.ilsp.gr/en/info.asp> [19/05/09]. 

Real Academia Española: Corpus de referencia del español 

actual (CREA) Corpus de referencia del español actual.

Available at <http://www.rae.es> [01/05/09]. 

Real Academia Española: Corpus diacrónico del español

(CORDE). Available at <http://www.rae.es> [01/05/09]. 
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Abstract
We introduce a number of novel techniques to
lexical substitution, including an application of
the Forward-Backward algorithm, a grammatical
relation based similarity measure, and a modified
form of n-gram matching. We test these tech-
niques on the Semeval-2007 lexical substitution
data [McCarthy and Navigli, 2007], to demon-
strate their competitive performance. We create
a similar (small scale) dataset for Czech, and our
evaluation demonstrates language independence
of the techniques.
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1 Introduction

We present a number of novel approaches to lexical
substitution, a task which for a given target word, re-
quires the selection of a suitable alternative word. Our
highly modular system not only allows a trivial addi-
tion of new modules, but also explores the applicability
of the techniques to English and Czech.

Lexical substitution was suggested as a way of eval-
uating word sense disambiguation [McCarthy, 2002],
accounting for the difficulties with selecting a sense
inventory in the traditional direct sense evaluations
(e.g., [Preiss and Yarowsky, 2002]). In the lexical sub-
stitution task, instead of being presented with a set
of possible senses to choose from, a system is given
a word and is required to find a suitable alternative
given the context. For example, the word bright in the
sentence

His parents felt that he was a bright boy.

can be replaced with the word intelligent. How-
ever, the same substitution for the same word in
the context of the word star (e.g., in the sentence
Our Sun is a bright star.) is unlikely to reflect
the intended meaning. The applications of a sys-
tem capable of making such substitutions lie in ques-
tion answering, summarisation, paraphrase acquisition

[Dagan et al., 2006], text simplification and lexical ac-
quisition [McCarthy, 2002].

An evaluation task was set up as part
of Semeval-2007 evaluation exercises
[McCarthy and Navigli, 2007], in which partici-
pants were given a target word and its context and
were expected to find a suitable substitutable word or
phrase. A second task is proposed for Semeval-2010
[Sinha et al., 2009], which expects participants to
select a possible substitute from another language,
given an input word and context in English.

As with many natural language processing tasks,
most work on lexical substitution has been carried
out in English. As the lexical substitution task re-
quires an annotated corpus, it is non-trivial to carry
out large-scale experiments in other languages. We
create a small corpus for Czech, and evaluate our
lexical substitution modules1 not only on the Se-
meval-2007 lexical substitution data in English, but
also on our Czech dataset. Unlike the proposed
[Sinha et al., 2009] cross-lingual lexical substitution
task in Semeval-2010, in our experiment the target
words and contexts as well as substitute are all in
Czech.

For English, we demonstrate

1. the importance of refining the set of input can-
didate substitutes prior to a candidate ranking
module being run, and

2. show our modules’ suitability to be used in lexical
substitution tasks

We create a communal set of candidates, which
are used by three independent modules: a gram-
matical relation [Briscoe et al., 2002] based module
investigating the syntactic (and to a certain ex-
tent semantic) similarity of contexts, an n-gram
module exploiting the Google Web 1T 5-gram cor-
pus [Brants and Franz, 2006], and a module discov-
ering the optimal path through the sentence based
on the Forward-Backward HMM algorithm (e.g.,
[Roark and Sproat, 2007]).

1 Note that such an evaluation is not possible for all of our
modules, due to the lack of available tools for the Czech lan-
guage.
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Our paper is organized as follows: Section 2 de-
scribes the technique used to create a weighted candi-
date set, Sections 3, 4, and 5 contain the GR, n-gram
and HMM modules respectively. An initial evaluation
on English is presented in Section 6. Our experiment
on Czech, and the data used to enable this, appears in
Section 7, with conclusions drawn in Section 8.

2 Building a candidate set

We create a very modular system, where each of our
lexical substitution selection methods is entirely inde-
pendent of the others. The modules share a common
input: the possible set of candidates for each word.
In his work, [Yuret, 2007] presents the most successful
system in Semeval-2007 and comments that “I spent
a considerable amount of effort trying to optimize the
substitute sets”. We therefore explore performance
with two different candidate sets to investigate the hy-
pothesis that the approach used is as important as the
candidates selected.

The first approach, which finds the maximum pos-
sible performance of the modules (an upper bound),
is given all candidates which appeared for the target
word in the gold standard data. I.e., all the possi-
ble substitutes from the gold standard are gathered
together, and given to the modules as possible can-
didates. (However, as no module is designed to cope
with multiword candidates, all the multiword candi-
dates are removed.)

Our second set of candidates is constructed from
WordNet [Miller et al., 1990] and the online encyclo-
pedia Encarta (http://encarta.msn.com) as follows:

• All WordNet (WN) synonyms of the target word
are included (i.e., synonyms of all the possible
senses of the correct part of speech)2.

• The hypernym synset and the hyponym synset
are also included for all possible senses.

• All possible Encarta synonyms of the correct part
of speech are extracted.

A probability distribution is placed on these candi-
dates based on these (manually selected) weights:

Source Weight
WN synonym 3
WN hypernym 1
WN hyponym 2
Encarta 3

I.e., if a candidate appears both as a WN synonym
and in Encarta, it will get a weight of 6, while if it
is only appearing as a hyponym, it’s weight will be 2.
For example, for the test word account (noun):

1. WN synonyms: history, chronicle, story, bill, in-
voice, report, story, explanation, . . .

2. WN hypernyms: record, importance, profit, gain,
statement, . . .

2 The part of speech of the target word is given in the data.

PoS Average
Noun 56
Verb 127
Adjective 37
Adverb 9

Table 1: Average number of candidates

3. WN hyponyms: etymology, annals, biography,
life, recital, reckoning, tally, . . .

4. Encarta: report, description, story, narrative, ex-
planation, version, interpretation, tally, . . .

the Encarta synonyms add new candidates, while also
boosting the weights of, e.g., the synonym story, or
the hyponym tally. Once all the candidates for a tar-
get word are generated, the weights are converted into
a probability distribution.3 The average numbers of
candidates for each part of speech are presented in
Table 1.

While the GR and the n-gram modules only re-
quire a set of candidates for the target words, the
HMM module requires potential candidates for all
words in the sentence in order to find an optimal path
through the data. These candidates were generated
in the same manner, with PoS tags drawn from the
[Elworthy, 1994] tagger (executed as part of RASP
[Briscoe et al., 2006]), with the exception that for the
non-target words, the original word was also included
in the candidate set.

3 Grammatical relations

Given the candidates generated in Section 2, we create
several different (hopefully complementary) modules.
A combination of these can then utilize the different
strengths and weakness of each approach to create a
more accurate ranking of proposed candidates overall.
The modules can therefore run independently to select
the most likely of any given candidates.

For each target word, its context was parsed with
RASP [Briscoe et al., 2006] producing grammatical
relations (GRs). GRs, mainly binary relations ex-
pressing information about predicates and arguments,
provide a good means for capturing both syntactic
structural information, but also some sense of seman-
tic meaning as well [Briscoe et al., 2002]. GR such as

(dobj give dog)

where the GR is dobj (direct object), it not only tells
us that give directly dominates dog (syntax), but there
is also a description about a patient relationship.

The main advantage of GRs, as opposed to, for ex-
ample, n-grams, is the possibility of GRs encoding long
distance dependencies. Even with simple sentences,
such as:

• Bob Smith gave the bone to the dog.

• Bob Smith gave the big juicy bone to the dog.
3 The low hypernym score is due to relatively rare occurrence

of the correct candidate being in the hypernym set.
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the GRs will contain the dobj give bone relation for
both sentences, while a five word n-gram centered on
the target word give will not even mention the word
bone in the second case.

The motivation behind this approach is in the as-
sumption that a word which is a valid lexical substitute
will appear in the same GRs as the target word. This
requires a large corpus annotated with GRs: to this
end we employ Gigaword [Graff, 2003], a large collec-
tion of English text, which we parsed with the RASP
parser and collected information about frequencies of
GR occurrences. The GR occurrences are indexed us-
ing Lucene, to allow incremental building and search-
ing of the dataset. Each word can be queried, pro-
ducing a listing of every applicable GR in which said
word appeared in the Gigaword corpus, along with a
frequency count of occurrence(s) for each GR. A pre-
liminary search was performed on this index to obtain
initial probabilities for each GR.

For each target word, all the GRs from its context
are extracted and the target word is substituted with
a possible candidate. The frequency of this GR is ex-
tracted from the parsed corpus, and divided by the
probability of that GR, in order to account for un-
equal GR occurrences throughout the index (the GR
ncmod, for example, appeared many times more than
the GR iobj). For each candidate, all its GR fre-
quency weights are summed, and the weights are nor-
malized to produce a probability distribution on can-
didates.

4 n-grams

Approaches based on n-grams drawn from the
Google Web1T corpus [Brants and Franz, 2006] have
been shown to constitute a particularly good ap-
proach to lexical substitution with the best perform-
ing system in Semeval-2007 being n-gram based
[Hassan et al., 2007]. The basic algorithm for such an
approach is very clear: an n-gram containing the cho-
sen word is extracted from the context, the chosen
word is then replaced with a candidate and the fre-
quency of the newly formed n-gram is found. The
candidate with the highest frequency wins.

For this work, we use the Google Web1T corpus,
a publicly available resource, containing frequency in-
formation about 1, 2, 3, 4 and 5-grams drawn from
one trillion (1012) words of English Web text, sub-
ject to a minimum occurrence threshold. While such
a corpus is obviously a very valuable resource, it has
been found previously that it is difficult to use due
to its sheer size (it is 25Gb in compressed form). In
order to provide a reasonable access time (and mul-
tiple wildcard searches), we treated each 5-gram as
a separate document and indexed the 5-gram corpus
with the publicly available tool Lucene (available from
http://lucene.apache.org).4

For a word w with possible candidate substitutions
s1, s2, . . . , sn, we exploit a 5 word window W centered
around w in the following way for each si:

4 Note that subject to a predictably regular repetition, the in-
formation contained in the 2, 3, and 4-grams can be extracted
from the 5-gram corpus.

• We search for the frequency (f5−gm(si)) of the
5-gram W with w replaced with si.

• The replaced 5-gram is also searched in a sto-
plisted form (fstop(si)). Note that this can result
in a much smaller n-gram.

• The frequencies of all consecutive subset 4-grams
(with the target word w replaced with si) are ex-
tracted (f4−gmj

(si) for j = 1, . . . , 4).

• The absolute frequency of the unigram si is also
retrieved (f1−gm(si)). A more frequent unigram
is more likely to be found as part of a 5-gram or 4-
gram, purely due to the frequency of occurrence.
This factor allows us to remove this bias.

The resulting weight of each si is then expressed as
shown in Figure 1.5

5 Hidden Markov Models

5.1 Introduction

Hidden Markov Models (e.g.,
[Roark and Sproat, 2007]) and, in particular,
Forward-Backward Hidden Markov Models (HMMs),
have a strong history of applications in linguistics.
The justification for the applicability of a Hidden
Markov Model to the problem of lexical substitu-
tion lies in both the limited number of possible
substitutions and the large training corpus.

When compared to the issue of speech processing,
for which a HMM is known to work as a reasonable
model, the issue of lexical substitution is highly simi-
lar and can be expected to produce results of similar
quality.

Meanwhile, the presence of the large training cor-
pus6 means that the transition probabilities can be
calculated with a high degree of certainty for transi-
tions between possible lexical substitutions.

5.2 Motivation

Compared to n-gram and grammatical relation (GR)
models, the HMM introduce a few key distinctions
which should have significant contributions to the
quality of the substitution results. While the n-gram
and GR algorithms are capable of comparing the like-
lihood of a lexical substitution in their respective con-
texts, they do not allow the non-target words to take
on other senses in order to generate a better fit.

That said, the HMM lacks the ability of the GR
model to consider the impact of grammar on the sen-
tence. Furthermore, it does not benefit from the rel-
ative speed of implementation and execution enjoyed
by n-grams.

The forward-backward algorithm allows the model
to take into account both the words that preceded
and followed the target word that was being disam-
biguated. In comparison, a Viterbi Algorithm would
5 As this module is not expected to be acting alone, we are not

making any adjustments for data sparsness.
6 In this case, Google Web1T data is used to generate the tran-

sition probabilities.
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p(si) =
f5−gm(si) + fstop(si) +

∑4
j=1 f4−gmj (si)∑n

k=1(f5−gm(sk) + fstop(sk) +
∑4

j=1 f4−gmj
(sk)) + f1−gm(si)

Fig. 1: The weight of each candidate si

have limited the effectiveness of the solution to take
into consideration words that follow the target word.
For example, returning to the previous example

Brian is a bright boy.

the key word in determining the proper lexical substi-
tution of bright is boy. In this case, the Viterbi Al-
gorithm would not be able to determine the proper
substitution as the determining word boy follows the
target word bright.

5.3 Algorithm

The key inputs to the HMM implementation are:

• Si is one specific possible lexical substitution
within the set of all possible substitutions S

• Bwti, or P (Wt→Si), is the substitution probabil-
ity of a word Wt by a substitution Si

7

• Aij , or P (Si→Sj), is the transition probability
between two possible substitutions Si and Sj

8

• πi, or P (∅→Si), is the probability that the model
begins simulation in a given state Si

9

In implementation, the Forward-Backward Algo-
rithm maximizes the product of the forward-looking
matrix, αit, the backward-looking matrix, βit, and the
lexical substitution probability, bwti. The forward-
looking matrix αit measures the likelihood that the
sentence is at state Si, at time t, when the word wt

is registered. Likewise, the backward-looking matrix
βit measures the likelihood, given that the sentence is
at state Si at time t with probability αit, that there
is a valid transition path that reaches the end of the
sentence. The lexical substitution likelihood probabil-
ity bwti represents the relative, context-free probability
that a given word wt uses the substitution Si.

Thus, the product αit×βit×bwti represents the rel-
ative probability that the lexical substitution Si is the
intended sense of the word Wt seen in location t of the
sentence. By comparing this product for each Si∈S
and dividing the resulting values by the summation of
the probabilities for all Si∈S, the relative probabili-
ties represent the likelihood that a specific word is the
expected lexical substitution. The candidate with the
highest likelihood estimation wins, though any substi-
tution with a probability within two orders of magni-
tude of the winner is included as a possible solution
for evaluation purposes.
7 The candidate sets, S, and their substitution probabilities,

Bwti, are shared with the other applications discussed in this
paper.

8 The transition probability, Aij , is generated from the Google
2-gram data set using Lucene.

9 The initial state probability, πi, is generated from the Google
1-gram data set using Lucene.

5.4 Solution-Space Generalizations

In an ideal model, each sentence would be broken down
into its constituent words and every possible substitu-
tion of each word would be a possibility interpreta-
tion. This idealized model would allow for all possible
interpretations of the sentence, providing all possible
frames with which to consider a given lexical substitu-
tion. Such a model would feature upwards of twenty
possible substitutions per word with each requiring
processing for all possible preceding and following sub-
stitutions.

The complexity of the HMM was found to be pro-
portional to the square of the average number of possi-
ble lexical substitutions per word in its input sentences
(see Table 2). This idealized model, though loss-less,
proved computationally inefficient when scaled to the
demands of the application, given the large percentage
of time spent looking up transition probabilities in the
training corpus. In order to minimize the total number
of senses being processed without subjecting the model
to unnecessary generalizations, two methods were used
to reduce the solution complexity: sliding-window and
sense-reduction generalizations.

The sliding-window generalization assumed that
terms further from the target word would be less likely
to contain useful information to disambiguate the tar-
get word sense. As such, a sliding-window representing
likely relevant words was formed around each of the
target words; any word not within the sliding-window
had its possible word senses (expressed by lexical sub-
stitutes) reduced to unity while those within the win-
dow retained multiple senses.

The sense-reduction generalization assumed that
word-senses with low probabilities would not con-
tribute significant information to disambiguating the
word-sense of the target word. As such, the senses
were reduced by limiting possible sense for words
within the sliding-window to only those senses that
were common to both Encarta and WordNet.

6 Results

We evaluated various combinations of the above
systems on the English lexical substitution data
[McCarthy and Navigli, 2007], which contains substi-
tution information about 171 nouns, verbs, adjectives
and adverbs manually constructed by 5 native English
speaker annotators. Each of our modules is capable of
producing a probability distribution which allows us
to investigate a number of possible combination tech-
niques. All systems are given identical candidate sets
as input, yielding two experiments:

1. Candidate set created from the gold standard
(GS)
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Without Sense-Reduction 545 lexical substitution candidates/sentence
Non-Target Sense-Reduction 88 lexical substitution candidates/sentence
Full Sense-Reduction 45 lexical substitution candidates/sentence
Without Rolling-Window 83 Lucene queries/sentence
With Rolling-Window 24 Lucene queries/sentence

Table 2: Hidden Markov Model Computational Complexity

Eval System Candidates Precision Recall Mode precision Mode recall
OOT GRs GS 63.49 7.23 71.05 8.78
Best GRs GS 5.58 0.64 6.58 0.81
OOT HMMs GS 52.74 43.41 63.41 52.28
Best HMMs GS 13.64 11.23 18.34 15.12
OOT n-grams GS 65.06 65.02 73.80 73.74
Best n-grams GS 12.31 12.30 17.33 17.32
OOT Voting GS 68.67 68.67 77.80 77.80
Best Voting GS 13.90 13.90 19.59 19.59
OOT GRs WNE 13.68 0.09 12.50 0.08
Best GRs WNE 1.82 0.01 0.00 0.00
OOT HMMs WNE 16.52 0.25 20.00 0.33
Best HMMs WNE 2.24 0.03 0.00 0.00
OOT n-grams WNE 35.79 8.90 48.11 12.44
Best n-grams WNE 6.92 1.72 11.01 2.85
OOT Voting WNE 36.07 8.98 48.43 12.52
Best Voting WNE 7.02 1.75 11.01 2.85

Table 3: Results of each module on the English lexical substitution task

2. Candidate set created from WordNet and Encarta
as described in Section 2 (WNE).

The results of these evaluation can be found in Ta-
ble 3. Two evaluations are presented:

1. best: Only the top candidate is evaluated against
the gold standard (this corresponds to the highest
probability candidate).

2. oot: The top ten candidates are collected and
evaluated against the gold standard.

The results can be compared to the highest per-
forming system in Semeval-2007 which achieved an
oot precision / recall of 69.03 / 68.90, and mode pre-
cision / recall of 58.54, while the highest performing
best system had a precision / recall of 12.90, and mode
precision / recall of 20.65. (Note that the results for
the WNE experiment are partial, as discussed in Sec-
tion 6.1 representing only 10% of the data.)

6.1 Discussion

The single largest factor in the effectiveness of an ap-
proach to the problem space appears to be the proper
determination of the scope of its candidate list. If
an under-generated candidate set was used, the lexi-
cal substitutions suggested would be technically sound
but incorrect insofar as they were only the best from
the subset, not from the set of all possible substitu-
tions. Omission of candidates could also reduce the
number of valid substitutions to zero, creating a model
where no candidate that remained would fit within the

constraints imposed by the system evaluating its can-
didacy.

While under-generation was a concern, the candi-
date sets more directly suffered from over-generation.
In over-generated candidate sets, the inclusion of
rarely used substitutions, including hypernyms and
hyponyms, served only to dramatically increase solu-
tion time without a corresponding increase in solu-
tion accuracy. As the complexity of the systems fre-
quently increased proportional to the square of the av-
erage number of lexical substitution possibilities, these
candidate sets quickly became disproportionately large
when compared to the gold standard candidate sets.
For such candidate sets that were fully evaluated, no
noticable improvement was found in the ability to cor-
rectly identify the proper lexical substitution over the
gold standard candidates.

These issues served as the motivations for proced-
ing using the gold standard candidates (GS results) in-
stead of the locally generated sets (WNE results). The
gold standard candidates avoided the potential short-
fall of under-generation as they were guaranteed to
contain the anticipated substitution of the target word
within their candidate sets; thus, protecting them from
failing to produce a candidate selection. At the same
time, the candidate list was also small enough to avoid
the growth issues experienced in the over-generated
candidate lists. Since the gold standard candidates
do not overlap within their set, they are significantly
more likely to feature a broad selection of possible can-
didates within the OOT, boosting the accuracy of the
results. As we are merely interested in the perfor-
mance of our modules (to demonstrate their suitability
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Czech PoS Senses English
cesta n 5 way, path
č́ıslo n 6 number, performance
funkce n 8 function, event
z̊ustat v 6 stay, remain
těžký a 6 hard, difficult
nechat v 16 leave
d̊ukaz n 9 proof
povrch n 7 surface
partie n 12 part, partner
věc n 6 thing
akce n 7 action, event

Table 4: Words selected for Czech lexical substitution
including (some) English translations

for the task and to enable their evaluation on the Czech
lexical sample task), the use of the gold standard can-
didate sets is justifiable. Also, a properly generated
candidate list would exhibit similar characteristics to
this set.

7 Evaluation on Czech data

7.1 Creating the evaluation corpus

Unfortunately a lexical substitution corpus is not
available for other languages. In an effort to inves-
tigate the applicability of our methods to other lan-
guages, we selected an extreme example: Czech, a
highly morphologically rich, free order language, which
should therefore produce a valuable comparison.

Ten words were selected at random from the on-
line, publicly available, Czech Wiktionary10 subject
to the constraint that they had at least 5 senses listed
(note that this step is completely automated, and
could be executed with any language). The words
chosen, along with the number of senses and their
parts of speech in Wiktionary can be found in Ta-
ble 4. The most frequent English translations are
also provided. Ten sample sentences for each of these
words (where the target word is to be substituted)
were extracted from the Prague Dependency Treebank
2.0 [Hajičová, 1998], which contains markup of lemma-
tized form and thus allows various instances of use to
be extracted. The annotation was done by a single
native Czech speaker.

Due to the absence of a freely available parser pro-
viding GRs for Czech, it was only possible to run the n-
gram and HMM modules in this experiment. Also, af-
ter initial experiments with using the Czech Wikipedia
as training data, a further inflection problem came to
light: should the candidate substitute be of a differ-
ent gender to the original target word, the sentence
stopped being grammatically correct when the candi-
date was substituted due to agreement. Thus a same
animacy / type candidate would always be preferred.
Consider the example:

. . . vstoupit do chrámu za účelem policejńı
<head>akce</head>

10 Available from http://cs.wiktionary.org/

PoS Average
Noun 7
Verb 8
Adjective 7

Table 5: Average numbers of candidates for Czech

Evaluation Precision Recall
Best 18.86 18.86
OOT 92.11 92.11

Table 6: Czech lexical substitution

if the correct substitute for the word akce, čin is
used, the sentence needs to change to:

. . . vstoupit do chrámu za účelem policejńıho
činu

The test data, and the training data, therefore re-
quired lemmatization: in the absence of a freely avail-
able lemmatizer for Czech, the PDT was used for
both training and testing (with the test sentences
being withheld from training). Thus n-grams (for
n = 1, 2, 5) were acquired from this data, and indexed
as carried out for English.

The candidates for each word were acquired
from the Czech online synonyms resource
(http://www.synonyma-online.cz), but the
candidates for target words were also augmented
by semi-automatically extracted synonyms from
Wikipedia. The average numbers of candidates are
presented in Table 5, and the combined results for the
Czech lexical sample are presented in Table 6.

8 Conclusion and future work

We have presented a modular lexical substitution sys-
tem which incorporates a number of novel approaches
to the task. The approaches were shown to have good
performance on the English lexical substitution data,
while also being highly portable to other, potentially
very different, languages (with a very good perfor-
mance on the Czech data). We highlight the impor-
tance of a comprehensive, yet not over-generated can-
didate set, an issue which we fell has not been ad-
dressed enough in the past.

8.1 Future work

The GR module did not deal with issues of sparsness
– the motivation being that the other modules will fill
in. However, an alternative method for future work
could be in grouping GRs together in meaningful ways
[Pereira et al., 1993].

The HMM implemented a 1st-Order Forward-
Backward Algorithm. This introduces certain limi-
tations to the transition probability matrices. If our
running example had been

Brian is a bright and lively boy.
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instead, the separation of bright and boy by the inter-
vening words and lively would have the effect of neu-
tralizing the impact of the determining word on the
target word. In this case, the words that would have
the greatest impact on bright would be a and and, nei-
ther of which would contribute a significant amount of
information that could lead to a proper lexical substi-
tution.
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Abstract
In this paper we describe word alignment ex-
periments using an approach based on a dis-
junctive combination of alignment evidence. A
wide range of statistical, orthographic and posi-
tional clues can be combined in this way. Their
weights can easily be learned from small amounts
of hand-aligned training data. We can show
that this “evidence-based” approach can be used
to improve the baseline of statistical alignment
and also outperforms a discriminative approach
based on a maximum entropy classifier.

1 Introduction

Automatic word alignment has received a lot of at-
tention mainly due to the intensive research on statis-
tical machine translation. However, parallel corpora
and word alignment are not only useful in that field
but may be applied to various tasks such as computer
aided language learning (see for example [15]) and
bilingual terminology extraction (for example [8, 10]).
The automatic alignment of corresponding words in
translated sentences is a challenging task even for
small translation units as the following Dutch-English
example tries to illustrate.

koffie vind ik lekker

I like coffee

Word alignment approaches have to consider cross-
ing links and multiple links per word in both direc-
tions. Discontinuous units may also be aligned to cor-
responding parts in the other language as shown in
the example above (vind...lekker - like). Various other
issues due to translation divergency make word align-
ment a much more challenging task than, for instance,
sentence alignment. Generative statistical models
for word alignment usually have problems with non-
monotonic alignments and many-to-many links. In
the literature several attempts are described in which
additional features are integrated besides the distri-
bution of surface words to overcome these difficul-
ties. In recent years various discriminative approaches
have been proposed for this task [18, 9, 13, 14, 11, 1].
They require word-aligned training data for estimating
model parameters in contrast to the traditional IBM

alignment models that work on raw parallel (sentence
aligned) corpora [2, 16]. However, previous studies
have shown that only a small number of training ex-
amples (around 100 word-aligned sentence pairs) are
sufficient to train discriminative models that outper-
form the traditional generative models.

In this paper we present another supervised align-
ment approach based on association clues trained on
small amounts of word-aligned data. This approach
differs from previous discriminative ones in the way
the evidence for alignment is combined as we will ex-
plain in the following section.

2 Evidence-based alignment

The evidence-based alignment approach is based on
the techniques proposed by [19]. This approach ap-
plies the notion of link evidence derived from word
alignment clues. An alignment clue C(rk|si, tj) is used
as a probabilistic score indicating a (positive) relation
rk between two items si, tj in their contexts. Link
evidence E(a, rk|si, tj) is then defined as the product
of this score and the likelihood of establishing a link
given the relation indicated by that clue:

E(a, rk|si, tj) = C(rk|si, tj)P (a|rk)

Various types of alignment clues can be found in par-
allel data. Association scores and similarity measures
can be used to assign their values. For example, the
relation of “cognateness” may be indicated by string
similarity measures. Translational equivalence rela-
tions can be indicated by co-occurrence measures. For
the estimation of these scores, no word-aligned train-
ing data is required. However, for the estimation of
the likelihood values we need training data as we will
explain below. They can be seen as weights that corre-
spond to the quality of clues in predicting links prop-
erly. Note that we can also use binary clues. Their
influence on alignment decisions is determined by the
alignment likelihood values only.

So far, this model is not so much different from
previous discriminative alignment approaches in which
weighted features are used in a classification approach
(see, for example, [18], [13]). However, we use our
weighted features as individual pieces of evidence that
are combined in a disjunctive way, i.e. the overall
alignment evidence for two given items is defined as
the union of individual evidence scores:
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E(a|si, tj) = E(a, r1 ∨ r2 ∨ .. ∨ rk|si, tj)

Note that alignment clues are not mutually exclusive
and, therefore, we need to subtract the overlapping
parts when computing the union. Using the addition
rule of probabilities we obtain, for example, for two
clues:

E(a, r1 ∨ r2|si, tj) = E(a, r1|si, tj) + E(a, r2|si, tj)−
E(a, r1 ∧ r2|si, tj)

Hence we combine individual pieces of evidence in a
non-linear way. Figure 1 tries to illustrate such a com-
bination for two given cases.

Fig. 1: Combining alignment evidence. The size of
the circles refers to the strength of the evidence given.

The intuition behind this way of combining features is
to give stronger pieces of evidence a larger influence on
alignment decisions. As illustrated in figure 1 strong
evidence is hard to overrule even by many other weaker
clues. A few solid clues are sufficient just like a reliable
witness in a murder case overrules all kinds of other
weaker pieces of evidence indicating a different sce-
nario. A consequence of our model is that alignment
evidence with a value of 1.0 can not be outranked by
any other combination of evidence. However, this is
not as strange as it sounds if we consider that evi-
dence giving 100% certainty should always be trusted.
These cases should be very exceptional, though.

One difficulty arises in our approach: We need to es-
timate the overlapping parts of our collected evidence.
For simplicity, we assume that all relation types are
independent of each other (but not mutually exclu-
sive) and, therefore, we can define the joint probability
score of the overlapping part as E(a, r1 ∧ r2|si, tj) =
E(a, r1|si, tj)E(a, r2|si, tj). The combination of inde-
pendent evidence is illustrated in figure 2.
Altogether this model is similar to noisy OR-gates fre-
quently used in belief networks in which causes are
modeled to act independently of others to produce a
determined effect [17]. Certainly, the independence
assumption is violated in most cases. However, we
will see in our experiments that this simplification still
works well for alignment purposes. Note, that complex
features can easily be constructed in order to reduce
the impact of this violation on alignment performance.

2.1 Parameter estimation

As we have said earlier, the only parameters that need
to be estimated from word-aligned training data are

 0
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alignment clue 1alignment clue 2

Fig. 2: The combination of two independent align-
ment clues.

the alignment likelihoods used as weights for individ-
ual clues. Due to our independence assumption, we
can do this by evaluating each individual clue on the
training data. For this, we need to find out to what
extent the indicated relations can be used to establish
links in our data. Hence, we use each observed clue
as a binary classifier and simply count the number of
correctly predicted links using that clue (as usual a
value above 0.5 is used to predict a positive example).
This means that we use the precision of each individ-
ual clue on some training data to estimate alignment
likelihoods. Intuitively, this seems to fit our approach
in which we prefer high precision features as described
earlier.

Thus, training is extremely simple. The most ex-
pensive computation is actually the extraction of fea-
tures used as alignment clues (see section 3.1 for de-
tails). The overhead of training is tiny and can be done
in linear time. Note that this model only covers the
classification of individual items. For the actual word
alignment we need to apply a search algorithm that
optimizes the alignment of all words according to the
evidence found for individual pairs. This will briefly
be discussed in the following section.

2.2 Link dependencies & alignment
search

The problem of alignment search has been discussed in
related studies on discriminative word alignment. The
problem is that the dependency between links has to
be considered when creating word alignments. Several
approaches have been proposed that either include link
dependencies directly in the underlying model [14, 1]
or that include contextual features that implicitly add
these dependencies [18]. Depending on the model opti-
mal alignments can be found [18, 9, 1] or greedy search
heuristics are applied [11, 14].

We will use the second approach and model link de-
pendencies in terms of contextual features. We believe
that this gives us more flexibility when defining contex-
tual dependencies and also keeps the model very sim-
ple with regards to training. For the alignment search
problem we could still apply a model that allows opti-
mal decoding, for example, the approach proposed in
[18]. However, we will stick to a simple greedy search
heuristics, similar to the “refined” heuristics defined in
[16], that is known to produce good results for example
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for the symmetrization of directional statistical word
alignment. The advantages of this approach is that
it is fast and easy to apply, it allows n:m alignments,
and it makes our results comparable to the statistical
alignments that include symmetrization.

3 Experiments

For our experiments we will use well-known data sets
that have been used before for word alignment exper-
iments. Most related work on supervised alignment
models reports results on the French-English data set
from the shared task at WPT03 [12] derived from
the parallel Canadian Hansards corpus. This data
set caused a lot of discussion especially because of
the flaws in evaluation measures used for word align-
ment experiments [5]. Therefore, we will apply this set
for training purposes only (447 aligned sentences with
4,038 sure (S) links and 13,400 (P ) possible links) and
stick to another set for evaluation [4]. This set includes
English-French word alignment data for 100 sentences
from the Europarl corpus [6] with a much smaller num-
ber of possible links (437 compared to 1,009 sure links)
which hopefully leads to more reliable results.

Some of the alignment clues require large parallel
corpora for estimating reliable feature values (for ex-
ample co-occurrence measures). For training we use
the Canadian Hansards as provided for the WPT03
workshop and for evaluation these values are taken
from the Europarl corpus.

For evaluation we use the standard measures used
in related research:

Prec(A,P ) =
|P ∩A|
|A|

Rec(A,S) =
|S ∩A|
|S|

AER(A,P, S) = 1− |P ∩A|+ |S ∩A||S|+ |A|
F (A,P, S, α) = 1/

(
α

Prec(A,P )
+

(1− α)
Rec(A,S)

)
For the F-measure we give balanced values and also
unbalanced F-values with α = 0.4. The latter is sup-
posed to show a better correlation with BLEU scores.
However, we did not perform any tests with statistical
MT using our alignment techniques to verify this for
the data we have used.

For comparison we use the IBM model 4 align-
ments and the intersection and grow-diag-final-and
symmetrizaton heuristics as implemented in the Moses
toolkit [7]. We also compare our results with a discrim-
inative alignment approach using the same alignment
search algorithm, the same features and a global maxi-
mum entropy classifier [3] trained on the same training
data (using default settings of the megam toolkit).

3.1 Alignment features

A wide variety of features can be used to collect align-
ment evidence. We use, among others, similar features

as described in [18]. In particular, we use the Dice
coefficient for measuring co-occurrence, the longest
common subsequence ratio (LCSR) for string similar-
ity, and other orthographic features such as identical
string matching, prefix matching and suffix matching.
We use the positional distance measures as described
in [18] but turn them into similarity measures. We
also model contextual dependencies by including Dice
values for the next and the previous words. We use
rank similarity derived from word type frequency ta-
bles and we use POS labels for the current words and
their contexts. Furthermore, we also use evidence de-
rived from the IBM models for statistical alignment.
We use lexical probabilities, the directional alignment
predictions of Model 4 and the links from the inter-
section heuristics of Model 4 alignments (produced by
Moses/GIZA++; henceforth referred to as Moses fea-
tures). As expected, these features are very powerful
as we will see in our experimental results. A small
sample from a feature file extracted from a sentence
aligned parallel corpus is shown in figure 3.

possim 1 mosessrc2trg 1 mosestrg2src 1 pos_NN_VER:pper 1
possim 0.75 pos_NN_PRP 1 lcsr 0.05
possim 0.5 pos_NN_DET:ART 1
possim 0.25 pos_NN_NOM 1 lcsr 0.0714285714285714
possim 0.75 pos_IN_VER:pper 1
possim 1 mosessrc2trg 1 mosestrg2src 1 pos_IN_PRP 1
possim 0.75 pos_IN_DET:ART 1
possim 0.5 lcsr 0.142857142857143 pos_IN_NOM 1
possim 0.5 pos_DT_VER:pper 1 lcsr 0.142857142857143
....

Fig. 3: A short example of link features extracted for
each possible word combination in aligned sentences.
possim = relative position similarity, lcsr = string
similarity measure, pos * = POS label pairs

As we can see, some features are in fact binary (as
discussed earlier) even though we use them in the same
way as the real-valued features. For example, statis-
tical alignment features derived from GIZA++/Moses
(mosessrc2trg, mosestrg2src) are set to 1 if the corre-
sponding word pair has been linked in the statistical
Viterbi alignment. Other feature types are used as
templates and will be instantiated by various values.
For example, the POS label feature template adds a
feature to each word pair made out of the labels at-
tached to the corresponding words. Again, these fea-
tures are used as binary flags as we can see in the
example in figure 3.

Note that complex features can easily be created.
We consider several combinations, for example the
product of Dice scores and positional similarity scores.
Contextual features can also be combined with any
other feature. Complex features are especially useful
in cases where the independence assumption is heavily
violated. They are also useful to improve linear classi-
fication in cases where the correlation between certain
features is non-linear.

3.2 Results

Our results are summarized in table 1.
As we can see, we cannot outperform the strong base-
lines without the features derived from statistical word
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baselines Rec Prec F0.5 F0.4 AER
intersection 72.1 95.2 82.0 79.8 17.5
grow-diag-final 84.5 78.7 81.5 82.1 18.8

best setting without Moses features
MaxEnt 71.5 73.0 72.2 72.1 27.7
Clues 68.9 70.1 69.5 69.3 30.5

best setting with all features
MaxEnt 82.3 84.4 83.3 83.1 16.6
Clues 82.6 85.4 84.0 83.7 15.9

Table 1: Overview of results: Statistical
word alignment derived from GIZA++/Moses
(intersection/grow-diag-final), discriminative word
alignment using a maximum entropy classifier
(MaxEnt), and the evidence-based alignment (Clues).
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Fig. 4: A comparison of F0.5 scores obtained with set-
tings that include statistical word alignment features.

alignment. However, adding these features makes it
possible to improve alignment results according to
AER and F-scores. We can also observe that the Max-
Ent classifier is better in handling the dependencies
between non-Moses features. The scores are in gen-
eral slightly above the corresponding clue-based scores.
However, including the strong Moses features, our ap-
proach outperforms the maximum entropy classifier
and yields the overall best result. As expected, our
approach seems to handle the combination of strong
evidence and weak clues well. It learns to trust these
strong clues and still includes additional evidence from
other alignment clues. Figure 4 illustrates this by plot-
ting the results (F0.5 scores) for settings that include
Moses features for both, the MaxEnt classifier ap-
proach and the evidence-based approach. The settings
are sorted by the F-scores obtained by the MaxEnt
classifier approach (solid line) along the x-axis. Cor-
responding F-scores obtained by the evidence-based
approach using the same feature set and alignment
search algorithm are plotted as points in the graph.
As we can see in most cases, our simple evidence-based
approach yields similar or better results than the Max-
Ent approach. We can also see that both discrimina-
tive approaches improve the baseline scores obtained
by the generative statistical word alignment after sym-
metrization (dashed and dotted lines in the graph).
The best result is obtained with the following features:
Dice for the current word pair and the previous one,
positional similarity, POS labels, rank similarity, lex-

ical probabilities and link predictions of the two IBM
4 Viterbi alignments. Surprisingly, the orthographic
features (LCSR etc) do not perform well at all. Some
example weights learned from the training data using
the alignment prediction precision are shown in table
2.

feature prediction precision
dice 0.8120830711139080
prevdice 0.8228682170542640
possim 0.2656349270994540
ranksim 0.4259383603034980
lexe2f 0.9634980007738940
lexf2e 0.9348459880846750
lexe2f*lexf2e 0.9900965585540980
mosessrc2trg 0.9601313748745550
mosestrg2src 0.9514683153013910
pos VBZ VER:pres 0.7395577395577400
pos NNS NOM 0.5319049836981840
pos ) PUN 0.7142857142857140
pos VV ADJ 0.0393013100436681
pos NNS VER:pper 0.0593607305936073

Table 2: Examples of weights learned from prediction
precision of individual clues.

We can see that features derived from statistical
word alignment have a high precision and, therefore,
the evidence-based alignment approach trusts them a
lot. This includes the lexical probabilities taken from
the translation model as estimated by Moses. Espe-
cially their product is very accurate which is maybe
not so surprising considering that this score will be
very low for most word pairs and, therefore, only a few
links will be predicted by this feature. Co-occurrence
measures score also very high. Note that the Dice
score of the previous words (prevdice) also seems to
be very useful for alignment prediction. On the other
hand, positional similarity (possim) is a rather weak
clue according to the precision computed. However,
it is still very useful to make alignment decisions in
cases where other evidence is missing or not discrim-
inative enough. Frequency rank similarity (ranksim)
is also surprisingly strong. This is probably due to
the similarity between English and French especially
in terms of inflectional complexity. Finally, we can see
examples of the weights estimated for binary features
such as POS label pairs. Here, we use a threshold of
a minimum of five occurrences to obtain reliable esti-
mates. We can see that some of them are very useful
in predicting links whereas others are very low. Prob-
ably, negative clues could be useful as well, for exam-
ple, using POS labels that indicate a preference for
not linking the corresponding items. However, for this
the alignment model has to be adjusted to account for
such clues as well.

Finally, we also include the plot of alignment error
rates for settings that include Moses features (see fig-
ure 5).

We can see that the curve follows the same trend
as we have seen for the F-scores in figure 4. Most
of the evidence-based alignment results are below the
corresponding runs with a linear classifier. Again, we
also outperform the generative alignment approach,
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Fig. 5: A comparison of AER scores obtained with set-
tings that include statistical word alignment features.

however, only when using features derived from these
alignments.

4 Conclusions

In this paper we describe our experiments with
evidence-based word alignment. Features (alignment
clues) in this approach are combined in a non-linear
way in contrast to related discriminative word align-
ment approaches that usually apply linear classifica-
tion techniques in the underlying model. We have
shown that this kind of combination can be beneficial
when comparing to a straightforward linear classifica-
tion approach especially when high precision features
are applied. Another advantage is the simplicity of
training feature weights using individual link predic-
tion precision. However, this requires the assumption
that each feature can be used as an independent base
classifier. This assumption is often violated which can
be seen in the degrading performance of the evidence-
based approach when applying it in connection with
weaker clues. However, the approach seems to work
well in terms of picking up strong clues and learns to
trust them appropriately. It remains to be investigated
to what extend this approach can be used to improve
subsequent applications such as machine translation
or bilingual terminology extraction. Furthermore, it
should be embedded in a proper structural prediction
framework in which output space dependencies (be-
tween predicted links in a sentence pair) are modeled
explicitly. This will boost the performance even fur-
ther as it has been shown for other discriminative word
alignment approaches.
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Abstract
In this paper we propose a discriminative frame-
work for automatic tree alignment. We use a
rich feature set and a log-linear model trained
on small amounts of hand-aligned training data.
We include contextual features and link depen-
dencies to improve the results even further. We
achieve an overall F-score of almost 80% which
is significantly better than other scores reported
for this task.

1 Introduction

A parallel treebank consists of a collection of sentence
pairs that have been grammatically tagged, syntac-
tically annotated and aligned on sub-sentential level
[12]. Large parallel treebanks are much sought after
in present-day NLP applications but have been, until
recently, only been built by hand and therefore tended
to be small and expensive to create. Some areas of ap-
plication for parallel treebanks are:

• knowledge source for transfer-rule induction

• training for data-driven machine translation

• reference for phrase-alignment

• knowledge source for corpus-based translation
studies

• knowledge source for studies in contrastive lin-
guistics

As for ourselves, we are interested in applying tree
alignment in the context of a syntax-based machine
translation (MT) approach. Since well-aligned tree-
banks will play a substantial role in our MT model,
finding an optimal solution to the problem of tree
alignment is very important. In the next section, we
provide a brief background of recent findings on the
topic before presenting our own approach thereafter.

2 Related Work

Most related work on tree alignment is done in the con-
text of machine translation research. Several variants
of syntax-based MT approaches have been proposed in

recent years involving the alignment of syntactic struc-
tures. In general we can distinguish between tree-to-
string (or vice versa) and tree-to-tree alignment ap-
proaches. [15] describe some recent attempts at sub-
sentential alignment on the phrase level:

[9] use a stochastic inversion transduction gram-
mar to parse a source sentence and use the output
to build up a target language parse, while also in-
ducing alignments. The latter are extracted and con-
verted into translation templates. [16] use a method
they call “bilingual chunking”, where the words of a
tree pair are aligned and during the process, chunks
are extracted by using the tree structure, after which
the chunks are POS tagged. However, the original
tree structures are lost in the process. [3] proposes a
method which alters the structure of non-isomorphic
phrase-structure trees to impose isomorphism in order
to align the trees using a stochastic tree substitution
grammar (STSG). This, however, restricts its porta-
bility to other domains, according to [15]. [4] present
a rule-based aligner which makes use of previously de-
termined word alignments. However, the algorithm
performed poorly when applied to other language pairs
[15].

According to [12] there are two general approaches
to tree alignment: finding correspondences between
phrases through parsing or chunking (eg. [13]), or de-
riving phrase alignment through previous word align-
ment, the latter of which they have adopted them-
selves, where the best configuration yields an F0.5

score of 65.84%. Lately, in [15] a better and faster
method was proposed using 1:1 word alignment prob-
abilities and parse trees. Trees can also be constructed
automatically in the absence of a parser. In a more re-
cent update [17] taking all links into account, a highest
precision of 61,79% and a highest recall of 78,49% in
the tree alignment task were achieved. Zhechev and
Way define a set of principles (2008:1106) to be fol-
lowed in their alignment method:

• independence with respect to language pair and
constituent labelling schema

• preservation of the given tree structures

• minimal external resources required

• word-level alignments are guided by links higher
up the trees, which provide more context infor-
mation
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In addition, the authors quote [6] in defining a
set of well-formedness criteria and explaining that
this should result in producing “enough information
to allow the inference of complex translational pat-
terns from a parallel treebank, including some idiosyn-
cratic translational divergences” (2008:1106): (i) A
node in a tree may only be linked once. (ii) De-
scendants/ancestors of a source linked node may only
be linked to descendants/ancestors of its target linked
counterpart. In short the alignment algorithm consists
of the following steps:

• Each source node s can link to any target node
t and vice versa. Initially all these links are hy-
pothesized.

• Every one of these hypotheses is assigned a score
γ(〈s, t〉) = α(sl|tl)α(tl|sl)α(sl|tl)α(tl|sl) based on
the word-alignment probabilities of the words
that are governed by the current nodes (sl and
tl), as well as the probabilities of the words out-
side the span (sl and tl):

α(x|y) =
|x|∏
i=1

1
|y|

|y|∑
j=1

P (xi|yj)

• Using these scores a set of links is selected apply-
ing a greedy search algorithm that also satisfies
the well-formedness criteria.

Since the system described here has produced
promising results and has been released publicly, we
have decided to use it as a baseline, as well as a source
of input material, upon which we hope to improve. For
this we apply a discriminative alignment approach that
is presented below.

3 Tree Alignment

In our approach we only look at tree-to-tree alignment
using phrase-structure trees on both sides. In the fol-
lowing we first introduce the general link prediction
model. Thereafter, we give a detailed description of
features applied in our experiments and the alignment
search strategy applied.

3.1 Link Prediction

Similar to related work on discriminative word align-
ment we base our model on association features ex-
tracted for each possible alignment candidate. For
tree alignment, each pair of nodes 〈si, tj〉 from the
source and the target language parse tree is considered
and a score xij is computed that represents the degree
to which both nodes should be aligned according to
their features fk(si, tj , aij) and corresponding weights
λk derived from training data. In our approach we
use conditional likelihood using a log-linear model for
estimating these values:

P (aij |si, tj) =
1

Z(si, tj)
exp

(∑
k

λkfk(si, tj , aij)

)

Here, the mapping of data points to features is
user provided (see section 3.2) and the corresponding
weights are learned from aligned training data. We
simplify the problem by predicting individual align-
ment points for each candidate pair instead of aim-
ing at structured approaches. Hence, we can train
our conditional model as a standard binary classifica-
tion problem. Note that contextual features can easily
be integrated even though first-order dependencies on
surrounding alignments are not explicitly part of the
model. More details will be given below in sections
3.2.5 and 3.2.7.

In our experiments we will use a maximum entropy
classifier using the log-linear model as stated above.
One of the advantages of maximum entropy classifiers
is the flexibility of choosing features. No independence
assumptions have to be made and state-of-the art tool-
boxes are available with efficient learning strategies.
Here, we apply the freely available toolbox Megam [1]
and train a global binary classification model predict-
ing links between given node pairs.

3.2 Alignment Features

The selection of appropriate features for classification
is crucial in our approach. The input to the tree aligner
is sentence aligned parse tree pairs from which various
features can be extracted. Another important source
is word alignment and information derived from sta-
tistical word alignment models. In the following we
describe the different feature types that we apply.

3.2.1 Lexical Equivalence Features

Lexical probabilities are used in unsupervised tree
alignment approaches as explained earlier in section
2. We will also use the same inside/outside scores de-
fined in [17] as our basic features as they have proven
to be useful for tree alignment. However, we define
additional features and feature combinations derived
from automatic word alignment in order to enrich the
alignment model. First of all, we use inside and out-
side scores as individual features besides their product.
We also use individual α(x|y) scores as separate fea-
tures. Furthermore, we define a variant of inside and
outside scores using a slightly modified definition of
the equivalence score α:

αmax(x|y) =
|x|∏
i=1

maxjP (xi|yj)

We believe that this definition better reflects the re-
lations between words in sentences than the original
definition in which an average of the conditional lexi-
cal probabilities is used. We assume that most words
are linked to only one target word (hence we look for
the maximum) whereas averaging over all combina-
tions punishes long phrases too much.

Another variant can be defined by replacing the
product above by a sum and taking the average per
source token of this score:

αavgmax(x|y) =
1
|x|

|x|∑
i=1

maxjP (xi|yj)
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In this way, the impact of source tokens for which
no links can be found with any of the target language
tokens is reduced. In the original formulation scores
will be zero if there is such a token even if all the
other ones show a strong relation. This is avoided
with the new definition. Using the modified scores the
same combinations of inside and outside scores can be
defined as explained earlier.

3.2.2 Word Alignment Features

Important features can be derived from the Viterbi
alignments produced by statistical word alignment.
Apart from the lexical probabilities used in the previ-
ous section, the actual statistical word alignment takes
additional parameters into account, for example, posi-
tional similarity and first-order dependencies between
links. Using Viterbi alignments we can implicitly take
advantage of these additional parameters. We define
word alignment features as the proportion of consis-
tent links cons(lxy, si, tj) among all links lxy involving
either source (sx) or target language words (ty) dom-
inated by the current tree nodes (which we will call
relevant links relev(lws,wt

, si, tj)). Consistent links are
links between words which are both dominated by the
nodes under consideration (dominance is denoted as
sx ≤ si).

align(si, tj) =

∑
lxy
cons(lxy, si, tj)∑

lxy
relev(lxy, si, tj)

cons(lxy, si, tj) =
{

1 if sx ≤ si ∧ ty ≤ tj
0 otherwise

relev(lxy, si, tj) =
{

1 if sx ≤ si ∨ ty ≤ tj
0 otherwise

Note that the definition above is not restricted to
word alignment. Other types of existing links between
nodes dominated by the current subtree pair could be
used in the same way. However, using the results of
automatic word alignment we can compute these fea-
tures from the links between terminal nodes. We can
use various types of automatic word alignments. In
our experiments we apply the Viterbi alignments pro-
duced by Giza++ [11] using the IBM 4 model in both
directions, the union of these links and the intersec-
tion. For the latter we use Moses [8] which is also
used for the estimation of lexical probabilities applied
for lexical features described in the previous section.

Yet another feature derived from word alignment
can be used to improve the alignment of terminal
nodes. This feature is set to one if and only if both
nodes are terminal nodes and are linked in the under-
lying word alignment.

3.2.3 Sub-tree Features

Features can also be derived directly from the parse
trees. Similar to statistical word alignment, positional
similarity can be used to make alignment decisions.
However, in tree alignment we look at hierarchical
structures and therefore a second dimension has to
be considered. Therefore, we define the following two
tree position features: tree-level similarity (tls) and

tree span similarity (tss). For the former we use the
distances d(si, sroot), d(ti, troot) from the current can-
didate nodes to the root nodes of source and target
language tree, respectively. Furthermore, we use the
size of a tree (defined as the maximum distance of any
terminal node in the tree to the root) to compute the
relative tree level of a given node. Finally, the tree-
level similarity is then defined as the one minus the
absolute value of the difference between relative tree
levels:

tll(si, tj) = 1− abs

„
d(si, sroot)

maxxd(sx, sroot)

− d(ti, troot)

maxxd(tx, troot)

«

The second measure, the source span similarity is
defined as one minus the absolute value of the dif-
ference between the relative positions of the subtrees
under consideration. The relative positions are com-
puted from the subtree spans using the surface posi-
tions pos(sx), pos(ty) of words dominated by the root
nodes of these subtrees divided by the lengths of source
and target language sentence, respectively.

tss(si, tj) = 1− abs

„
min pos(sx) + max pos(sx)

2 ∗ length(S)

− min pos(ty) + max pos(ty)

2 ∗ length(T )

«

Another tree feature that we will use refers to the
number of terminal nodes dominated by the candidate
nodes. We define the ratio of leaf nodes as follows:

leafratio(si, tj) =
min(|sx ≤ si|, |ty ≤ ti|)
max(|sx ≤ si|, |ty ≤ ti|)

The intuition behind this feature is the assump-
tion that nodes dominating a large number of terminal
nodes are less likely to be aligned to nodes dominating
a small number of terminal nodes.

3.2.4 Annotation Features

Finally, we can also define binary features describing
the presence of certain annotations. For example, we
can define pairs of category labels (for non-terminal
nodes) or part-of-speech labels (for terminal nodes) as
binary features. Each observed combination of labels
in the training data is then used as a possible feature
and the weights learned in training will determine if
they influence alignment decisions in a positive or neg-
ative way.

3.2.5 Contextual Features

Using the tree structure, we can extract similar fea-
tures from the context of candidate nodes. In this way,
first order dependencies can implicitly be included
in the model. For example, including inside/outside
scores from the parent nodes partially includes the
likelihood of these nodes being aligned. This may
then increase the likelihood of the current nodes to
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be aligned as well. Contextual features can be very
flexible and may also show a negative correlation. For
example, a positive feature extracted for the current
source language node together with the parent node of
the target language node may decrease the likelihood
of the alignment between the two current nodes.

In our implementation we allow various kinds of con-
textual features. Any feature as defined in the previous
section can also be extracted from the parent nodes (ei-
ther both parents or just one of them together with the
current node in the other language). Furthermore, we
also allow to extract these features from sister nodes
(nodes with the same parent) and child nodes. For
these nodes we only use the feature that provides the
largest value.

We also allow multiple steps in our feature defini-
tion, allowing for, for example, grandparent features
to be included. Naturally, contextual features are only
extracted if the specified contexts actually exist (i.e.
if there is a grandparent node).

3.2.6 Complex Features

A drawback of log-linear models is that features are
combined in a linear way only. However, the correla-
tion between some features might be non-linear and a
typical strategy to reduce the negative effects of such
interactions is to combine features and to build com-
plex ones1. We define two operations for the combina-
tion of features:

Multiplication: The values of two or more features
are multiplied with each other. This is only used
for non-binary features.

Concatenation: Binary feature types can be com-
bined with other features in the following way:
Each instantiation of that type (for example a cat-
egory label pair) is concatenated with the name of
the other feature and the average of feature values
is used.

We do not attempt to perform an exhaustive search
among all possible combinations. Many of them will
fail anyway due to data sparseness. However, complex
features provide valuable contributions as we will see
in our experiments.

3.2.7 Link Dependency Features

The last category of features refers to link dependency
features. As we explained earlier, first-order depen-
dencies are not explicitly modeled in our classification-
based approach. However, features may include such
dependencies, for example link information of con-
nected nodes. Such features can easily be included in
training where the complete link information is given.
However, we have to adjust the link strategy in order
to use these features in the alignment phase.

1 Another possibility would be to switch to kernel-based meth-
ods and to apply, for example, support vector machines with
non-linear kernels. This will be tested more thoroughly in
future work. Our first experiments with SVMs were discour-
aging mainly due to the largely increased time necessary for
training.

In our experiments, we define first-order features in
the following way. The children links feature is the
number of links between child nodes of the current
node pair normalized by the maximum of the number
of source language children and the number of target
language children. Similarly, the subtree links feature
is the number of links between nodes in the entire sub-
trees dominated by the current nodes. This score is
then normalized by the larger number of nodes in ei-
ther the source subtree or the target subtree.

In the alignment phase corresponding link informa-
tion is not available. However, from the classifier we
obtain probabilities for creating links between given
nodes. We will use these conditional probabilities as
soft counts for computing the first-order features as
defined above, i.e. we sum over the link probabili-
ties and normalize again in the same way. Our fea-
tures are defined in terms of descendents of the current
nodes. Hence, we perform classification in a bottom-
up breadth-first fashion starting at the terminal nodes
that do not include any children.

We also tried a top-down classification strategy to-
gether with parent link dependencies. However, this
did not give us any significant improvements. There-
fore, we will not report these results here.

3.3 Alignment Search

Our tree alignment approach is based on a global bi-
nary classifier. This means that we actually classify in-
dividual node pairs even though we include contextual
and first-order features as described above. Despite
the fact that individual classification is possible in this
way, the important notion of alignment competition is
not explored in this way. That this is a strong draw-
back has already been pointed out in related research
on word alignment [14]. However, similar to discrim-
inative word alignment, competition can easily be in-
tegrated in the system by applying appropriate search
strategies. Naturally, the best strategy would be to
include competition explicitly in the alignment model
and train parameters for a structural alignment ap-
proach. We will leave this for future research and con-
centrate our current work on feature selection in com-
bination with simple greedy search heuristics. In par-
ticular, we will use a greedy best-first search similar to
competitive linking used in early work on word align-
ment. One of the drawbacks in this technique is that
it only allows one-to-one links. However, in tree align-
ment this is not necessarily a drawback and often even
defined as a well-formedness criterion [15]. Another
drawback is, of course, that we are not guaranteed to
find the optimal solution. However, it should be rather
straightforward to implement a graph-theoretic search
approach as described by [14] defining tree alignment
as a weighted bipartite graph matching problem. We
will leave even this for future research.

Finally, we will also introduce additional constraints
that may help to improve alignment accuracy. First
of all, a threshold can be defined in order to stop
the greedy link strategy if link probabilities obtained
by the classifier are too low. Secondly, a number of
well-formedness criteria can be added to avoid un-
usual link combinations. We will use the criteria as
defined in [17], as already mentioned in section 2: De-
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scendents/ancestors of a source linked node may only
be linked to descendents/ancestors of its target linked
counterparts. Furthermore, we will use another con-
straint which is similar to the collapsing strategy of
unary productions used by the same authors. How-
ever, we do not collapse trees at these points but we
simply do not align nodes with single children. Note
that this still allows links between terminal nodes as
they do not have any children at all. Node type spe-
cific constraints can also be applied. For example, we
may restrict links to be assigned to nodes of the same
type only (non-terminals to non-terminals and termi-
nals to terminals). We may also restrict ourselves
to non-terminal nodes only. Note that these restric-
tions change the behavior of the unary-production con-
straint in the following way: If these restrictions are
applied the unary-production constraint is relaxed in
such a way that these nodes are only skipped if the
one and only child is not a terminal node. This re-
laxation is necessary to include valuable links near the
leafs that otherwise would be skipped.

Our implementation allows to switch on and off any
of the constraints described above. Search heuristics
can also easily be altered within the framework de-
scribed above. In the following section we will describe
experiments using various settings and models trained
on a given treebank.

4 Experiments

We ran a number of experiments using a pre-aligned
treebank and various settings including features as de-
scribed above. In the following, we will first briefly
describe the data used for training and testing. There-
after evaluation measures are defined and results of our
experiments are summarized.

4.1 Data

Aligned parallel treebanks are rare and, hence, train-
ing material for a supervised tree alignment approach
is hard to find. However, a number of parallel tree-
bank projects have been initiated recently and their
data and tools become available. For our experiments,
we will use the Smultron treebank [5] that includes
two trilingual parallel treebanks in English, Swedish
and German. The corpus contains the alignment of
English-Swedish and German-Swedish phrase struc-
ture trees from the first two chapters of the novel “So-
phie’s World” by Jostein Gaarder and from economical
texts taken from three different sources. We will use
the English-Swedish treebank of Sophie’s World which
includes roughly 500 sentences per language. The first
100 aligned parse trees are used for training and the
remaining part for testing. The alignment has been
done manually using the Stockholm Tree Aligner [10]
which we also intend to use later on when working on
our own corpora and language pairs. The alignment
includes good links and fuzzy links. We will use both
but give them different weights in training (good align-
ments get three times the weight of fuzzy and negative
examples). Altogether, there are 6,671 good links and
1,141 fuzzy links in the corpus.

4.2 Evaluation

For evaluation we use the standard measures of pre-
cision, recall and F-scores. Due to the distinction be-
tween good and fuzzy alignments we compute values
similar to word alignment evaluation scores in which
“sure” and “possible” links are considered:

Prec(A,P ) = |P ∩A|/|A|
Rec(A,S) = |S ∩A|/|S|

F (A,P, S, α) = 1/
(

α

Prec(A,P )
+

(1− α)
Rec(A,S)

)
S refers here to the good alignments in the gold stan-

dard and P refers to the possible alignments which in-
cludes both, good and fuzzy. A are the links proposed
by the system and α is used to define the balance be-
tween precision and recall in the F-score. We will only
use a balanced F-score with α = 0.5. We also omit
alignment error rates due to the discussion about this
measure in the word alignment literature. Note that
the proportion of fuzzy links seems reasonable and we
do not expect severe consequences on our evaluation as
discussed in [2] for word alignment experiments with
unbalanced gold standards.

4.3 Results

The selection of appropriate features is very important
in our approach. We tested a number of feature sets
and combinations in order to see the impact of fea-
tures on alignment results. Table 1 summarizes our
experiments with various sets. The upper part rep-
resents the performance of separate feature types on
their own. The lower part shows results of combined
feature types. Link dependency features are added in
the right-hand side columns – either child link depen-
dencies or dependencies on all subtree nodes.

As we can see in table 1, adding features consistently
improves the scores even if their standalone perfor-
mance is rather low. Especially the addition of label
features improves the scores significantly. Contextual
features are also very useful as we can see on the exam-
ple of label features. Note, that we also use complex
features such as combined inside/outside scores and
alignment features. Also the concatenation of label
features with alignment features is very successful.

For comparison we also ran the subtree aligner by
[17] on the same data set. It yields a balanced F-score
on our test set of 57.57% which is significantly lower
than our best results. However, this comparison is
not entirely fair as our training data is very small and
the unsupervised subtree aligner relies on good esti-
mates of lexical probabilities. Therefore, we also ran
the aligner on our data with a lexical model extracted
from a much larger data set. For this, we used the com-
bination of the entire Swedish-English Europarl cor-
pus [7] and the Smultron data. However, the scores
improve only slightly to an F-score of 58.64%. The
reason for this is probably that the Europarl data rep-
resents a very different type than the novel used in our
test. However, it indicates the possibilities of discrim-
inative tree alignment when trained on small amounts
of aligned data.
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no link dependencies + child link dependencies + subtree link dependencies
features Prec Rec F0.5 Prec Rec F0.5 Prec Rec F0.5

lexical 65.54 35.72 46.24 62.92 41.26 49.84 59.64 41.07 48.64
lexicalmax 66.07 36.77 47.24 63.17 41.74 50.26 59.76 41.81 49.20
lexicalavgmax 63.76 43.04 51.39 60.95 41.96 49.70 60.92 41.94 49.68
tree 30.46 34.50 32.36 33.10 38.61 35.64 33.37 38.81 35.84
alignment 61.36 54.52 57.74 64.91 58.72 61.66 59.24 54.68 56.87
label 36.14 35.12 35.62 45.00 41.38 43.11 48.77 44.03 46.28
context-label 56.53 44.64 49.88 59.17 50.79 53.72 60.47 53.44 56.74
lexicalmax + tree 48.32 55.15 51.51 54.86 57.51 52.95 49.40 57.25 53.03
+ alignment 55.65 57.94 56.77 57.09 60.31 58.65 57.18 60.58 58.83
+ label 73.43 74.76 74.09 74.39 75.86 75.12 74.68 76.67 75.17
+ context-label 76.65 75.45 76.05 76.99 75.85 76.42 77.17 76.10 76.63
+ align-context 76.23 77.43 76.83 77.07 78.16 77.61 78.12 78.42 78.27

Table 1: Results for different feature sets.

Furthermore, we want to see the performance of our
tree aligner on different node types. For this we com-
puted separate evaluation scores for the different types
using a run with all features (see table 2).

Rec Prec F0.5

type good fuzzy all all all
non-terminals 84.29 70.23 81.28 78.04 79.63
terminals 75.08 59.11 73.80 78.18 75.93

Table 2: Results for different node types (all features)
including recall scores for different link types.

From the table we can see that the aligner has more
difficulties in finding links between terminal nodes
than between non-terminals. This is especially true
for fuzzy links. However, the precision is as high as
for non-terminal nodes2. The reason for the drop in
recall is probably due to the search algorithm which
restricts our results to one-to-one links only. This con-
straint might be reasonable for non-terminal nodes but
not for the alignment of words. A conclusion from this
result is that we should either keep the external word
alignment for establishing terminal links in our tree
alignment or that we should use a separate model and
search strategy for aligning terminal nodes.

Finally, we also want to look at the generality of our
approach. A drawback of supervised methods is the
risk of over-training especially if a rich feature set and
small amounts of training data are used. Certainly,
our approach is not language independent especially
when label features are applied. However, we would
like to know if the models learned can be applied to
different text types without significant loss in perfor-
mance. Therefore, we carried out an experiment train-
ing on one text type (novel or economy) and aligning
the other one from the Smultron corpus. For reasons
of fair comparison we also trained on the first 100 sen-
tence pairs only but applied the model learned to the
entire test corpus of the other type. Table 3 summa-
rizes the results when applying the full-featured model
in this way.

As we can see in the table, performance drops, espe-
cially in terms of recall. Precision is still comparable to

2 Note that the aligner does not assign link types and therefore,
precision cannot be measured for different types.

setting Prec Rec F0.5

train=novel, test=novel 78.12 78.42 78.27
train=novel, test=economy 77.39 73.50 75.39
train=economy, test=novel 76.66 74.62 75.62

Table 3: Training on different text types

the model trained on the same corpus (see line one in
table 3). However, the drop is not dramatical and the
models seem to capture enough general associations to
make reasonable predictions. This is certainly encour-
aging especially considering the effort of human anno-
tation necessary when preparing appropriate training
data.

5 Conclusions & Future Work

In this paper we describe a discriminative framework
for automatic tree alignment. A log-linear model is
learned from small amounts of pre-aligned training
data. We use a rich set of features coming from the
annotation and from automatic word alignment. We
include contextual features and link dependency infor-
mation for further improvements. Our model performs
significantly better than previous methods on the same
task and we believe that our results can be further im-
proved in various ways. Some ideas for future work in-
clude the optimization of the search algorithm (using
a graph-theoretic matching approach), the exploration
of automatic methods for feature selection and combi-
nation (using, for example, a genetic algorithm) and a
better integration of link dependencies (using a struc-
tural model instead of a single binary classifier). We
will also look at additional features and the application
of this approach to other data sets and language pairs.
Finally, we will also investigate the impact of align-
ment quality on machine translation models based on
parallel treebanks.
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