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Preface

The Workshop on Language Generation and Summarisation (UCNLG+MT) took place in Singapore on
6th August 2009, as part of ACL-IJCNLP’09. It was the third of the UCNLG workshops which have the
general aims

1. to provide a forum for reporting and discussing corpus-oriented methods for generating language;

2. to foster cross-fertilisation between NLG and related fields by looking for common ground through
corpus-oriented approaches; and

3. to promote the sharing of data and methods in all language generation research.

Each of these workshops has a special theme: at the first workshop (at Corpus Linguistics in 2005) it
was the use of corpora in NLG, at the second (at MT Summit in 2007) it was Language Generation and
Machine Translation. The special theme of this third UCNLG workshop was Language Generation and
Text Summarisation. The core aim was to provide a forum for NLG and summarisation researchers to
examine the similarities and differences between their current approaches to generating language, and
to explore the potential for cross-fertilisation and the extent to which resources and techniques can be
shared between the NLG and summarisation fields.

The call for papers issued at the end of January 2009 elicited a good number of high-quality
submissions, each of which was peer-reviewed by three members of the programme committee. The
interest in the workshop from leading researchers in both fields and the quality of submissions was high,
so we aimed to be as inclusive as possible within the practical constraints of the workshop. In the end
we accepted six submissions as long papers and four as short papers.

The resulting workshop programme packed a lot of exciting content into one day. We were delighted
to start the workshop with a keynote presentation from Prof Kathy McKeown, one of the most eminent
researchers in NLG and its application to summarisation. Our technical programme included papers on
structuring abstracts (Saggion), selecting content for summaries (Cheung, Carenini and Ng), sentence
compression (Xu and Grishman; Cordiero, Dias and Brazdil), sentence revision for summarisation
(Tanaka et al.), evaluating summaries (Owczarzak and Dang), corpus-based generation of directions
(Schuldes et al.), reducing redundancy in summarisation (Hendrickx et al.), generation of narrative
content (Caropreso et al.) and summarisation of non-textual content (Kumar et al.). The programme also
included a session reporting the results of the Generation of Referring Expressions in Context (GREC)
shared task evaluations (part of the Generation Challenges 2009 initiative), and still had space for a
general discussion on synergies between NLG and summarisation.

We would like to thank all the people who have contributed to the organisation and delivery of this
workshop: the authors who submitted such high quality papers; the programme committee for their
prompt and effective reviewing; our keynote speaker, Kathy McKeown; our panelists (at the time of
writing), Ed Hovy, Kathy McKeown and Donia Scott; the ACL-IJCNLP 2009 Organising Committee,
especially the workshop chairs, Jimmy Lin and Yuji Matsumoto, and Jing-Shin Chang; all the particpants
in the workshop and future readers of these proceedings for your shared interest in this exciting area of
research.

August 2009 Anja Belz, Roger Evans and Sebastian Varges
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Query-focused Summarization Using Text-to-Text Generation:           
When Information Comes from Multilingual Sources 

 
 

Kathleen McKeown 
Department of Computer Science 

Columbia University 
kathy@cs.columbia.edu 

 

 
  

 

Abstract 

The past five years have seen the emergence of robust, scalable natu-
ral language processing systems that can summarize and answer 
questions about online material. One key to the success of such sys-
tems is that they re-use text that appeared in the documents rather 
than generating new sentences from scratch.  Re-using text is abso-
lutely essential for the development of robust systems; full semantic 
interpretation of unrestricted text is beyond the state of the art. Better 
summaries and answers can be produced, however, if systems can 
generate new sentences from the input text, fusing relevant phrases 
and discarding irrelevant ones. When the underlying sources for 
summarization come from multiple languages, the need for text-to-
text generation is even more pronounced. 
 
In this invited talk I present research on query-focused summariza-
tion over a variety of sources, including news, broadcast news, talks 
shows and blogs. Our research combines approaches from summari-
zation and information extraction to answer open-ended questions. 
Because our sources include informal genres as well as formal genres 
and draw from English, Arabic and Chinese, text-to-text generation is 
critical for improving the intelligibility of responses. In our systems, 
we exploit information available at question answering time to edit 
sentences, removing redundant and irrelevant information and cor-
recting errors in translated sentences. 
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Optimization-based Content Selection for Opinion Summarization

Jackie Chi Kit Cheung
Department of Computer Science

University of Toronto
Toronto, ON, M5S 3G4, Canada
jcheung@cs.toronto.edu

Giuseppe Carenini and Raymond T. Ng
Department of Computer Science
University of British Columbia

Vancouver, BC, V6T 1Z4, Canada
{carenini,rng}@cs.ubc.ca

Abstract

We introduce a content selection method
for opinion summarization based on a
well-studied, formal mathematical model,
the p-median clustering problem from fa-
cility location theory. Our method re-
places a series of local, myopic steps to
content selection with a global solution,
and is designed to allow content and re-
alization decisions to be naturally inte-
grated. We evaluate and compare our
method against an existing heuristic-based
method on content selection, using human
selections as a gold standard. We find that
the algorithms perform similarly, suggest-
ing that our content selection method is
robust enough to support integration with
other aspects of summarization.

1 Introduction

It is now possible to find a large amount of in-
formation on people’s opinions on almost every
subject online. The ability to analyze such infor-
mation is critical in complex, high-stakes decision
making processes. At the individual level, some-
one wishing to buy a laptop may read customer
reviews from others who have purchased and used
the product. At the corporate level, customer feed-
back on a newly launched product may help to
identify weaknesses and features that are in need
of improvement (Dellarocas et al., 2004).

Effective summarization systems are thus
needed to convey people’s opinions to users. A
challenging problem in implementing this ap-
proach in a particular domain is to devise a con-
tent selection strategy that identifies what key in-
formation should be presented. In general, content
selection is a critical task at the core of both sum-
marization and NLG and it represents a promising
area for cross-fertilization.

Existing NLG systems tend to approach con-
tent selection by defining a heuristic based on sev-
eral relevant factors, and maximizing this heuristic
function. ILEX (Intelligent Labelling Explorer) is
a system for generating labels for sets of objects
defined in a database, such as for museum arti-
facts (O’Donnell et al., 2001). Its content selection
strategy involves computing a heuristic relevance
score for knowledge elements, and returning the
items with the highest scores.

In GEA (Generator of Evaluative Arguments),
evaluative arguments are generated to describe an
entity as positive or negative (Carenini and Moore,
2006). An entity is decomposed into a hierarchy
of features, and a relevance score is independently
calculated for each feature, based on the prefer-
ences of the user and the value of that feature for
the product. Content selection involves selecting
the most relevant features for the current user.

There is also work in sentiment analysis relying
on optimization or clustering-based approaches.
Pang and Lee (2004) frame the problem of detect-
ing subjective sentences as finding the minimum
cut in a graph representation of the sentences.
They produce compressed versions of movie re-
views using just the subjective sentences, which
retain the polarity information of the review. Ga-
mon et al. (2005) use a heuristic approach to
cluster sentences drawn from car reviews, group-
ing sentences that share common terms, especially
those salient in the domain such as ‘drive’ or ‘han-
dling’. The resulting clusters are displayed by a
Treemap visualization.

Our work is most similar to the content se-
lection method of the multimedia conversation
system RIA (Responsive Information Architect)
(Zhou and Aggarwal, 2004). In RIA, content
selection involves selecting dimensions (such as
price in the real estate domain) in response to a
query such that the desirability of the dimensions
selected for the query is maximized while respect-
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ing time and space constraints. The maximization
of desirability is implemented as an optimization
problem similar to a knapsack problem. RIA’s
content selection method performs similarly to ex-
pert human designers, but the evaluation is limited
in scale (two designers, each annotating two se-
ries of queries to the system), and no heuristic al-
ternative is compared against it. Our work also
frames content selection as a formal optimization
problem, but we apply this model to the domain of
opinion summarization.

A key advantage of formulating a content selec-
tion strategy as a p-median optimization problem
is that the resulting framework can be extended to
select other characteristics of the summary at the
same time as the information content, such as the
realization strategy with which the content is ex-
pressed. The p-median clustering works as a mod-
ule separate from its interpretation as the solution
to a content selection problem, so we can freely
modify the conversion process from the selection
problem to the clustering problem. Work in NLG
and summarization has shown that content and
realization decisions (including media allocation)
are often dependent on each other, which should
be reflected in the summarization process. For
example, in multi-modal summarization, complex
information can be more effectively conveyed by
combining graphics and text (Tufte et al., 1998).
While graphics can present large amounts of data
compactly and support the discovery of trends and
relationships, text is much more effective at ex-
plaining key points about the data. In another case
specific to opinion summarization, the controver-
siality of the opinions in a corpus was found to cor-
relate with the type of text summary, with abstrac-
tive summarization being preferred when the con-
troversiality is high (Carenini and Cheung, 2008).

We first test whether our optimization-based
approach can achieve reasonable performance on
content selection alone. As a contribution of this
paper, we compare our optimization-based ap-
proach to a previously proposed heuristic method.
Because our approach replaces a set of myopic de-
cisions with an extensively studied procedure (the
p-median problem) that is able to find a global so-
lution, we hypothesized our approach would pro-
duce better selections. The results of our study
indicate that our optimization-based content selec-
tion strategy performs about as well as the heuris-
tic method. These results suggest that our frame-

work is robust enough for integrating other aspects
of summarization with content selection.

2 Previous Heuristic Approach

2.1 Assumed Input Information

We now define the expected input into the summa-
rization process, then describe a previous greedy
heuristic method. The first phase of the summa-
rization process is to extract opinions about an en-
tity from free text or some other source, such as
surveys. and express the extracted information in a
structured format for further processing. We adopt
the approach to opinion extraction described by
Carenini et al. (2006), which we summarize here.

Given a corpus of documents expressing opin-
ions about an entity, the system extracts a set of
evaluations on aspects or features of the product.
An evaluation consists of a polarity, a score for
the strength of the opinion, and the feature be-
ing evaluated. The polarity expresses whether the
opinion is positive or negative, and the strength
expresses the degree of the sentiment, which is
represented as an integer from 1 to 3. Possi-
ble polarity/strength (P/S) scores are thus [-3,-
2,-1,+1,+2,+3], with +3 being the most positive
evaluation, and -3 the most negative. For exam-
ple, using a DVD player as the entity, the com-
ment “Excellent picture quality—on par with my
Pioneer, Panasonic, and JVC players.” contains an
opinion on the picture quality, and is a very posi-
tive evaluation (+3).

The features and their associated opinions are
organized into a hierarchy of user-defined features
(UDFs), so named because they can be defined by
a user according to the user’s needs or interests.1

The outcome of the process of opinion extraction
and structuring is a UDF hierarchy in which each
node is annotated with all the evaluations it re-
ceived in the corpus (See Figure 1 for an example).

2.2 Heuristic Content Selection Strategy

Using the input information described above, con-
tent selection is framed as the process of selecting
a subset of those features that are deemed more

1Actually, the system first extracts a set of surface-level
crude features (CFs) on which opinions were expressed, us-
ing methods described by Hu and Liu (2004). Next, the CFs
are mapped onto the UDFs using term similarity scores. The
process of mapping CFs to UDFs groups together semanti-
cally similar CFs and reduces redundancy. Our study ab-
stracts away from this mapping process, as well as the pro-
cess of creating the UDF structure. We leave the explanation
of the details to the original papers.
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Camera
Lens [+1,+1,+3,-

2,+2]
Digital Zoom
Optical Zoom
. . .

Editing/Viewing
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Viewfinder [-2,-
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Flash
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. . .

Image
Image Type

TIFF
JPEG
. . .

Resolution
Effective Pixels
Aspect Ratio

. . .

Figure 1: Partial view of assumed input informa-
tion (UDF hierarchy annotated with user evalua-
tions) for a digital camera.

important and relevant to the user. This is done
using an importance measure defined on the avail-
able features (UDFs). This measure is calculated
from the P/S scores of the evaluations associated
to each UDF. Let PS(u) be the set of P/S scores
that UDF u receives. Then, a measure of im-
portance is defined as some function of the P/S
scores. Previous work considered only summing
the squares of the scores. In this work, we also
consider summing the absolute value of the scores.
So, the importance measure is defined as

dir moi(u) =
∑

psεPS(u)

ps2 or
∑

psεPS(u)

|ps|

where the term ‘direct’ means the importance is
derived only from that feature and not from its
descendant features. The basic premises of these
metrics are that a feature’s importance should be
proportional to the number of evaluations of that
feature in the corpus, and that stronger evaluations
should be given more weight. The two versions
implement the latter differently, using the sum of
squares or the absolute values respectively. No-
tice that each non-leaf node in the feature hierar-
chy effectively serves a dual purpose. It is both a
feature upon which a user might comment, as well
as a category for grouping its sub-features. Thus,
a non-leaf node should be important if either its
descendants are important or the node itself is im-
portant. To this end, a total measure of importance
moi(u) is defined as

moi(u) =


dir moi(u) if CH(u) = ∅
[α dir moi(u) +

(1− α)×∑
v∈CH(u)moi(v)] otherwise

where CH(u) refers to the children of u in
the hierarchy and α is some real parameter in the
range [0.5, 1] that adjusts the relative weights of
the parent and children. We found in our experi-
mentation that the parameter setting does not sub-
stantially change the performance of the system,
so we select the value 0.9 for α, following previ-
ous work. As a result, the total importance of a
node is a combination of its direct importance and
of the importance of its children.

The selection procedure proceeds as follows.
First, the most obvious simple greedy selection
strategy was considered–sort the nodes in the UDF
by the measure of importance and select the most
important node until a desired number of features
is included. However, since a node derives part
of its ‘importance’ from its children, it is possible
for a node’s importance to be dominated by one or
more of its children. Including both the child and
parent node would be redundant because most of
the information is contained in the child. Thus, a
dynamic greedy selection algorithm was devised
in which the importance of each node was recal-
culated after each round of selection, with all pre-
viously selected nodes removed from the tree. In
this way, if a node that dominates its parent’s im-
portance is selected, its parent’s importance will
be reduced during later rounds of selection. No-
tice, however, that this greedy selection consists of
a series of myopic steps to decide which features
to include in the summary next, based on what has
been selected already and what remains to be se-
lected at this step. Although this series of local
decisions may be locally optimal, it may result in
a suboptimal choice of contents overall.

3 Clustering-Based Optimization
Strategy

To address the limitation of local optimality of
this initial strategy, we explore if the content se-
lection problem for opinion summarization can
be naturally and effectively solved by a global
optimization-based approach. Our approach as-
sumes the same input information as the previ-
ous approach, and we also use the direct measure
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of importance defined above. Our framework is
UDF-based in the following senses. First, a UDF
is the basic unit of content that is selected for in-
clusion in the summary. Also, the information
content that needs to be “covered” by the summary
is the sum of the information content in all of the
UDFs in the UDF hierarchy.

To reduce content selection to a clustering prob-
lem, we need the following components. First, we
need a cost function to quantify how well a UDF
(if selected) can express the information content
in another UDF. We call this measure the infor-
mation coverage cost. To define this cost func-
tion, we need to define the semantic relatedness
between the selected content and the covered con-
tent, which is domain-dependent. For example, we
can rely on similarity metrics such as ones based
on WordNet similarity scores (Fellbaum and oth-
ers, 1998). In the consumer product domain in
which we test our method, we use the UDF hi-
erarchy of the entity being summarized.

Second, we need a clustering paradigm that de-
fines the quality of a proposed clustering; that is,
a way to globally quantify how well all the infor-
mation content is represented by the set of UDFs
that we select. The clustering paradigm that we
found to most naturally fit our task is the p-median
problem (also known as the k-median problem),
from facility location theory. In its original in-
terpretation, p-median is used to find optimal lo-
cations for opening facilities which provide ser-
vices to customers, such that the cost of serving
all of the customers with these facilities is mini-
mized. This matches our intuition that the quality
of a summary of opinions depends on how well it
represents all of the opinions to be summarized.
Formally, given a set F of m potential locations
for facilities, a set U of n customers, a cost func-
tion d : F × U −→ < representing the cost of
serving a customer u ∈ U with a facility f ∈ F ,
and a constant p ≤ m, an optimal solution to the
p-median problem is a subset S of F , such that the
expression ∑

u∈U
min
f∈S

d(f, u)

is minimized, and |S| = p. The subset S is exactly
the set of UDFs that we would include in the sum-
mary, and the parameter p can be set to determine
the summary length.

Although solving the p-median problem is NP-
hard in general (Kariv and Hakimi, 1979), viable

approximation methods do exist. We use POP-
STAR, an implementation of an approximate so-
lution (Resende and Werneck, 2004) which has
an average error rate of less than 0.4% on all the
problem classes it was tested on in terms of the p-
median problem value. As an independent test of
the program’s efficacy, we compare the program’s
output to solutions which we obtained by brute-
force search on 12 of the 36 datasets we worked
with which are small enough such that an exact so-
lution can be feasibly found. POPSTAR returned
the exact solution in all 12 instances.

We now reinterpret the p-median problem for
summarization content selection by specifying the
sets U , F , and the information coverage cost d in
terms of properties of the summarization process.
We define the basic unit of the summarization pro-
cess to be UDFs, so the sets U and F correspond
to the set of UDFs describing the product. The
constant p is a parameter to the p-median prob-
lem, determining the summary size in terms of the
number of features.

The cost function is d(u, v), where u is a UDF
that is being considered for inclusion in the sum-
mary, and v is the UDF to be “covered” by u. To
specify this cost, we need to consider both the to-
tal amount of information in v as well as the se-
mantic relationship between the two features. We
use the importance measure defined earlier, based
on the number and strength of evaluations of the
covered feature to quantify the former. The raw
importance score is modified by multipliers which
depend on the relationship between u and v. One
is the semantic relatedness between the two fea-
tures, which is modelled by the UDF tree hierar-
chy. We hypothesize that it is easier for a more
general feature to cover information about a more
specific feature than the reverse, and that features
that are not in a ancestor-descendant relationship
cannot cover information about each other because
of the tenuous semantic connection between them.
For example, knowing that a camera is well-liked
in general provides stronger evidence that its dura-
bility is also well-liked than the reverse. Based on
these assumptions, we define a multiplier for the
above measure of importance based on the UDF
tree structure, T (u, v), as follows.

T (u, v) =


Tup × k, if u is a descendant of v

k, if u is an ancestor of v

∞, otherwise

k is the length of the path from u to v in the UDF

10



hierarchy. Tup is a parameter specifying the rela-
tive difficulty of covering information in a feature
that is an ancestor in the UDF hierarchy. Mirror-
ing our experience with the heuristic method, the
value of the parameter does not affect performance
very much. In our experiments and the example to
follow, we pick the values Tup = 3, meaning that
covering information in an ancestor node is three
times more difficult than covering information in
a descendant node.

Another multiplier to the opinion domain is the
distribution of evaluations of the features. Cover-
age is expected to be less if the features are evalu-
ated differently; for example, if users rated a cam-
era well overall but the feature zoom poorly, a sen-
tence about how well the camera is rated in gen-
eral does not provide much evidence that the zoom
is not well liked, and vice versa. Since evalua-
tions are labelled with P/S ratings in our data, it is
natural to define this multiplier based on the dis-
tributions of ratings for the features. Given these
P/S ratings between -3 and +3, we first aggregate
the positive and negative evaluations. As before,
we test both summing absolute values and squared
values. Define:

imp pos(u) =
∑

ps∈PS(u)∧ps>0

ps2 or |ps|

imp neg(u) =
∑

ps∈PS(u)∧ps<0

ps2 or |ps|

Then, we calculate the parameter to the Bernoulli
distribution corresponding to the ratio of the im-
portance of the two polarities. That is, Bernoulli
with parameter

θ(u) = imp pos(u)/(imp pos(u)+imp neg(u))

The distribution-based multiplier E(u, v) is the
Jensen-Shannon divergence from Ber(θ(u)) to
Ber(θ(v)), plus one for multiplicative identity
when the divergence is zero.

E(u, v) = JS(θ(u), θ(v)) + 1

The final formula for the information coverage
cost is thus

d(u, v) = dir moi(v)× T (u, v)× E(u, v)

Consider the following example consisting of
four-node UDF tree and importance scores.

i. Covered ii. Solutions
A B C D p Selected Val.

C
ov

er
in

g A 0 50 30 240 1 A 320
B 165 0 ∞ 120 2 A,D 80
C 165 ∞ 0 ∞ 3 A,B,D 30
D 330 150 ∞ 0 4 A,B,C,D 0

Table 1: i. Information coverage cost scores for
the worked example. Rows represent the covering
feature, while columns represent the covered fea-
ture. ii. Optimal solution to p-median problem in
the worked example at different numbers of fea-
tures selected.

A dir moi(A) = 55
↙↘
B C dir moi(B) = 50, dir moi(C) = 30
↓
D dir moi(D) = 120

With parameter Tup = 3 and setting the
distribution-based multiplier E to 1 to simplify
calculations (or for example, if the features re-
ceived the same distributions of evaluations), this
tree yields the information coverage cost scores
found in Table 1i. Running p-median on these val-
ues produces the optimal results found in Table 1ii.
This method trades off selecting centrally located
nodes near the root of the UDF tree and the im-
portance of the individual nodes. In this example,
D is selected after the root node A even though D
has a greater importance value.

4 Comparative Evaluation

4.1 Stochastic Data Generation
In our experiments we wanted to compare the two
content selection strategies (heuristic vs. p-median
optimization) on datasets that were both realistic
and diverse. Despite the widespread adoption of
user reviews in online websites, there is to our
knowledge no publicly available corpus of cus-
tomer reviews of sufficient size which is annotated
with features arranged in a hierarchy. While small-
scale corpora do exist for a small number of prod-
ucts, the size of the corpora is too small to be rep-
resentative of all possible distributions of evalu-
ations and feature hierarchies of products, which
limits our ability to draw any meaningful conclu-
sion from the dataset.2 Thus, we stochastically

2Using a constructed dataset based on real data where no
resources or agreed-upon evaluation methodology yet exists
has been done in other NLP tasks such as topic boundary de-
tection (Reynar, 1994) and local coherence modelling (Barzi-
lay and Lapata, 2005). We are encouraged, however, that sub-
sequent to our experiment, more resources for opinion anal-

11



mean std.
# Features 55.3889 8.5547
# Evaluated Features 21.6667 5.9722
# Children (depth 0) 11.3056 0.7753
# Children (depth 1 fertile) 5.5495 1.7724

Table 2: Statistics on the 36 generated data sets.
At depth 1, 134 of the 407 features in total across
the trees were barren. The generated tree hierar-
chies were quite flat, with a maximum depth of 2.

generated the data for the products to mimic real
product feature hierarchies and evaluations. We
did this by gathering statistics from existing cor-
pora of customer reviews about electronics prod-
ucts (Hu and Liu, 2004), which contain UDF hier-
archies and evaluations that have been defined and
annotated. Using these statistics, we created dis-
tributions over the characteristics of the data, such
as the number of nodes in a UDF hierarchy, and
sampled from these distributions to generate new
UDF hierarchies and evaluations. In total, we gen-
erated 36 sets of data, which covered a realistic set
of possible scenarios in term of feature hierarchy
structures as well as in term of distribution of eval-
uations for each feature. Table 2 presents some
statistics on the generated data sets.

4.2 Building a Human Performance Model
We adopt the evaluation approach that a good con-
tent selection strategy should perform similarly to
humans, which is the view taken by existing sum-
marization evaluation schemes such as ROUGE
(Lin, 2004) and the Pyramid method (Nenkova et
al., 2007). For evaluating our content selection
strategy, we conducted a user study asking human
participants to perform a selection task to create
“gold standard” selections. Participants viewed
and selected UDF features using a Treemap infor-
mation visualization. See Figure 2 for an example.

We recruited 25 university students or gradu-
ates, who were each presented with 19 to 20 of
the cases we generated as described above. Each
case represented a different hypothetical product,
which was represented by a UDF hierarchy, as
well as P/S evaluations from -3 to +3. These were
displayed to the participants by a Treemap visual-
ization (Shneiderman, 1992), which is able to give
an overview of the feature hierarchy and the eval-
uations that each feature received. Treemaps have
been shown to be a generally successful tool for

ysis such as a user review corpus by Constant et al. (2008)
have been released, as an anonymous reviewer pointed out.

visualizing data in the customer review domain,
even for novice users (Carenini et al., 2006). In
a Treemap, the feature hierarchy is represented by
nested rectangles, with parent features being larger
rectangles, and children features being smaller
rectangles contained within its parent rectangle.
The size of the rectangles depends on the number
of evaluations that this feature received directly,
as well as indirectly through its children features.
Each evaluation is also shown as a small rectangle,
coloured according to its P/S rating, with -3 being
bright red, and +3 being bright green.

Participants received 30 minutes of interactive
training in using Treemaps, and were presented
with a scenario in which they were told to take the
role of a friend giving advice on the purchase of
an electronics product based on existing customer
reviews. They were then shown 22 to 23 scenar-
ios corresponding to different products and eval-
uations, and asked to select features which they
think would be important to include in a summary
to send to a friend. We discarded the first three
selections that participants made to allow them to
become further accustomed to the visualization.

The number of features that participants were
asked to select from each tree was 18% of the
number of selectable features. A feature is con-
sidered selectable if it appears in the Treemap vi-
sualization; that is, the feature receives at least
one evaluation, or one of its descendant features
does. This proportion was the average propor-
tion at which the selections made by the heuristic
greedy strategy and p-median diverged the most
when we were initially testing the algorithms. Be-
cause each tree contained a different number of
features, the actual number of features selected
ranged from two to seven. Features were given
generic labels like Feature 34, so that participants
cannot rely on preexisting knowledge about that

Figure 2: A sample Treemap visualization of the
customer review data sets shown to participants.
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Selection method Cohen’s Kappa
heuristic, squared moi 0.4839

heuristic, abs moi 0.4841
p-median, squared moi 0.4679

p-median, abs moi 0.4821

Table 3: Cohen’s kappa for heuristic greedy and
p-median methods against human selections. Two
versions of the measure of importance were tested,
one using squared P/S scores, the other using ab-
solute values.

kind of product in their selections.

4.3 Evaluation Metrics

Using this human gold standard, we can now com-
pare the greedy heuristic and the p-median strate-
gies. We report the agreement between the hu-
man and machine selections in terms of kappa
and a version of the Pyramid method. The Pyra-
mid method is a summarization evaluation scheme
built upon the observation that human summaries
can be equally informative despite being divergent
in content (Nenkova et al., 2007). In the Pyramid
method, Summary Content Units (SCUs) in a set
of human-written model summaries are manually
identified and annotated. These SCUs are placed
into a pyramid with different tiers, corresponding
to the number of model (i.e. human) summaries
in which each SCU appears. A summary to be
evaluated is similarly annotated by SCUs and is
scored by the scores of its SCUs, which are the
tier of the pyramid in which the SCU appears. The
Pyramid score is defined as the sum of the weights
of the SCUs in the evaluated summary divided by
the maximum score achievable with this number
of SCUs, if we were to take SCUs starting from
the highest tier of the pyramid. Thus, a summary
scores highly if its SCUs are found in many of
the model summaries. We use UDFs rather than
text passages as SCUs, since UDFs are the ba-
sic units of content in our selections. Moderate
inter-annotator agreement between human feature
selections shows that our data fits the assumption
of the Pyramid method (i.e. diversity of human an-
notations); the Fleiss’ kappa (1971) scores for the
human selections ranged from 0.2984 to 0.6151,
with a mean of 0.4456 among all 33 sets which
were evaluated. A kappa value above 0.6 is gener-
ally taken to indicate substantial agreement (Lan-
dis and Koch, 1977).

Figure 3: Pyramid scores for the two selection ap-
proaches at different numbers of features i. using
the squared importance measure, ii. using the ab-
solute value importance measure.

4.4 Results

The greedy heuristic method and p-median per-
form similarly at the number of features that the
human participants were asked to select. The dif-
ference is not statistically significant by a two-
tailed t-test. Table 3 shows that using absolute
values of P/S scores in the importance measure
is better than using squares. Squaring seems to
give too much weight to extreme evaluations over
more neutral evaluations. P-median is particu-
larly affected, which is not surprising as it uses the
measure of importance both in the raw importance
score and in the distribution-based multiplier.

The Pyramid method allows us to compare the
algorithms at different numbers of features. Fig-
ure 3 shows the average pyramid score for the
two methods over the proportion of features that
are selected. Overall, both algorithms perform
well, and reach a score of about 0.9 at 10% of
features selected. The heuristic method performs
slightly better when the proportion is below 25%,
but slightly worse above that proportion.

We consider several possible explanations for
the surprising result that the heuristic greedy
method and p-median methods perform similarly.
One possibility is that the approximate p-median
solution we adopted (POPSTAR) is error-prone on
this task, but this is unlikely as the approximate
method has been rigorously tested both externally
on much larger problems and internally on a sub-
set of our data. Another possibility is that the au-
tomatic methods have reached a ceiling in perfor-
mance by these evaluation metrics.

Nevertheless, these results are encouraging in
showing that our optimization-based method is a
viable alternative to a heuristic strategy for con-
tent selection, and validate that incorporating other
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summarization decisions into content selection is
an option worth exploring.

5 Conclusions and Future Work

We have proposed a formal optimization-based
method for summarization content selection based
on the p-median clustering paradigm, in which
content selection is viewed as selecting clusters
of related information. We applied the frame-
work to opinion summarization of customer re-
views. An experiment evaluating our p-median
algorithm found that it performed about as well
as a comparable existing heuristic approach de-
signed for the opinion domain in terms of similar-
ity to human selections. These results suggest that
the optimization-based approach is a good starting
point for integration with other parts of the sum-
marization/NLG process, which is a promising av-
enue of research.
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Abstract

In this paper, we propose a new unsu-
pervised approach to sentence compres-
sion based on shallow linguistic process-
ing. For that purpose, paraphrase extrac-
tion and alignment is performed over web
news stories extracted automatically from
the web on a daily basis to provide struc-
tured data examples to the learning pro-
cess. Compression rules are then learned
through the application of Inductive Logic
Programming techniques. Qualitative and
quantitative evaluations suggests that this
is a worth following approach, which
might be even improved in the future.

1 Introduction

Sentence compression, simplification or summa-
rization has been an active research subject dur-
ing this decade. A set of approaches involving
machine learning algorithms and statistical mod-
els have been experimented and documented in the
literature and several of these are described next.

1.1 Related Work

In (Knight & Marcu, 2002) two methods were
proposed, one is a probabilistic model - the
noisy channel model - where the probabili-
ties for sentence reduction (P{Scompress|S)}
1) are estimated from a training set of 1035
(Sentence, Sentencecompress) pairs, manually
crafted, while considering lexical and syntacti-
cal features. The other approach learns syntac-
tic tree rewriting rules, defined through four op-
erators: SHIFT, REDUCE DROP and ASSIGN.
Sequences of these operators are learned from the
training set, and each sequence defines a complete

1In the original paper the P (t|s) notation is used, where t
is the sentence in the target language and s the original sen-
tence in the source language.

transformation from an original sentence to the
compressed version.

In the work of (Le Nguyen & Ho, 2004)
two sentence reduction algorithms were also pro-
posed. The first one is based on template-
translation learning, a method inherited from the
machine translation field, which learns lexical
transformation rules2, by observing a set of 1500
(Sentence, Sentencereduced) pair, selected from
a news agency and manually tuned to obtain the
training data. Due to complexity difficulties found
for the application of this big lexical ruleset, they
proposed an improvement where a stochastic Hid-
den Markov Model is trained to help in the deci-
sion of which sequence of possible lexical reduc-
tion rules should be applied to a specific case.

An unsupervised approach was included in the
work of (Turner & Charniak, 2005), where train-
ing data are automatically extracted from the Penn
Treebank corpus, to fit a noisy channel model,
similar to the one used by (Knight & Marcu,
2002). Although it seems an interesting approach
to provide new training instances, it still be depen-
dent upon data manually labeled.

More recently, the work of (Clarke & Lapata,
2006) devise a different and quite curious ap-
proach, where the sentence compression task is
defined as an optimization goal, from an Integer
Programming problem. Several constraints are de-
fined, according to language models, linguistic,
and syntactical features. Although this is an unsu-
pervised approach, without using any paralel cor-
pus, it is completely knowledge driven, like a set
of crafted rules and heuristics incorporated into a
system to solve a certain problem.

1.2 Our Proposal
In this paper, we propose a new approach to
this research field, which follows an unsupervised
methodology to learn sentence compression rules

2Those rules are named there as template-reduction rules.
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based on shallow linguistic processing. We de-
signed a system composed of four main steps
working in pipeline, where the first three are re-
sponsible for data extraction and preparation and
in the last one the induction process takes place.
The first step gathers web news stories from re-
lated news events collected on a daily basis from
which paraphrases are extracted. In the second
step, word alignment between two sentences of
a paraphrase is processed. In the third step, spe-
cial regions from these aligned paraphrases, called
bubbles, are extracted and conveniently prepro-
cessed to feed the induction process. The whole
sequence is schematized in figure 1.

Figure 1: The Pipeline Architecture.

The induction process generates sentence re-
duction rules which have the following general
structure: Lcond∧Xcond∧Rcond ⇒ suppress(X).
This means that the sentence segment X will
be eliminated if certain conditions hold over left
(L), middle (X) and right (R) segments3. In
Figure 2, we present seven different rules which
have been automatically induced from our archi-
tecture. These rules are formed by the conjunc-
tion of several literals, and they define constraints
under which certain sentence subparts may be
deleted, therefore compressing or simplifying the
sentence. The X symbol stands for the segment

3For the sake of simplicity and compact representation,
we will omit the rule consequent, which is always the same
(”⇒ suppress(X)”), whenever a rule is presented.

Z(X) = 1 ∧ Lc = NP ∧X1 = JJ ∧R1 = IN (1)
Z(X) = 1 ∧ Lc = NP ∧X1 = RB ∧R1 = IN (2)

Z(X) = 2 ∧ L1 = and ∧X1 = the ∧R1 = JJ (3)
Z(X) = 2 ∧ L1 = the ∧X2 = of ∧R1 = NN (4)
Z(X) = 2 ∧ L1 = the ∧Xc = NP ∧R1 = NN (5)

Z(X) = 3 ∧ Lc = PP ∧X1 = the ∧Rc = NP (6)
Z(X) = 3 ∧ Lc = NP ∧X1 = and ∧R2 = V B (7)

Figure 2: Learned Sentence Compression Rules.

to be dropped, L(?) and R(?) are conditions over
the left and right contexts respectively. The nu-
meric subscripts indicate the positions4 where a
segment constraint holds and the c subscript stands
for a syntactic chunk type. The Z(•) function com-
putes the length of a given segment, by counting
the number of words it contains. For instance, the
first rule means that a word5 will be eliminated if
we have a NP (Noun Phrase) chunk in the left
context, and a preposition or subordinating con-
junction, in the right context (R1 = IN ). The rule
also requires that the elimination word must be an
adjective, as we have X1 = JJ .

This rule would be applied to the following seg-
ment6

[NP mutual/jj funds/nns information/nn]

[ADJP available/jj] [PP on/in] [NP

reuters.com/nn]

and would delete the word available giving rise
to the simplified segment:

[NP mutual/jj funds/nns information/nn]

[PP on/in] [NP reuters.com/nn].

Comparatively to all existing works, we propose
in this paper a framework capable to extract com-
pression rules in a real world environment. More-
over, it is fully unsupervised as, at any step of the
process, examples do not need to be labeled.

In the remaining of the paper, we will present
the overall architecture which achieves precision

4The position starts with 1 and is counted from left to
right, on the word segments, except for the left context, where
it is counted reversely.

5As we have Z(X) = 1, the candidate segment size to
eliminate is equal to one.

6The segment is marked with part-of-speech tags (POS)
and chunked with a shallow parser. Both transformations
were made with the OpenNLP toolkit.
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values up to 85.72%, correctness up to 4.03 in 5
and utility up to 85.72%.

2 Data Preparation

Creating relevant training sets, with some thou-
sands examples is a difficult task, as well as is the
migration of such a system to process other lan-
guages. Therefore, we propose an unsupervised
methodology to automatically create a training set
of aligned paraphrases, from electronically avail-
able texts on the web. This step is done through
step one and step two of Figure 1, and the details
are described in the next two subsections.

2.1 Paraphrase Extraction

Our system collects web news stories on a daily
basis, and organized them into clusters, which
are exclusively related to different and unique
events, happening each day: ”a company acqui-
sition”, ”a presidential speech”, ”a bomb attack”,
etc. Usually, such clusters contain near 30 small
or medium news articles, collected from differ-
ent media sources. This environment proves to be
very fruitful for paraphrase extraction, since we
have many sentences conveying similar informa-
tion yet written in a different form.

A few unsupervised metrics have been applied
to automatic paraphrase identification and extrac-
tion (Barzilay & Lee, 2003; Dolan et al., 2004).
However, these unsupervised methodologies show
a major drawback by extracting quasi-exact or
even exact match pairs of sentences as they rely
on classical string similarity measures such as the
Edit Distance in the case of (Dolan et al., 2004)
and Word N-gram Overlap for (Barzilay & Lee,
2003). Such pairs are useless for our purpose,
since we aim to identify asymmetrical paraphrase
pairs to be used for sentence compression rule
induction, as explained in (Cordeiro et al., Oct
2007). There we proposed a new metric, the
Sumo-Metric, specially designed for asymmetrical
entailed pairs identification, and proved better per-
formance over previous established metrics, even
in the specific case when tested with the Microsoft
Paraphrase Research Corpus (Dolan et al., 2004),
which contains mainly symmetrical cases. For a
given sentence pair, having each sentence x and
y words, and with λ exclusive links between the
sentences, the Sumo-Metric is defined in Equation
8 and 9.

S(Sa, Sb) =

8>>><>>>:
S(x, y, λ) if S(x, y, λ) < 1.0

0 if λ = 0

e−k∗S(x,y,λ) otherwise
(8)

where

S(x, y, λ) = α log2(
x

λ
) + β log2(

y

λ
) (9)

with α, β ∈ [0, 1] and α+ β = 1.

We have shown (Cordeiro et al., Oct 2007) that
Sumo-Metric outperforms all state-of-the-art met-
rics over all tested corpora and allows to identify-
ing similar sentences with high probability to be
paraphrases. In Figure 3, we provide the reader
with an example of an extracted paraphrase.

(1) To the horror of their fans, Miss Ball
and Arnaz were divorced in 1960.

(2) Ball and Arnaz divorced in 1960.

Figure 3: An Assymetrical Paraphrase

2.2 Paraphrase Alignment

From a corpus of asymmetrical paraphrases, we
then use biology-based gene alignment algorithms
to align the words contained in each of the two
sentences within each paraphrase. For that pur-
pose, we implemented two well established algo-
rithms, one identifying local alignments (Smith
& Waterman, 1981) and the other one computing
global alignments (Needleman & Wunsch, 1970).
We also proposed a convenient dynamic strategy
(Cordeiro et al., 2007), which chooses the best
alignment algorithm to be applied to a specific
case at runtime.

The difference between local and global se-
quence alignments is illustrated below, where we
use letters, instead of words, to better fit our paper
space constraints. Suppose that we have the fol-
lowing two sequences: [D,H,M,S,T,P,R,Q,I,S]

and [T,P,Q,I,S,D,H,S] a global alignment
would produce the following pair.

D H M S T P R Q I S _ _ _
_ _ _ _ T P _ Q I S D H S

For the same two sequences, a local alignment
strategy could generate two or more aligned sub-
sequences as follows.
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|D H M S| |T P R Q I S|
|D H _ S| |T P _ Q I S|

Hence, at this stage of the process, we end with a
corpus of aligned7 asymmetrical paraphrases. In
Figure 4, we present the alignment of the para-
phrase of Figure 3.

(1) To the horror of their fans ,
(2) __ ___ ______ __ _____ ____ _

(1) Miss Ball and Arnaz were divorced in 1960.
(2) ____ Ball and Arnaz ____ divorced in 1960.

Figure 4: An Aligned Paraphrase

The next section describes how we use this
structured data to extract instances which are go-
ing to feed a learning system.

3 Bubble Extraction

In order to learn rewriting rules, we have focus
our experiences on a special kind of data, se-
lected from the corpus of aligned sentences, and
we named this data as Bubbles8. Given two word
aligned sentences, a bubble is a non-empty seg-
ment aligned with an empty segment of the other
sentence of the paraphrase, sharing a “strong” con-
text. In Figure 5, we show different examples of
bubbles.

the situation here in chicago with the workers
the situation ____ in chicago with the workers

obama talks exclusively with tom brokaw on meet
obama talks ___________ with tom brokaw on meet

Ball and Arnaz were divorced in 1960
Ball and Arnaz ____ divorced in 1960

america is in the exact same seat as sweigert and
america is in ___ _____ same seat as sweigert and

after a while at the regents park gym, the president
after a while at ___ _______ ____ gym, the president

Figure 5: Examples of Bubbles

To extract a bubble, left and right contexts of
equally aligned words must occur, and the proba-
bility of such extraction depends on the contexts
size as well as the size of the region aligned with
the empty space. The main idea is to eliminate
cases where the bubble middle sequence is too
large when compared to the size of left and right
contexts. More precisely, we use the condition in

7By ”aligned” we mean, from now on, word alignment
between paraphrase sentence pairs.

8There are other possible regions to explore, but due to
the complexity of this task, we decided to initially work only
with bubbles

Equation 10 to decide whether a bubble should be
extracted or not.

Z(L) − Z(X) + Z(R) ≥ 0 (10)

whereL andR stand for the left and right contexts,
respectively, and X is the middle region. The Z(•)
function computes the length of a given segment,
in terms of number of words. For example, in the
first and last examples of Figure 5, we have: 2 −
1+5 = 6 ≥ 0 and 4−3+4 = 5 ≥ 0. In this case,
both bubbles will be extracted. This condition is
defined to prevent from extracting eccentric cases,
as the ones shown in the examples shown in Figure
6, where the conditions respectively fail: 0 − 8 +
3 = −5 < 0 and 1− 7 + 2 = −4 < 0.

To the horror of their fans , Miss Ball and Arnaz
__ ___ ______ __ _____ ____ _ ____ Ball and Arnaz

will vote __ ___ _______ ____ __ _____ __ friday .
____ vote on the amended bill as early as friday .

Figure 6: Examples of Rejected Bubbles

Indeed, we favor examples with high common
contexts and few deleted words to enhance the in-
duction process.

So far, we only consider bubbles where the
middle region is aligned with a void segment

(X
transf−→ ∅). However, more general transforma-

tions will be investigated in the future. Indeed, any

transformation X
transf−→ Y , where Y 6= ∅, having

Z(X) > Z(Y ), may be a relevant compression ex-
ample.

Following this methodology, we obtain a huge
set of examples, where relevant sentence transfor-
mations occur. To have an idea about the amount
of data we are working with, from a set of 30 days
web news stories (133.5 MB of raw text), we iden-
tified and extracted 596678 aligned paraphrases,
from which 143761 bubbles were obtained.

In the next section, we show how we explore
Inductive Logic Programming (ILP) techniques to
generalize regularities and find conditions to com-
press sentence segments.

4 The Induction of Compression Rules

Many different algorithms exist to induce knowl-
edge from data. In this paper, we use Inductive
Logic Programming (ILP) (Muggleton, 1991) and
it was a choice based on a set of relevant fea-
tures like: the capacity to generate symbolic and
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relational knowledge; the possibility to securely
avoid negative instances; the ability to mix differ-
ent types of attribute and to have more control over
the theory search process.

Unlike (Clarke & Lapata, 2006), we aim at
inducing human understandable knowledge, also
known as symbolic knowledge. For that pur-
pose, ILP satisfies perfectly this goal by produc-
ing clauses based on first order logic. Moreover,
most of the learning algorithms require a com-
plete definition and characterization of the feature
set, prior to the learning process, where any at-
tribute must be specified. This is a conceptual bot-
tleneck to many learning problems such as ours,
since we need to combine different types of at-
tributes i.e. lexical, morpho-syntactic and syntac-
tical. With ILP, we only need to define a set of pos-
sible features and the induction process will search
throughout this set.

4.1 The Aleph System
The Aleph system(Srinivasan, 2000) is an empir-
ical ILP system, initially designed to be a pro-
totype for exploring ILP ideas. It has become a
quite mature ILP implementation, used in many
research projects, ranging form Biology to NLP. In
fact, Aleph is the successor of several and ”more
primitive” ILP systems, like: Progol (Muggleton,
1999), FOIL (Quinlan, 1990), and Indlog (Cama-
cho, 1994), among others, and may be appropri-
ately parametrized to emulate any of those older
systems.

One interesting advantage in Aleph is the possi-
bility to learn exclusively from positive instances,
contrarily to what is required by most learning sys-
tems. Moreover, there is theoretical research work
(Muggleton, 1996) demonstrating that the increase
in the learning error tend to be negligible with the
absence of negative examples, as the number of
learning instances increases. This is a relevant
issue, for many learning domains, and specially
ours, where negative examples are not available.

4.2 Learning Instances
In our problem, we define predicates that charac-
terize possible features to be considered during the
induction process. Regarding the structure of our
learning instances (bubbles), we define predicates
which restrict left and right context sequences as
well as the aligned middle sequence. In particu-
lar, we limit the size of our context sequences to
a maximum of three words and, so far, only use

bubbles in which the middle sequence has a max-
imum length of three9 words. The notion of con-
texts from bubbles is clarified with the next exam-
ple.

L2 L1 X1 X2 X3 R1 R2 R3 R4
L2 L1 __ __ __ R1 R2 R3 R4

For such a case, we consider [L1, L2] as the left
context, [R1, R2, R3] as the right context, and
[X1, X2, X3] as the aligned middle sequence.
Such an example is represented with a Prolog term
with arity 5 (bub/5) in the following manner:

bub(ID, t(3,0), [L1,L2],
[X1,X2,X3]--->[],
[R1,R2,R3]).

The ID is the identifier of the sequence instance,
t/2 defines the “transformation dimension”, in
this case from 3 words to 0. The third and fifth
arguments are lists with the left and right con-
texts, respectively, and the fourth argument con-
tains the list with the elements deleted from the
middle sequence. It is important to point out that
every Li, Xi andRi are structures with 3 elements
such as word/POS/Chunk. For example, the
word president would be represented by the
expanded structure president/nn/np.

4.3 Feature Space
As mentioned previously, with an ILP system, and
in particular with Aleph, the set of attributes is
defined through a set of conditions, expressed in
the form of predicates. These predicates are the
building blocks that will be employed to construct
rules, during the induction process. Hence, our at-
tribute search space is defined using Prolog pred-
icates, which define the complete set of possibil-
ities for rule body construction. In our problem,
we let the induction engine seek generalization
conditions for the bubble main regions (left, mid-
dle, and right). Each condition may be from one
of the four types: dimensional, lexical, POS, and
chunk. Dimensional conditions simply express
the aligned sequence transformation dimensional-
ity. Lexical conditions impose a fixed position to
match a given word. The POS condition is similar
to the lexical one, but more general, as the position
must match a specific part-of-speech tag. Likely,
chunk conditions bind a region to be equal to a
particular chunk type. For example, by looking

9They represent 83.47% from the total number of ex-
tracted bubbles.
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at Figure 2, the attentive reader may have noticed
that these three conditions are present in rule 7. In
terms of Aleph declaration mode, these conditions
are defined as follows.

:- modeh(1,rule(+bub)).

:- modeb(1,transfdim(+bub,n(#nat,#nat))).
:- modeb(3,chunk(+bub,#side,#chk)).
:- modeb(*,inx(+bub,#side,#k,#tword)).

:- determination(rule/1,transfdim/2).
:- determination(rule/1,chunk/3).
:- determination(rule/1,inx/4).

The inx/4 predicate defines lexical and POS
type conditions, the chunk/3 predicate de-
fines chunking conditions and the transfdim/2
predicate defines the transformation dimension-
ality, which is in the form transfdim(N,0)
with N>0, according to the kind of bubbles we are
working with.

4.4 The Rule Value Function
The Aleph system implements many different
evaluation10 functions which guide the theory
search process, allowing the basic procedure for
theory construction to be altered. In order to bet-
ter fit to our problem, we define a new evaluation
function calculated as the geometrical mean be-
tween the coverage percentage and the rule size
value, as shown in Equation 11 whereR is the can-
didate rule and Cov(R) is the proportion of posi-
tive instances covered by R and the LV (•) func-
tion defines the rule value in terms of its length,
returning a value in the [0, 1] interval.

V alue(R) =
p
Cov(R)× LV (R) (11)

The V alue(•) function guides the induction
process, by preferring not too general rules having
maximum possible coverage value. As shown in
Figure 7, the V alue(•) function gives preferences
to rules with 3, 4 and 5 literals.

5 Results

The automatic evaluation of a system is always the
best way to do it, due to its objectivity and scal-
ability. However, in many cases it is unfeasible
for several practical reasons, like the unavailability
of data or the difficulty to prepare an appropriate

10In the Aleph terminology, this function is named as the
“cost” function, despite the fact that it really computes the
value in the sense that the grater the value, the more likely it
is to be chosen.
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Figure 7: Rule length value function

dataset. Some supervised learning approach use
manually labeled test sets to evaluated their sys-
tems. However, these are small test sets, for exam-
ple, (Knight & Marcu, 2002) use a set of 1035 sen-
tences to train the system and only 32 sentences
to test it, which is a quite small test set. As a
consequence, it is also important to propose more
through evaluation. In order to assess as clearly
as possible the performance of our methodology
on large datasets, we propose a set of qualitative
and quantitative evaluations based on three differ-
ent measures: Utility, Ngram simplification and
Correctness.

5.1 Evaluation

A relevant issue, not very commonly discussed, is
the Utility of a learned theory. In real life prob-
lems, people may be more interested in the vol-
ume of data processed than the quality of the re-
sults. Maybe, between a system which is 90%
precise and processes only 10% of data, and a sys-
tem with 70% precision, processing 50% of data,
the user would prefer the last one. The Utility
may be a stronger than the Recall measure, used
for the evaluation of supervised learning systems,
because the later measures how many instances
were well identified or processed from the test set
only, and the former takes into account the whole
universe. For example, in a sentence compres-
sion system, it is important to know how many
sentences would be compressed, from the whole
possible set of sentences encountered in electronic
news papers, or in classical literature books, or
both. This is what we mean here by Utility.

The Ngram-Simplification methodology is an
automatic extrinsic test, performed to perceive
how much a given sentence reduction ruleset
would simplify sentences in terms of syntactical
complexity. The answer is not obvious at first
sight, because even smaller sentences can contain
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more improbable syntactical subsequences than
their uncompressed versions. To evaluate the syn-
tactical complexity of a sentence, we use a 4 −
gram model and compute a relative11 sequence
probability as defined in Equation 12 where ~W =
[t1, t2, ..., tm] is the sequence of part-of-speech
tags for a given sentence with size m.

P{ ~W} =
“m−nY
k=n

P{tk | tk−1, ..., tk−n}
” 1

m (12)

The third evaluation is qualitative. We measure
the quality of the learned rules when applied to
sentence reduction. The objective is to assess how
correct is the application of the reduction rules.
This evaluation was made through manual annota-
tion for a statistically representative random sam-
ple of compressed sentences. A human judged
the adequacy and Correctness of each compres-
sion rule to a given sentence segment, in a scale
from 1 to 5, where 1 means that it is absolutely in-
correct and inadequate, and 5 that the compression
rule fits perfectly to the situation (sentence) being
analyzed.

To perform our evaluation, a sample of 300 sen-
tences were randomly extracted, where at least one
compression rule had been applied. This eval-
uation set may be subdivided into three subsets,
where 100 instances came from rules with Z(X) =
1 (BD1), 100 from rules with Z(X) = 2 (BD2),
and the other 100 from rules with Z(X) = 3
(BD3). Another random sample, also with 100
cases has been extracted to evaluate our base-line
(BL) which consists in the direct application of
the bubble set to make compressions. This means
that no learning process is performed. Instead, we
store the complete bubble set as if they were rules
by themselves (in the same manner as (Le Nguyen
& Ho, 2004) do).

Table 1 compiles the comparative results
for Correctness, Precision, Utility and Ngram-
simplification for all datasets. In particular,
Ngram-simplification in percentage is the pro-
portion of test cases where P{reduced( ~W )} ≥
P{ ~W}.

Table 1 provides evidence of the improvement
achieved with the induction rules, in comparison
with the base line, on each test parameter: Cor-
rectness, Utility and Ngram-simplification. Con-

11Because it is raised to the inverse power of m, which is
the number of words in the sentence.

Parameter BL BD1 BD2 BD3
Correctness: 2.93 3.56 4.03 4.01

Precision: 58.60% 71.20% 80.60% 80.20%
Utility: 8.65% 32.67% 85.72% 26.86%

NG-Simpl: 47.39% 89.33% 90.03% 89.23%

Table 1: Results with Four Evaluation Parameters.

sidering the three experiences, BD1, BD2, and
BD3, as a unique evaluation run, we obtained a
mean Correctness quality of 3.867 (i.e. 77.33%
Precision), a mean Utility of 48.45%, and a mean
Ngram-simplification equal to 89.53%, which are
significantly better than the base line.

Moreover, best results overall are obtained for
BD2 with 80.6% Precision, 85.72% Utility and
90.03% Ngram-simplification which means that
we can expect a reduction of two words with high
quality for a great number of sentences. In partic-
ular, Figure 2 shows examples of learned rules.

5.2 Time Complexity

In the earlier12 days of ILP, the computation time
spent by their systems was a serious difficult ob-
stacle, disabling its implementation for real life
problems. However, nowadays these time ef-
ficiency issues have been overcome, opening a
wide range of application possibilities, for many
problems, from Biology to Natural Language Pro-
cessing. The graph in figure 8, shows that even
with considerable big datasets, our learning sys-
tem (based on Aleph) evidences acceptable feasi-
ble computation time.
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Figure 8: Time spent during the induction process,
for datasets with size expressed in thousands of
bubbles.

To give an idea about the size of an induced
rule set, and taking as an example the learned rules

12In the 1990-2000 decade.
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with Z(X) = 2, these were learned from a dataset
containing 37271 t(2, 0) bubbles, and in the final
5806 sentence reduction rules were produced.

6 Conclusion and Future Directions

Sentence Compression is an active research topic,
where several relevant contributions have recently
been proposed. However, we believe that many
milestones still need to be reached. In this pa-
per, we propose a new framework in the form of
a pipeline, which processes huge sets of web news
articles and retrieves compression rules in an un-
supervised way. For that purpose, we extract and
align paraphrases, explore and select specific text
characteristics called bubbles and finally induce a
set of logical rules for sentence reduction in a real-
world environment. Although we have only con-
sidered bubbles having Z(X) ≤ 3, a sentence may
have a compression length greater than this value,
since several compression rules may be applied to
a single sentence.

Our results evidence good practical applicabil-
ity, both in terms of Utility, Precision and Ngram-
simplification. In particular, we assess results up
to 80.6% Precision, 85.72% Utility and 90.03%
Ngram-simplification for reduction rules of two
word length. Moreover, results were compared to
a base line set of rules produced without learning
and the difference reaches a maximum improve-
ment using Inductive Logic Programming of 22%.
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Abstract
In evaluation of automatic summaries, it
is necessary to employ multiple topics and
human-produced models in order for the
assessment to be stable and reliable. How-
ever, providing multiple topics and models
is costly and time-consuming. This paper
examines the relation between the number
of available models and topics and the cor-
relations with human judgment obtained
by automatic metrics ROUGE and BE, as
well as the manual Pyramid method. Test-
ing all these methods on the same data set,
taken from the TAC 2008 Summarization
track, allows us to compare and contrast
the methods under different conditions.

1 Introduction

Appropriate evaluation of results is an important
aspect of any research. In areas such as automatic
summarization, the problem is especially complex
because of the inherent subjectivity in the task it-
self and its evaluation. There is no single objective
standard for a good quality summary; rather, its
value depends on the summary’s purpose, focus,
and particular requirements of the reader (Spärck
Jones, 2007). While the purpose and focus can
be set as constant for a specific task, the variabil-
ity of human judgment is more difficult to con-
trol. Therefore, in attempts to produce stable eval-
uations, it has become standard to use multiple
judges, not necessarily for parallel evaluation, but
in such a way that each judge evaluates a differ-
ent subset of the many summaries on which the
final system assessment is based. The incorpora-
tion of multiple points of view is also reflected in
automatic evaluation, where it takes the form of
employing multiple model summaries to which a
candidate summary is compared.

Since these measures to neutralize judgment
variation involve the production of multiple model

summaries, as well as multiple topics, evaluation
can become quite costly. Therefore, it is inter-
esting to examine how many models and topics
are necessary to obtain a relatively stable eval-
uation, and whether this number is different for
manual and automatic metrics. In their exami-
nation of summary evaluations, van Halteren and
Teufel (2003) suggest that it is necessary to use
at least 30 to 40 model summaries for a stable
evaluation; however, Harman and Over (2004) ar-
gue that a stable evaluation can be conducted even
with a single model, as long as there is an ade-
quate number of topics. This view is supported by
Lin (2004a), who concludes that “correlations to
human judgments were increased by using multi-
ple references but using single reference summary
with enough number of samples was a valid al-
ternative”. Interestingly, similar conclusions were
also reached in the area of Machine Translation
evaluation; in their experiments, Zhang and Vogel
(2004) show that adding an additional reference
translation compensates the effects of removing
10–15% of the testing data, and state that, there-
fore, “it seems more cost effective to have more
test sentences but fewer reference translations”.

In this paper, we look at how various metrics
behave with respect to a variable number of top-
ics and models used in the evaluation. This lets us
determine the stability of individual metrics, and
helps to illuminate the trade-offs inherent in de-
signing a good evaluation. For our experiments,
we used data from the Summarization track at the
Text Analysis Conference (TAC) 2008, where par-
ticipating systems were assessed on their summa-
rization of 48 topics, and the automatic metrics
ROUGE and BE, as well as the manual Pyramid
evaluation method, had access to 4 human mod-
els. TAC 2008 was the first task of the TAC/DUC
(Document Understanding Conference) series in
which the Pyramid method was used on all evalu-
ated data, making it possible to conduct a full com-
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parison among the manual and automatic meth-
ods. Despite the lack of full Pyramid evaluation
in DUC 2007, we look at the remaining metrics
applied that year (ROUGE, BE, and Content Re-
sponsiveness), in order to see whether they con-
firm the insights gained from the TAC 2008 data.

2 Summary evaluation

The main evaluation at TAC 2008 was performed
manually, assessing the automatic candidate sum-
maries with respect to Overall Responsiveness,
Overall Readability, and content coverage accord-
ing to the Pyramid framework (Nenkova and Pas-
sonneau, 2004; Passonneau et al., 2005). Task par-
ticipants were asked to produce two summaries for
each of the 48 topics; the first (initial summary)
was a straightforward summary of 10 documents
in response to a topic statement, which is a request
for information about a subject or event; the sec-
ond was an update summary, generated on the ba-
sis of another set of 10 documents, which followed
the first set in temporal order and described further
developments in the given topic. The idea behind
the update summary was to avoid repeating all the
information included in the first set of documents,
on the assumption that the reader is familiar with
that information already.

The participating teams submitted up to three
runs each; however, only the first and second
runs were evaluated manually due to limited re-
sources. For each summary under evaluation, as-
sessors rated the summary from 1 (very poor) to
5 (very good) in terms of Overall Responsiveness,
which measures how well the summary responds
to the need for information expressed in the topic
statement and whether its linguistic quality is ad-
equate. Linguistic qualities such as grammatical-
ity, coreference, and focus were also evaluated as
Overall Readability, also on the scale from 1 to
5. Content coverage of each summary was evalu-
ated using the Pyramid framework, where asses-
sors create a list of information nuggets (called
Summary Content Units, or SCUs) from the set of
human-produced summaries on a given topic, then
decide whether any of these nuggets are present in
the candidate summary. All submitted runs were
evaluated with the automatic metrics: ROUGE
(Lin, 2004b), which calculates the proportion of
n-grams shared between the candidate summary
and the reference summaries, and Basic Elements
(Hovy et al., 2005), which compares the candidate

to the models in terms of head-modifier pairs.

2.1 Manual metrics

Evaluating Overall Responsiveness and Overall
Readability is a rather straightforward procedure,
as most of the complex work is done in the mind
of the human assessor. Each candidate summary
is given a single score, and the final score for
the summarization system is the average of all its
summary-level scores. The only economic factor
here is the number of topics, i.e. summaries per
system, that need to be judged in order to neutral-
ize both intra- and inter-annotator variability and
obtain a reliable assessment of the summarization
system.

When it comes to the Pyramid method, which
measures content coverage of candidate sum-
maries, the need for multiple topics is accompa-
nied by the need for multiple human model sum-
maries. First, independent human assessors pro-
duce summaries for each topic, guided by the topic
statement. Next, in the Pyramid creation stage,
an assessor reads all human-produced summaries
for a given topic and extracts all “information
nuggets”, called Summary Content Units (SCUs),
which are short, atomic statements of facts con-
tained in the text. Each SCU has a weight which
is directly proportional to the number of model
summaries in which it appears, on the assumption
that the fact’s importance is reflected in how many
human summarizers decide to include it as rele-
vant in their summary. Once all SCUs have been
harvested from the model summaries, an assessor
then examines each candidate summary to see how
many of the SCUs from the list it contains. The fi-
nal Pyramid score for a candidate summary is its
total SCU weight divided by the maximum SCU
weight available to a summary of average length
(where the average length is determined by the
mean SCU count of the model summaries for this
topic). The final score for a summarization system
is the average score of all its summaries. In TAC
2008, the evaluation was conducted with 48 topics
and 4 human models for each topic.

We examined to what extent the number of
models and topics used in the evaluation can in-
fluence the Pyramid score and its stability. The
stability, similarly to the method employed by
Voorhees and Buckley (2002) for Information Re-
trieval, is determined by how well a system rank-
ing based on a small number of models/topics cor-
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Models Pyramid ROUGE-2 ROUGE-SU4 BE
1 0.8839 0.8032 0.7842 0.7680
2 0.8943 0.8200 0.7957 0.7983
3 0.8974* 0.8258 0.7999* 0.8098
4 (bootstr) 0.8972* 0.8310 0.8023* 0.8152
4 (actual) 0.8997 0.8302 0.8033 0.8171

Table 1: Mean correlations of Responsiveness and other met-
rics using 1, 2, 3, or 4 models for TAC 2008 initial summaries.
Values in each row are significantly different from each other at
95% level.

Models Pyramid ROUGE-2 ROUGE-SU4 BE
1 0.9315 0.8861 0.8874 0.8716
2 0.9432 0.9013 0.8961 0.8978
3 0.9474* 0.9068* 0.8994 0.9076
4 (bootstr) 0.9481* 0.9079* 0.9023 0.9114
4 (actual) 0.9492 0.9103 0.9020 0.9132

Table 2: Mean correlations of Responsiveness and other met-
rics using 1, 2, 3, or 4 models for TAC 2008 update summaries.
Values in each row are significantly different from each other
at 95% level except ROUGE-2 and ROUGE-SU4 in 1-model
category.

Models ROUGE-2 ROUGE-SU4 BE
1 0.8789 0.8671 0.8553
2 0.8972 0.8803 0.8917
3 0.9036 0.8845 0.9048
4 (bootstr) 0.9082 0.8874 0.9107
4 (actual) 0.9077 0.8877 0.9123

Table 3: Mean correlations of 4-model Pyramid score and
other metrics using 1, 2, 3, or 4 models for TAC 2008 initial
summaries. Values in each row are significantly different from
each other at 95% level except ROUGE-2 and BE in 4-model
category.

Models ROUGE-2 ROUGE-SU4 BE
1 0.9179 0.9110 0.9016
2 0.9336 0.9199 0.9284
3 0.9392 0.9233 0.9383
4 (bootstr) 0.9443 0.9277 0.9436
4 (actual) 0.9429 0.9263 0.9446

Table 4: Mean correlations of 4-model Pyramid score and
other metrics using 1, 2, 3, or 4 models for TAC 2008 update
summaries. Values in each row are significantly different from
each other at 95% level except ROUGE-2 and BE in 4-model
category.

relates with the ranking based on another set of
models/topics, where the two sets are randomly
selected and mutually exclusive. This methodol-
ogy allows us to check the correlations based on
up to half of the actual number of models/topics
only (because of the non-overlap requirement), but
it gives an indication of the general tendency. We
also look at the correlation between the Pyramid
score and Overall Responsiveness. We don’t ex-
pect a perfect correlation between Pyramid and
Responsiveness in the best of times, because Pyra-
mid measures content identity between the can-
didate and the model, and Responsiveness mea-
sures content relevance to topic as well as linguis-
tic quality. However, the degree of variation be-
tween the two scores depending on the number of
models/topics used for the Pyramid will give us
a certain indication of the amount of information
lost.

2.2 Automatic metrics

Similarly to the Pyramid method, ROUGE (Lin,
2004b) and Basic Elements (Hovy et al., 2005)
require multiple topics and model summaries to
produce optimal results. ROUGE is a collection
of automatic n-gram matching metrics, ranging
from unigram to four-gram. It also includes mea-
surements of the longest common subsequence,
weighted or unweighted, and the option to com-
pare stemmed versions of words and omit stop-
words. There is also the possibility of accept-
ing skip-n-grams, that is, counting n-grams as
matching even if there are some intervening non-

matching words. The skip-n-grams together with
stemming are the only ways ROUGE can acco-
modate alternative forms of expression and match
concepts even though they might differ in terms of
their syntactic or lexical form.

These methods are necessarily limited, and so
ROUGE relies on using multiple parallel model
summaries which serve as a source of lexi-
cal/syntactic variation in the comparison process.
The fewer models there are, the less reliable the
score. Our question here is not only what this rela-
tion looks like (as it was examined on the basis of
Document Understanding Conference data in Lin
(2004a)), but also how it compares to the reliabil-
ity of other metrics.

Basic Elements (BE), on the other hand, goes
beyond simple string matching and parses the syn-
tactic structure of the candidate and model to ob-
tain a set of head-modifier pairs for each, and then
compares the sets. A head-modifier pair consist of
the head of a syntactic unit (e.g. the noun in a noun
phrase), and the word which modifes the head (i.e.
a determiner in a noun phrase). It is also possible
to include the name of the relation which connects
them (i.e. subject, object, etc.). Since BEs reflect
thematic relations in a sentence rather than surface
word order, it should be possible to accommodate
certain differences of expression that might appear
between a candidate summary and a reference, es-
pecially as the words can be stemmed. This could,
in theory, allow us to use fewer models for the
evaluation. In practice, however, it fails to account
for the total possible variety, and, what is more,
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the additional step of parsing the text can intro-
duce noise into the comparison.

TAC 2008 and DUC 2007 evaluations used
ROUGE-2 and ROUGE-SU4, which refer to the
recall of bigram and skip-bigram (with up to 4 in-
tervening words) matches on stemmed words, re-
spectively, as well as a BE score calculated on the
basis of stemmed head-modifier pairs without re-
lation labels. Therefore, these are the versions we
use in our comparisons.

3 Number of models

Since Responsiveness score does not depend on
the number of models, it serves as a reference
against which we compare the remaining metrics,
while we calculate their score with only 1, 2, 3, or
all 4 models. Given 48 topics in TAC 2008, and
4-model summaries for each topic, there are 448

possible combinations to derive the final score in
the single-model category, so to keep the experi-
ments simple we only selected 1000 random sam-
ples from that space. For 1000 repetitions, each
time we selected a random combination of model
summaries (only one model out of 4 available per
topic), against which we evaluated the candidate
summaries. Then, for each of the 1000 samples,
we calculated the correlation between the result-
ing score and Responsiveness. We then took the
1000 correlations produced in this manner, and
computed their mean. In the same way, we cal-
culated the scores based on 2 and 3 model sum-
maries, randomly selected from the 4 available for
each topic. The correlation means for all metrics
and categories are given in Table 1 for initial sum-
maries and Table 2 for update summaries. We also
ran a one-way analysis of variance (ANOVA) on
these correlations to determine whether the cor-
relation means were significantly different from
each other. For the 4-model category there was
only one possible sample for each metric, so in or-
der to perform ANOVA we bootstrapped this sam-
ple to produce 1000 samples. The actual value of
the 4-model correlation is given in the tables as 4
(actual), and the mean value of the bootstrapped
1000 correlations is given as 4 (bootstr).

Values for initial summaries are significantly
different from their counterparts for update sum-
maries at the 95% level. Pairwise testing of values
for statistically significant differences is shown
with symbols: in each column, the first value
marked with a particular symbol is not signifi-

cantly different from any subsequent value marked
with the same symbol.

We also examined the correlations of the met-
rics with the 4-model Pyramid score. Table 3
presents the correlation means for the initial sum-
maries, and Table 4 shows the correlation means
for the update summaries.

Since the Pyramid, contrary to Responsiveness,
makes use of multiple model summaries, we ex-
amine its stability given a decreased number of
models to rely on. For this purpose, we correlated
the Pyramid score based on randomly selected 2
models (half of the model pool) for each topic with
the score based on the remaining 2 models, and
repeated this 1000 times. We also looked at the
1-model category, where the Pyramid score cal-
culated on the basis of one model per topic was
correlated with the Pyramid score calculated on
the basis on another randomly selected model. In
both case we witness a very high mean correlation:
0.994 and 0.995 for the 2-model category, 0.982
and 0.985 for the 1-model category for TAC initial
and update summaries, respectively. As an illus-
tration, Figure1 shows the variance of correlations
for the initial summaries.

Figure 1: Correlations between Pyramid scores based on 1
or 2 model summaries for TAC 2008 initial summaries.

The variation in correlation levels between
other metrics and Pyramid and Responsiveness,
presented in Tables 3–4, is more visible in the
graph form. Figures 2-3 illustrate the mean
correlation values for TAC 2008 initial sum-
maries. While all the metrics record the steep-
est increase in correlation values with the addi-
tion of the second model, adding the third and
fourth model provides the metrics with smaller
but steady improvement, with the exception of
Pyramid-Responsiveness correlation in Figure 2.
The increase in correlation mean is most dramatic
for BE, which in all cases starts as the lowest-
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correlating metric in the single-model category,
but by the 4-model point it outperforms one or
both versions of ROUGE. The Pyramid metric
achieves significantly higher correlations than any
other metric, independent of the number of mod-
els, which is perhaps unsurprising given that it is a
manual evaluation method. Of the two ROUGE
versions, ROUGE-2 seems consistently a better
predictor of both Responsiveness and the “full” 4-
model Pyramid score than ROUGE-SU4.

Figure 2: Responsiveness vs. other metrics with 1, 2, 3, or
4 models for TAC 2008 initial summaries.

Figure 3: 4-model Pyramid vs. other metrics with 1, 2, 3,
or 4 models for TAC 2008 initial summaries.

Similar patterns appear in DUC 2007 data (Ta-
ble 5), despite the fact that the Overall Respon-
siveness of TAC 2008 is replaced with Content Re-
sponsiveness (ignoring linguistic quality), against
which we calculate all the correlations. Although
the increase in correlation means from 1- to 4-
models for the three automatic metrics is smaller
than for TAC 2008, the clearest rise occurs with
the addition of a second model, especially for BE,
and the subsequent additions change little. As in
the case of initial summaries 2008, ROUGE-2 out-
performs the remaining two metrics independently
of the number of models. However, most of the in-
creases are too small to be significant.

This comparison suggests diminishing returns

Models ROUGE-2 ROUGE-SU4 BE
1 0.8681 0.8254 0.8486
2 0.8747* 0.8291* 0.8577*
3 0.8766*† 0.8299*† 0.8599*
4 (bootstr) 0.8761*† 0.8305*† 0.8633
4 (actual) 0.8795 0.8301 0.8609

Table 5: Mean correlations of Content Responsiveness and
other metrics using 1, 2, 3, or 4 models for DUC 2007 sum-
maries. Values in each row are significantly different from
each other at 95% level.

with the addition of more models, as well as dif-
ferent reactions among the metrics to the presence
or absence of additional models. When correlating
with Responsiveness, the manual Pyramid metric
benefits very little from the fourth model, but au-
tomatic BE benefits most from almost every addi-
tion. ROUGE is situated somewhere between the
two, noting small but often significant increases.
On the whole, the use of multiple models (at least
two) seems supported, especially if we use auto-
matic metrics in our evaluation.

4 Number of topics

For the second set of experiments we kept all four
models, but varied the number of topics which
went into the final average system score. To deter-
mine the stability of Responsiveness and Pyramid
we looked at the correlations between the scores
based on smaller sets of topics. For 1000 rep-
etitions, we calculated Pyramid/Responsiveness
score based on a set of 1, 3, 6, 12, or 24 topics ran-
domly chosen from the pool of 48, and compared
the system ranking thus created with the ranking
based on another, equally sized set, such that the
sets did not contain common topics. Table 6 shows
the mean correlation for each case. Although such
comparison was only possible up to 24 topics (half
of the whole available topic pool), the numbers
suggest that at the level of 48 topics both Respon-
siveness and Pyramid are stable enough to serve as
reference for the automatic metrics.

Responsiveness Pyramid
Topics Initial Update Initial Update
1 0.182 0.196 0.333 0.267
3 0.405 0.404 0.439 0.520
6 0.581 0.586 0.608 0.690
12 0.738 0.738 0.761 0.816
24 0.849 0.866 0.851 0.901

Table 6: Mean correlations between Responsive-
ness/Pyramid scores based on 1, 3, 6, 12, and 24 topic sam-
ples for TAC 2008 initial and update summaries.

In a process which mirrored that described in
Section 3, we created 1000 random samples in
each of the n-topics category: 1, 3, 6, 12, 24, 36,
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Topics Pyramid ROUGE-2 ROUGE-SU4 BE
1 0.4219 0.4276 0.4375 0.3506
3 0.6204 0.5980 0.9016 0.5108
6 0.7274 0.6901 0.6836 0.6233
12 0.8159 0.7618 0.7456 0.7117
24 0.8679 0.8040 0.7809 0.7762
36 0.8890* 0.8208* 0.7951* 0.8017*
39 0.8927*† 0.8231*† 0.7967*† 0.8063*†
42 0.8954*†‡ 0.8258*†‡ 0.7958*†‡ 0.8102*†‡
45 0.8977*†‡§ 0.8274*†‡§ 0.8008*†‡§ 0.8132†‡§
48 (bootstr) 0.8972*†‡§ 0.8302*†‡§ 0.8046†‡§ 0.8138†‡§
48 (actual) 0.8997 0.8302 0.8033 0.8171

Table 7: Mean correlations of 48 topic Responsiveness and
other metrics using from 1 to 48 topics for TAC 2008 initial
summaries. Values in each row are significantly different from
each other at 95% level except: ROUGE-2, ROUGE-SU4 and
BE in 1-topic category, ROUGE-2 and ROUGE-SU4 in 3- and
6-topic category.

Topics Pyramid ROUGE-2 ROUGE-SU4 BE
1 0.5005 0.4882 0.5609 0.4011
3 0.7053 0.6862 0.7340 0.6097
6 0.8080 0.7850 0.8114 0.7274
12 0.8812 0.8498 0.8596 0.8188
24 0.9250 0.8882 0.8859 0.8774
36 0.9408* 0.9023* 0.8960* 0.8999*
39 0.9433*† 0.9045*† 0.8973*† 0.9037*†
42 0.9455*†‡ 0.9061*†‡ 0.8987*†‡ 0.9068*†‡
45 0.9474†‡§ 0.9078*†‡§ 0.8996*‡‡§ 0.9094†‡§
48 (bootstr) 0.9481†‡§ 0.9101†‡§ 0.9015*†‡§ 0.9111†‡§
48 (actual) 0.9492 0.9103 0.9020 0.9132

Table 8: Mean correlations of 48 topic Responsiveness and
other metrics using from 1 to 48 topics for TAC 2008 update
summaries. Values in each row are significantly different from
each other at 95% level except: Pyramid and ROUGE-2 in 1-
topic category, Pyramid and ROUGE-SU4 in 6-topic category,
ROUGE-2 and BE in 39-, 42-, and 48-topic category.

Topics ROUGE-2 ROUGE-SU4 BE
1 0.4693 0.4856 0.3888
3 0.6575 0.6684 0.5732
6 0.7577 0.7584 0.6960
12 0.8332 0.8245 0.7938
24 0.8805 0.8642 0.8684
36 0.8980* 0.8792* 0.8966*
39 0.9008*† 0.8812*† 0.9017*†
42 0.9033*†‡ 0.8839*†‡ 0.9058†‡
45 0.9052*†‡§ 0.8853*†‡§ 0.9093†‡§
48 (bootstr) 0.9074†‡§ 0.8877†‡§ 0.9107†‡§
48 (actual) 0.9077 0.8877 0.9123

Table 9: Mean correlations of 48 topic Pyramid score and
other metrics using from 1 to 48 topics for TAC 2008 initial
summaries. Values in each row are significantly different from
each other at 95% level except: ROUGE-2 and ROUGE-SU4
in the 6-topic category, ROUGE-2 and BE in 39- and 48-topic
category.

Topics ROUGE-2 ROUGE-SU4 BE
1 0.5026 0.5729 0.4094
3 0.7106 0.7532 0.6276
6 0.8130 0.8335 0.7512
12 0.8806 0.8834 0.8475
24 0.9196 0.9092 0.9063
36 0.9343* 0.9198* 0.9301*
39 0.9367*† 0.9213*† 0.9341*†
42 0.9386*†‡ 0.9227*†‡ 0.9376*†‡
45 0.9402*†‡§ 0.9236*†‡§ 0.9402†‡§
48 (bootstr) 0.9430†‡§ 0.9280§ 0.9444‡§
48 (actual) 0.9429 0.9263 0.9446

Table 10: Mean correlations of 48 topic Pyramid score and
other metrics using from 1 to 48 topics for TAC 2008 update
summaries. Values in each row are significantly different from
each other at 95% level except: ROUGE-2 and ROUGE-SU4
in 12-topic category, ROUGE-2 and BE in 45-topic category.

39, 42, or 45. Within each of these categories, for
a thousand repetitions, we calculated the score for
automatic summarizers by averaging over n topics
randomly selected from the pool of 48 topics avail-
able in the evaluation. Again, we examined the
correlations between the metrics and the “full” 48-
topic Responsiveness and Pyramid. As previously,
we then used ANOVA to determine whether the
correlation means differed significantly. Because
there was only one possible sample with all 48
topics for each metric, we bootstrapped this sam-
ple to provide 1000 new samples in the 48-topic
category, in order to perfom the ANOVA compari-
son of variance. Tables 7 and 8, as well as Figures
4 and 5, show the metrics’ changing correlations
with Responsiveness. Tables 9 and 10, and Fig-
ures 6 and 7, show the correlations with the 48-
topic Pyramid score. Values for initial summaries
are significantly different from their counterparts
for update summaries at the 95% level.

In all cases, it becomes clear that the curves flat-
ten out and the correlations stop increasing almost
completely beyond the 36-topic mark. This means
that the scores for the automatic summarization
systems based on 36 topics will be on average

practically indistiguishable from the scores based
on all 48 topics, showing that beyond a certain
minimally necessary number of topics adding or
removing a few (or even ten) topics will not influ-
ence the system scores much. (However, we can-
not conclude that a further considerable increase in
the number of topics – well beyond 48 – would not
bring more improvement in the correlations, per-
haps increasing the stable “correlation window” as
well.)

Topics ROUGE-2 ROUGE-SU4 BE
1 0.6157 0.6378 0.5756
3 0.7597 0.7511 0.7323
6 0.8168 0.7904 0.7957
12 0.8493 0.8123 0.8306
24 0.8690 0.8249* 0.8517*
36 0.8751* 0.8287*† 0.8580*†
39 0.8761*† 0.8295*†‡ 0.8592†‡
42 0.8768*†‡ 0.8299*†‡§ 0.8602†‡§
45 (bootstr) 0.8761*†‡ 0.8305†‡§ 0.8627†‡§
45 (actual) 0.8795 0.8301 0.8609

Table 11: Mean correlations of 45 topic Content Respon-
siveness and other metrics using from 1 to 45 topics for DUC
2007 summaries. Values in each row are significantly differ-
ent from each other at 95% level.

An interesting observation is that if we pro-
duce such limited-topic scores for the manual
metrics, Responsiveness and Pyramid, and corre-
late them with their own “full” versions based on
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Figure 4: Responsiveness vs. other metrics with 1 to 48 topics
for TAC 2008 initial summaries.

Figure 5: Responsiveness vs. other metrics with 1 to 48 topics
for TAC 2008 update summaries.

Figure 6: 48-topic Pyramid vs. other metrics with 1 to 48
topics for TAC 2008 initial summaries.

Figure 7: 48-topic Pyramid vs. other metrics with 1 to 48
topics for TAC 2008 update summaries.

all 48 topics, it appears that they are less stable
than the automatic metrics, i.e. there is a larger
gap between the worst and best correlations they
achieve.1 The mean correlation between the “full”
Responsiveness and that based on 1 topic is 0.443
and 0.448 for the initial and update summaries, re-
spectively; for that based on 3 topics, 0.664 and
0.667. Pyramid based on 1 topic achieves 0.467
for initial and 0.525 for update summaries; Pyra-
mid based on 3 topics obtains 0.690 and 0.742,
respectively. Some of these values, especially
for update summaries, are even lower than those
obtained by ROUGE in the same category, de-
spite the fact that 1- and 3-topic Responsiveness or
Pyramid is a proper subset of the 48-topic Respon-
siveness/Pyramid. On the other hand, ROUGE
achieves considerably worse correlations with Re-
sponsiveness than Pyramid when there are many
topics available. ROUGE-SU4 seems to be more
stable than ROUGE-2; in all cases ROUGE-2
starts with lower correlations than ROUGE-SU4,
but by the 12-topic mark its correlations increase

1For reasons of space, these values are not included in the
tables, as they offer little insight besides what is mentioned
here.

above it.
Additionally, despite being an automatic metric,

BE seems to follow the same pattern as the manual
metrics. It is seriously affected by the decreasing
number of topics; in fact, if the number of topics
drops below 24, BE is the least reliable indicator
of either Responsiveness or Pyramid. However,
by the 48-topic mark it rises to levels comparable
with ROUGE-2.

As in the case of models, DUC 2007 data shows
mostly the same pattern as TAC 2008. Again, in
this data set, the increase in the correlation mean
with the addition of topics for each metric are
smaller than for either initial or update summaries
in TAC 2008, but the relative rate of increase re-
mains the same: BE gains most from additional
topics (+0.28 in DUC vs. +0.47 and +0.51 in
TAC), ROUGE-SU4 again shows the smallest in-
crease (+0.19 in DUC vs. +0.36 and +0.34 in
TAC), which means it is the most stable of the met-
rics across the variable number of topics.2

2The smaller total increase might be due to the smaller
number of available topics (45 in DUC vs. 48 in TAC), but
we have seen the same effect in Section 3 while discussing
models, so it might just be an accidental property of a given
data set.
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5 Discussion and conclusions

As the popularity of shared tasks increases, task
organizers face an ever growing problem of pro-
viding an adequate evaluation to all participating
teams. Often, evaluation of multiple runs from the
same team is required, as a way to foster research
and development. With more and more system
submissions to judge, and the simultaneous need
for multiple topics and models in order to provide
a stable assessment, difficult decisions of cutting
costs and effort might sometimes be necessary. It
would be useful then to know where such deci-
sions will have the smallest negative impact, or at
least, what might be the trade-offs inherent in such
decisions.

From our experiments, it appears that manual
metrics such as Pyramid gain less from the addi-
tion of more model summaries than the automatic
metrics. A Pyramid score based on any two mod-
els correlates very highly with the score based on
any other two models. For the automatic metrics,
the largest gain is recorded with adding the sec-
ond model; afterwards the returns diminish. BE
seems to be the most sensitive metric to changes in
the number of models and topics; ROUGE-SU4,
on the other hand, is the least sensitive to such
changes and the most stable, but it does not ob-
tain the highest correlations when many models
and topics are available.

Whatever the number of models, manual Pyra-
mid considerably outperforms automatic metrics,
as can be expected, since human understanding is
not hampered by the possible differences in sur-
face expression between a candidate and a model.
But when it comes to decreased number of topics,
the inherent variability of human judgment shows
strongly, to the extent that, in extreme cases of
very few topics, it might be more prudent to use
ROUGE-SU4 than Pyramid or Responsiveness.

Lastly, we observe that, as with models, adding
one or two topics to the evaluation plays a great
role only if we have very few topics to start with.
Our experiments suggest that, as the number of
topics available for evaluation increases, so does
the number of additional topics necessary to make
a difference in the system ranking produced by
a metric. It seems that in the case of evaluation
based on 48 topics, as in the TAC Summarization
track, it would be possible to decrease the number
to about 36 without sacrificing much stability.
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Abstract

We investigate the problem of generating
the structure of short domain independent
abstracts. We apply a supervised machine
learning approach trained over a set of ab-
stracts collected from abstracting services
and automatically annotated with a text
analysis tool. We design a set of features
for learning inspired from past research
in content selection, information order-
ing, and rhetorical analysis for training
an algorithm which then predicts the dis-
course structure of unseen abstracts. The
proposed approach to the problem which
combines local and contextual features is
able to predict the local structure of the ab-
stracts in just over 60% of the cases.

1 Introduction

Mani (2001) defines an abstract as “a summary
at least some of whose material is not present in
the input”. In a study of professional abstracting,
Endres-Niggemeyer (2000) concluded that profes-
sional abstractors produce abstracts by “cut-and-
paste” operations, and that standard sentence pat-
terns are used in their production. Examples of
abstracts produced by a professional abstractor are
shown in Figures 1 and 2. They contain fragments
“copied” from the input documents together with
phrases (underlined in the figures) inserted by the
professional abstractors. In a recent study in hu-
man abstracting (restricted to the amendment of
authors abstracts) Montesi and Owen (2007) noted
that professional abstractors prepend third person
singular verbs in present tense and without subject
to the author abstract, a phenomenon related – yet
different – from the problem we are investigating
in this paper.

Note that the phrases or predicates prepended to
the selected sentence fragments copied from the
input document have a communicative function:

Presents a model instructional session that was prepared and
taught by librarians to introduce college students, faculty,
and staff to the Internet by teaching them how to join list-
servs and topic- centered discussion groups. Describes the
sessions’ audience, learning objectives, facility, and course
design. Presents a checklist for preparing an Internet instruc-
tion session.

Figure 1: Professional Abstracts with Inserted
Predicates from LISA Abstracting Service

Talks about Newsblaster, an experimental software tool that
scans and summarizes electronic news stories, developed by
Columbia University’s Natural Language Processing Group.
Reports that Newsblaster is a cross between a search en-
gine and ... Explains that Newsblaster publishes the sum-
maries in a Web page that divides the day summaries into ....
Mentions that Newsblaster is considered an aid to those who
have to quickly canvas large amounts of information from
many sources.

Figure 2: Professional Abstract with Inserted
Predicates from Internet & Personal Computing
Abstracts

they inform or alert the reader about the content
of the abstracted document by explicitly mark-
ing what the author says or mentions, presents or
introduces, concludes, or includes, in her paper.
Montesi and Owen (2007) observe that the revi-
sion of abstracts is carried out to improve com-
prehensibility and style and to make the abstract
objective.

We investigate how to create the discourse
structure of the abstracts: more specifically we are
interested in predicting the inserted predicates or
phrases and at which positions in the abstract they
should be prepended.

Abstractive techniques in text summarization
include sentence compression (Cohn and Lapata,
2008), headline generation (Soricut and Marcu,
2007), and canned-based generation (Oakes and
Paice, 2001). Close to the problem studied here
is Jing and McKeown’s (Jing and McKeown,
2000) cut-and-paste method founded on Endres-
Niggemeyer’s observations. The cut-and-paste
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method includes such operations as sentence trun-
cation, aggregation, specialization/generalization,
reference adjustment and rewording. None of
these operations account for the transformations
observed in the abstracts of Figures 1 and 2. The
formulaic expressions or predicates inserted in the
abstract “glue” together the extracted fragments,
thus creating the abstract’s discourse structure.

To the best of our knowledge, and with the ex-
ception of Saggion and Lapalme (2002) indicative
generation approach which included operations to
add extra linguistic material to generate an indica-
tive abstract, the work presented here is the first
to investigate this relevant operation in the field of
text abstracting and to propose a robust computa-
tional method for its simulation.

In this paper we are interested in the process
of generating the structure of the abstract by au-
tomatic means. In order to study this problem, we
have collected a corpus of abstracts written by ab-
stractors; we have designed an algorithm for pre-
dicting the structure; implemented the algorithm;
and evaluated the structure predicted by the auto-
matic system against the true structure.

2 Problem Specification, Data Collection,
and Annotation

The abstracts we study in this research follow the
pattern:

Abstract≡⊕n
i=1 Predi⊕βi

where Predi is a phrase used to introduce the “con-
tent” βi of sentence i, n is the number of sentences
in the abstract,

⊕
indicates multiple concatena-

tion, and X ⊕Y indicates the concatenation of X
and Y . In this paper we concentrate only on this
“linear” structure, we plan to study more complex
(e.g., tree-like representations) in future work.

The problem we are interested in solving is the
following: given sentence fragments βi extracted
from the document, how to create the Abstract.
Note that if N is the number of different phrases
(Predi) used in the model, then a priori there are
Nn possible discourse structures to select from for
the abstract, generating all possibilities and select-
ing the most appropriate would be impractical. We
present an algorithm that decides which predicate
or phrase is most suitable for each sentence, do-
ing this by considering the sentence content and
the abstract generated so far. For the experiments
to be reported in this paper, the discourse structure
of the abstracts is created using predicates or ex-

pressions learned from a corpus a subset of which
is shown in Table 1.

We have collected abstracts from various
databases including LISA, ERIC, and Internet
& Personal Computing Abstracts, using our in-
stitutional library’s facilities and the abstracts’
providers’ keyword search facilities. Electronic
copies of the abstracted documents can also be
accessed through our institution following a link,
thus allowing us to check abstracts against ab-
stracted document (additional information on the
abstracts is given in the Appendix).

2.1 Document Processing and Annotation

Each electronic version of the abstract was pro-
cessed using the freely available GATE text analy-
sis software (Cunningham et al., 2002). First each
abstract was analyzed by a text structure analy-
sis program to identify meta-data such as title, au-
thor, source document, the text of the abstract, etc.
Each sentence in the abstract was stripped from
the predicate or phrase inserted by the abstractor
(e.g., “Mentions that”, “Concludes with”) and a
normalised version of the expression was used to
annotate the sentence, in a way similar to the ab-
stracts in Figures 1 and 2. After this each abstract
and document title was tokenised, sentence split-
ted, part-of-speech tagged, and morphologically
analyzed. A rule-based system was used to carry
out partial, robust syntactic and semantic analy-
sis of the abstracts (Gaizauskas et al., 2005) pro-
ducing predicate-argument representations where
predicates which are used to represent entities are
created from the morphological roots of nouns or
verbs in the text (unary predicates) and predicates
with are used to represent binary relations are a
closed set of names representing grammatical re-
lations such as the verb logical object, or the verb
logical subject or a prepositional attachment, etc.
This predicate-argument structure representation
was further analysed in order to extract “seman-
tic” triples which are used in the experiments re-
ported here. Output of this analysis is shown in
Figure 3. Note that the representation also con-
tains the tokens of the text, their parts of speech,
lemmas, noun phrases, verb phrases, etc.

3 Proposed Solution

Our algorithm (see Algorithm 1) takes as in-
put an ordered list of sentence fragments obtained
from the source document and decides how to
“paste” the fragments together into an abstract;
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to address; to add; to advise; to assert; to claim; to comment; to compare; to conclude; to define; to
describe; to discuss; to evaluate; to examine; to explain; to focus; to give; to highlight; to include;
to indicate; to note; to observe; to overview; to point out; to present; to recommend; to report; to
say; to show; to suggest; ...
to report + to indicate + to note + to declare + to include; to provide + to explain + to indicate +
to mention; to point out + to report + to mention + to include; to discuss + to list + to suggest +
to conclude; to present + to say + to add + to conclude + to contain; to discuss + to explain + to
recommend; to discuss + to cite + to say; ...

Table 1: Subset of predicates or expressions used by professional abstractors and some of the discourse
structures used.

Sentence: Features a listing of ten family-oriented pro-
grams, including vendor information, registration fees, and
a short review of each.
Representation: listing-det-a; listing-of-program; family-
oriented-adj-program; fee-qual-registration; information-
qual-vendor; listing-apposed-information; ...

Figure 3: Sentence Representation (partial)

Algorithm 1 Discourse Structure Prediction Al-
gorithm

Given: a list of n sorted text fragments βi

begin
Abstract← ““;
Context← START;
for all i : 0≤ i≤ n−1; do

Pred← PredictPredicate(Context,βi);
Abstract← Abstract⊕Pred⊕βi⊕ “.”;
Context← ExtractContext(Abstract);

end for
return Abstract
end

at each iteration the algorithm selects the “best”
available phrase or predicate to prepend to the cur-
rent fragment from a finite vocabulary (induced
from the analysed corpus) based on local and
contextual information. One could rely on ex-
isting trainable sentence selection (Kupiec et al.,
1995) or even phrase selection (Banko et al., 2000)
strategies to pick up appropriate βi’s from the doc-
ument to be abstracted and rely on recent informa-
tion ordering techniques to sort the βi fragments
(Lapata, 2003). This is the reason why we only ad-
dress here the discourse structure generation prob-
lem.

3.1 Predicting Discourse Structure as
Classification

There are various possible ways of predicting what
expression to insert at each point in the genera-

tion process (i.e., the PredictPredicate function
in Algorithm 1). In the experiments reported here
we use a classification algorithm based on lexical,
syntactic, and discursive features, which decides
which of the N possible available phrases is most
suitable. The algorithm is trained over the anno-
tated abstracts and used to predict the structure of
unseen test abstracts.

Where the classification algorithm is concerned,
we have decided to use Support Vector Machines
which have recently been used in different tasks
in natural language processing, they have been
shown particularly suitable for text categorization
(Joachims, 1998). We have tried other machine
learning algorithms such as Decision Trees, Naive
Bayes Classification, and Nearest Neighbor from
the Weka toolkit (Witten and Frank, 1999), but the
support vector machines gave us the best classifi-
cation accuracy (a comparison with Naive Bayes
will be presented in Section 4).

The features used for the experiments reported
here are inspired by previous work in text summa-
rization on content selection (Kupiec et al., 1995),
rhetorical classification (Teufel and Moens, 2002),
and information ordering (Lapata, 2003). The
features are extracted from the analyzed abstracts
with specialized programs. In particular we use
positional features (position of the predicate to be
generated in the structure), length features (num-
ber of words in the sentence), title features (e.g.,
presence of title words in sentence), content fea-
tures computed as the syntactic head of noun and
verb phrases, semantic features computed as the
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to add; to conclude; to contain; to describe; to
discuss; to explain; to feature; to include; to indi-
cate; to mention; to note; to point out; to present;
to provide; to report; to say

Table 2: Predicates in the reduced corpus

arguments of “semantic” triples (Section 2.1) ex-
tracted from the parsed abstracts. Features occur-
ring less than 4 times in the corpus were removed
for the experiments. For each sentence, a cohe-
sion feature is also computed as the number of
nouns in common with the previous sentence frag-
ment (or title if first sentence). Cohesion infor-
mation has been used in rhetorical-based parsing
for summarization (Marcu, 1997) in order to de-
cide between “list” or “elaboration” relations and
also in content selection for summarization (Barzi-
lay and Elhadad, 1997). For some experiments
we also use word-level information (lemmas) and
part-of-speech tags. For some of the experiments
reported here the variable Context at iteration i in
Algorithm 1 is instantiated with the predicates pre-
dicted at iterations i−1 and i−2.

4 Experiments and Results

The experiments reported here correspond to the
use of different features as input for the classifier.
In these experiments we have used a subset of the
collected abstracts, they contain predicates which
appeared at least 5 times in the corpus. With this
restriction in place the original set of predicates
used to create the discourse structure is reduced to
sixteen (See Table 2), however, the number of pos-
sible structures in the reduced corpus is still con-
siderable with a total of 179 different structures.

In the experiments we compare several classi-
fiers:

• Random Generation selects a predicate at
random at each iteration of the algorithm;

• Predicate-based Generation is a SVM classi-
fier which uses the two previous predicates to
generate the current predicate ignoring sen-
tence content;

• Position-based Generation is a SVM classi-
fier which also ignores sentence content but
uses as features for classification the absolute
position of the sentence to be generated;

Configuration Avg.Acc
Random Generation 10%
Predicate-based Generation 35%
Position-based Generation 38%
tf*idf-based Generation 55%
Summarization-based Generation 60%

Table 3: Average accuracy of different classifica-
tion configurations.

• tf*idf-based Generation is a SVM classifier
which uses lemmas of the sentence fragment
to be generated to pick up one predicate (note
that position features and predicates were
added to the mix without improving the clas-
sifier);

• Summarization-based Generation is a SVM
which uses the summarization and discourse
features discussed in the previous section in-
cluding contextual information (Predi−2 and
Predi−1 – with special values when i = 0 and
i = 1).

We measure the performance of each instance
of the algorithm by comparing the predicted struc-
ture against the true structure. We compute two
metrics: (i) accuracy at the sentence level (as in
classification), which is the proportion of predi-
cates which were correctly generated; and (ii) ac-
curacy at the textual level, which is the proportion
of abstracts correctly generated. For the latter we
compute the proportion of abstracts with zero er-
rors, less than two errors, and less than three er-
rors.

For every instance of the algorithm we perform
a cross-validation experiment, selecting for each
experiment 20 abstracts for testing and the rest of
the abstracts for training. Accuracy measures at
sentence and text levels are averages of the cross-
validation experiments.

Results of the algorithms are presented in Ta-
bles 3 and 4. Random generation has very poor
performance with only 10% local accuracy and
less than 1% of full correct structures. Knowledge
of the predicates selected for previous sentences
improves performance over the random system
(35% local accuracy and 5% of full correct struc-
tures predicted). As in previous summarization
studies, position proved to contribute to the task:
the positional classifier predicts individual predi-
cates with a 38% accuracy; however only 8% of
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the structures are recalled. Differences between
the accuracies of the two algorithms (predicate-
based and position-based) are significant at 95%
confidence level (a t-test was used). As it is usu-
ally the case in text classification experiments,
the use of word level information (lemmas in our
case) achieves good performance: 55% classifica-
tion accuracy at sentence level, and 18% of full
structures correctly predicted. The use of lex-
ical (noun and verb heads, arguments), syntac-
tic (parts of speech information), and discourse
(predicted predicates, position, cohesion) features
has the better performance with 60% classifica-
tion accuracy at sentence level predicting 21%
of all structures with 73% of the structures con-
taining less than 3 errors. The differences in
accuracy between the word-based classifier and
the summarization-based classifier are statistically
significant at 95% confidence level (a t-test was
used). A Naive Bayes classifier which uses the
summarization features achieves 50% classifica-
tion accuracy.

Conf. 0 errs < 2 errrs < 3 errs
Random 0.3% 4% 20%
Predicate-based 5% 24% 48%
Position-based 8% 33% 50%
tf*idf-based 18% 42% 67%
Summ-based 21% 55% 73%

Table 4: Percent of correct and partially correct
structures predicted. Averaged over all runs.

Table 5 shows a partial confusion table for pred-
icates “to add”, “to conclude”, “to explain”, and
“to present” while and Table 6 reports individual
classification accuracy. All these results are based
on averages of the summarization-based classifier.

5 Discussion

We have presented here a problem which has not
been investigated before in the field of text sum-
marization: the addition of extra linguistic mate-
rial (i.e., not present in the source document) to the
abstract “informational content” in order to create
the structure of the abstract. We have proposed an
algorithm which uses a classification component
at each iteration to predict predicates or phrases to
be prepended to fragments extracted from a doc-
ument. We have shown that this classifier based
on summarization features including linguistic, se-
mantic, positional, cohesive, and discursive infor-

mation can predict the local discourse structures in
over 60% of the cases. There is a mixed picture on
the prediction of individual predicates, with most
predicates correctly classified in most of the cases
except for predicates such as “to describe”, “to
note”, and “to report” which are confused with
other phrases. Predicates such as “to present” and
“to include” have the tendency of appearing to-
wards the very beginning or the very end of the ab-
stract been therefore predicted by position-based
features (Edmundson, 1969; Lin and Hovy, 1997).
Note that in this work we have decided to evaluate
the predicted structure against the true structure (a
hard evaluation measure), in future work we will
assess the abstracts with a set of quality questions
similar to those put forward by the Document Un-
derstanding Conference Evaluations (also in a way
similar to (Kan and McKeown, 2002) who eval-
uated their abstracts in a retrieval environment).
We expect to obtain a reasonable evaluation result
given that it appears that some of the predicates or
phrases are “interchangeable” (e.g., “to contain”
and “to include”).

Actual Pred. Predicted Pred. Conf.Freq.
to add to add 32%

to explain 16%
to say 10%

to conclude to conclude 35%
to say 29%
to add 7%

to explain to explain 35%
to say 15%
to add 11%

to present to present 86%
to discuss 7%
to provide 1%

Table 5: Classification Confusion Table for a Sub-
set of Predicates in the Corpus (Average Fre-
quency).

6 Related Work

Liddy (1991) produced a formal model of the in-
formational or conceptual structure of abstracts
of empirical research. This structure was elicited
from abstractors of two organizations ERIC and
PsycINFO through a series of tasks. Lexical clues
which predict the components of the structure
were latter induced by corpus analysis. In the do-
main of indicative summarization, Kan and McK-

35



Predicate Avg. Accuracy
to add 31.40
to conclude 34.78
to contain 10.96
to describe 15.69
to discuss 54.55
to explain 35.63
to feature 34.38
to include 85.86
to indicate 20.69
to mention 26.47
to note 6.78
to point out 91.67
to present 86.19
to provide 40.94
to report 1.59
to say 75.86

Table 6: Predicate Classification Accuracy

eown (2002) studied the problem of generating ab-
stracts for bibliographical data which although in a
restricted domain has some contact points with the
work described here. As in their work we use the
abstracts in our corpus to induce the model. They
rely on a more or less fixed discourse structure to
accommodate the generation process. In our ap-
proach the discourse structure is not fixed but pre-
dicted for each particular abstract. Related to our
classification experiments is work on semantic or
rhetorical classification of “structured” abstracts
(Saggion, 2008) from the MEDLINE abstracting
database where similar features to those presented
here were used to identify in abstracts semantic
categories such as objective, method, results, and
conclusions. Related to this is the work by Teufel
and Moens (2002) on rhetorical classification for
content selection. In cut-and-paste summarization
(Jing and McKeown, 2000), sentence combina-
tion operations were implemented manually fol-
lowing the study of a set of professionally written
abstracts; however the particular “pasting” oper-
ation presented here was not implemented. Pre-
vious studies on text-to-text abstracting (Banko et
al., 2000; Knight and Marcu, 2000) have studied
problems such as sentence compression and sen-
tence combination but not the “pasting” procedure
presented here. The insertion in the abstract of
linguistic material not present in the input docu-
ment has been addressed in paraphrase generation
(Barzilay and Lee, 2004) and canned-based sum-

marization (Oakes and Paice, 2001) in limited do-
mains. Saggion and Lapalme (2002) have studied
and implemented a rule-based “verb selection” op-
eration in their SumUM system which has been
applied to introduce document topics during in-
dicative summary generation.

Our discourse structure generation procedure is
in principle generic but depends on the availability
of a corpus for training.

7 Conclusions

In text summarization research, most attention
has been paid to the problem of what information
to select for a summary. Here, we have focused
on the problem of how to combine the selected
content with extra linguistic information in order
to create the structure of the summary.

There are several contributions of this work:

• First, we have presented the problem of gen-
erating the discourse structures of an abstract
and proposed a meta algorithm for predicting
it. This problem has not been investigated be-
fore.

• Second, we have proposed – based on pre-
vious summarization research – a number of
features to be used for solving this problem;
and

• Finally, we have propose several instantia-
tions of the algorithm to solve the problem
and achieved a reasonable accuracy using the
designed features;

There is however much space for improvement
even though the algorithm recalls some “partial
structures”, many “full structures” can not be gen-
erated. We are currently investigating the use
of induced rules to address the problem and will
compare a rule-based approach with our classi-
fier. Less superficial cohesion features are being
investigated and will be tested in this classification
framework.
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given in Section 2 contains 693 abstracts, 10,423
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sentences, and 305,105 tokens. The reduced
corpus used for the experiments contains 300
abstracts.

Examples

Here we list one example of the use of each of the
predicates in the reduced set of 300 abstracts used
for the experiments.

Adds that it uses search commands and
features that are similar to those of
traditional online commercial database
services, has the ability to do nested
Boolean queries as well as truncation
when needed, and provides detailed doc-
umentation that offers plenty of exam-
ples.

Concludes CNET is a network of sites,
each dealing with a specialized aspect of
computers that are accessible from the
home page and elsewhere around the site.

Contains a step-by-step guide to using
PGP.

Describes smallbizNet, the LEXIS-
NEXIS Small Business Service, Small
Business Administration, Small Business
Advancement National Center, and other
small business-related sites.

Discusses connections and links between
differing electronic mail systems.

Explains DataStar was one of the first on-
line hosts to offer a Web interface, and
was upgraded in 1997.

Features tables showing the number of
relevant, non-relevant, and use retrievals
on both LEXIS and WIN for federal and
for state court queries.

Includes an electronic organizer, an er-
gonomically correct keyboard, an on-
line idle-disconnect, a video capture de-
vice, a color photo scanner, a real-time
Web audio player, laptop speakers, a
personal information manager (PIM), a
mouse with built-in scrolling, and a voice
fax-modem.

Indicates that the University of Califor-
nia, Berkeley, has the School of Informa-
tion Management and Systems, the Uni-
versity of Washington has the Informa-
tion School, and the University of Mary-
land has the College of Information Stud-
ies.

Mentions that overall, the interface is
effective because the menus and sear
screens permit very precise searches with
no knowledge of searching or Dialog
databases.

Notes that Magazine Index was origi-
nally offered on Lyle Priest’s invention,
a unique microfilm reader.

Points out the strong competition that the
Internet has created for the traditional on-
line information services, and the move
of these services to the Internet.

Presents searching tips and techniques.

Provides summaries of African art; Allen
Memorial Art Museum of Oberlin Col-
lege; Art crimes; Asian arts; Da Vinci,
Leonardo; Gallery Walk; and Native
American Art Gallery.

Reports that Dialog has announced ma-
jor enhancements to its alerting system on
the DialogClassic, DialogClassic Web,
and DialogWeb services.

Says that dads from all over the country
share advice on raising children, educa-
tional resources, kids’ software, and other
related topics using their favorite online
service provider.
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Abstract 

We propose a method of revising lead sentences in 
a news broadcast. Unlike many other methods pro-
posed so far, this method does not use the corefer-
ence relation of noun phrases (NPs) but rather, 
insertion and substitution of the phrases modifying 
the same head chunk in lead and other sentences. 
The method borrows an idea from the sentence 
fusion methods and is more general than those 
using NP coreferencing as ours includes them. We 
show in experiments the method was able to find 
semantically appropriate revisions thus demon-
strating its basic feasibility. We also show that that 
parsing errors mainly degraded the sentential com-
pleteness such as grammaticality and redundancy.  

1 Introduction 

We address the problem of revising the lead sen-
tence in a broadcast news text to increase the 
amount of background information in the lead. 
This is one of the draft and revision approaches 
to summarization, which has received keen atten-
tion in the research community. Unlike many 
other methods that directly utilize noun phrase 
(NP) coreference (Nenkova 2008; Mani et al. 
1999), we propose a method that employs inser-
tion and substitution of phrases that modify the 
same chunk in the lead and other sentences. We 
also show its effectiveness in a revision experi-
ment.  
As is well known, the extractive summary that 
has been extensively studied from the early days 
of summarization history (Luhn, 1958) suffers 
from various drawbacks. These include the prob-
lems of a break in cohesion in the summary text 
such as dangling anaphora and a sudden shift in 
topic.  
To ameliorate these problems, the idea of revis-
ing the extracted sentences was proposed in a 
single document summarization study. Jing and 
McKeown (1999; 2000) found that human sum-
marization can be traced back to six cut-and-
paste operations of a text and proposed a revision 

method consisting of sentence reduction and 
combination modules with a sentence extraction 
part. Mani and colleagues (1999) proposed a 
summarization system based on “draft and revi-
sion” together with sentence extraction. The re-
vision part is achieved with the sentence aggre-
gation and smoothing modules. 
The cohesion break problem becomes particu-
larly conspicuous in multi-document summariza-
tion. To ameliorate this, revision of the extracted 
sentences is also thought to be effective, and 
many ideas and methods have been proposed so 
far. For example, Otterbacher and colleagues 
(2002) analyzed manually revised extracts and 
factored out cohesion problems. Nenkova (2008) 
proposed a revision idea that utilizes noun 
coreference with linguistic quality improvements 
in mind.  
Other than the break in cohesion, multi-
document summarization faces the problem of 
information overlap particularly when the docu-
ment set consists of similar sentences. Barzilay 
and McKeown (2005) proposed an idea called 
sentence fusion that integrates information in 
overlapping sentences to produce a non-
overlapping summary sentence. Their algorithm 
firstly analyzes the sentences to obtain the de-
pendency trees and sets a basis tree by finding 
the centroid of the dependency trees. It next 
augments the basis tree with the sub-trees in oth-
er sentences and finally prunes the predefined 
constituents. Their algorithm was further modi-
fied and applied to the German biographies by 
Filippova and Strube (2008).  
Like the work of Jing and McKeown (2000) and 
Mani et al. (1999), our work was inspired by the 
summarization method used by human abstrac-
tors. Actually, our abstractors first extract impor-
tant sentences, which is called lead identification, 
and then revise them, which is referred to as 
phrase elaboration or specification. In this paper, 
we concentrate on the revision part.   
Our work can be viewed as an application of the 
sentence fusion method to the draft and revision 
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approach to a single Japanese news document 
summarization. Actually, our dependency struc-
ture alignment is almost the same as that of 
Filippova and Strube (2008), and our lead sen-
tence plays the role of a basis tree in the Barzilay 
and McKeown approach (2005). Though the idea 
of sentence fusion was developed mainly for 
suppressing the overlap in multi-document sum-
marization, we consider this effective in aug-
menting the extracts in a single-document sum-
marization task where we face less overlap 
among sentences. 
Before explaining the method in detail, we will 
briefly introduce the Japanese dependency 1  
structure on which our idea is based. The de-
pendency structure is constructed based on the 
bunsetsu chunk, which we call “chunk” for sim-
plicity. The chunk usually consists of one con-
tent-bearing word and a series of function words. 
All the chunks in a sentence except for the last 
one modify a chunk in the right direction. We 
call the modifying chunk the modifier and the 
modified chunk the head. We usually span a di-
rected edge from a modifier chunk to the head 
chunk 2 . Our dependency tree has no syntactic 
information such as subject or object. 

                                                

2 Broadcast news summarization 

Tanaka et al. (2005) showed that most Japanese 
broadcast news texts are written with a three-part 
structure, i.e., the lead, body, and supplement. 
The most important information is succinctly 
mentioned in the lead, which is the opening sen-
tence(s) of a news story, referred to as an “arti-
cle” here. Proper names and details are some-
times avoided in favor of more abstract expres-
sions such as “big insurance company.” The lead 
is then detailed in the body by answering who, 
what, when, where, why, and how, and proper 
names only alluded to in the lead appear here. 
Necessary information that was not covered in 
the lead or the body is placed in the supplement.  
The research also reports that professional news 
abstractors who are hired for digital text services 
summarize articles in a two-step approach. First, 
they identify the lead sentences and set it (them) 
as the starting point of the summary. As the av-
erage lead length is 95 characters and the al-

 
1 This is the kakari-uke (modifier-modifiee) relation of 

Japanese, which differs from the conventional dependency 
relation. We use the term dependency for convenience in 
this paper. 

2 This is the other way around compared to the English de-
pendency such as in Barzilay and McKeown (2005).  

lowed summary length is about 115 characters 
(or 150 characters depending on the screen de-
sign), they revise the lead sentences using ex-
pressions from the remainder of the story.   
We see here that the extraction and revision 
strategy that has been extensively studied by 
many researchers for various reasons was actu-
ally applied by human abstractors, and therefore, 
the strategy can be used as a real summarization 
model. Inspired by this, we decided to study a 
news summarization system based on the above 
approach. To develop a complete summarization 
system, we have to solve three problems: 1) 
identifying the lead, body, and supplement struc-
ture in each article, 2) finding the lead revision 
candidates, and 3) generating a final summary by 
selecting and combining the candidates. 
We have already studied problem 1) and showed 
that automatic recognition of three tags with a 
decision tree algorithm reached a precision over 
92% (Tanaka et al. 2007). We then moved to 
problem 2), which we discuss extensively in the 
rest of this paper.  

3 Manual lead revision experiment 

To see how problem 2) in the previous section 
could be solved, we conducted a manual lead-
revision experiment. We asked a native Japanese 
speaker to revise the lead sentences of 15 news 
articles using expressions from the body section 
of each article with cut-and-paste operations (in-
sertion and substitution) of bunsetsu chunk se-
quences. We refer to chunk sequences as phrases. 
We also asked the reviser to find as many revi-
sions as possible.  
In the interview with her, we found that she took 
advantage of the syntactic structure to revise the 
lead sentences. Actually, she first searched for 
the “same” chunks in the lead and the body and 
checked whether the modifier phrases to these 
chunks could be used for revision. To see what 
makes these chunks the “same,” we compared 
the syntactic head chunk of the lead and body 
phrases used for substitution and insertion. 
Table 1 summarizes the results of the compari-
son in three categories: perfect match, partial 
match (content word match), and different. 
The table indicates that nearly half of the head 
chunks were exactly the same, and the rest con-
tained some differences. The second row shows 
the number where the syntactic heads had the 
same content words but not the same function 
words. The pair 会談し kaidan-shi ‘talked’ and
会談しました kaidan-shi-mashi-ta ‘talked’ is an 
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  Ins. Sub. Total 
1) Perfect 9 6 15
2) Partial 6 6 12
3) Different 1 6 7
 Total 16 18 34

Lead

IAEAの 
of the IAEA

チームが 
the team

韓国に 
at Korea 

到着しました
arrived 

Table 1. Degree of syntactic head agreement 

example. These are the  syntactic and aspectual 
variants of the same verb 会談する kaidan-suru 
‘talk.’  
The third row represents cases where the syntac-
tic heads had no common surface words. We 
found that even in this case, though, the syntactic 
heads were close in some way. In one example, 
there was accordance in the distant heads, for 
instance, in the pair 見つかった  mitsuka-tta  
‘found’ and 一部の ichibu-no ‘part of.’ In this 
case, we can find the chunk 見つかった mit-
suka-tta ‘found’ at a short edge distance from 一
部の ichibu-no ‘part of.’  Based on the findings, 
we devised a lead sentence revision algorithm. 

4 Revision algorithm 

4.1 Concept 

We explain here the concept of our algorithm 
and show an example in Figure 1. We have a 
lead sentence and a body sentence, both of which 
have the “same” syntactic head chunk, 到着しま

した, touchaku-shima-shi-ta, ‘arrived.’  
The head chunk of the lead has two phrases (un-
derlined with thick lines in Figure 1) that directly 
modify the head. We call such a phrase a maxi-
mum phrase of a head3. Like the lead sentence, 
the body sentence also has two maximum phras-
es. In the following part, we use the term phrase 
to refer to a maximum phrase for simplicity. 

By comparing the phrases in Figure 1, we notice 
that the following operations can add useful in-
formation to the lead sentence; 1) inserting the 
first phrase of the body will supply the fact the 
visit was on the 4th, 2) substituting the first 
phrase of the lead with the second one in the 
body adds the detail of the IAEA team. This re-
vision strategy was employed by the human re-
viser mentioned in section 2, and we consider 
this to be effective because our target document 
has a so-called inverse pyramid structure (Robin 
and McKeown 1996), in which the first sentence 
is elaborated by the following sentences. 

                                                 
3 To be more precise, a maximum phrase is defined as the 
maximum chunk sequence on a dependency path of a head. 
 

 
Figure 1. Concept of revision algorithm 

Further analyzing the above fact, we devised the 
lead sentence revision algorithm below. We pre-
sent the outline here and discuss the details in the 
next section. We suppose an input pair of a lead 
and a body sentence that are syntactically ana-
lyzed. 
1) Trigger search 

We search for the “same” chunks in the lead 
and body sentences. We call the “same” 
chunks triggers as they give the starting point 
to the revision. 

2) Phrase alignment 
We identify the maximum phrases of each 
trigger, and these phrases are aligned according 
to a similarity metric. 

3) Substitution 
If a body phrase has a corresponding phrase in 
the lead, and the body phrase is richer in in-
formation, we substitute the body phrase for 
the lead phrase.  

4) Insertion 
If a body phrase has no counterpart in the lead, 
that is, the phrase is floating, we insert it into 
the lead sentence. 

Our method inserts and substitutes any type of 
phrase that modifies the trigger and therefore has 
no limitation in syntactic type. Although NP 
elaboration such as in (Nenkova 2008) is of great 
importance, there are other useful syntactic types 
for revision. An example is the adverbial phrase 
insertion of time and location. The insertion of 
the phrase 4 日 yokka ‘on the 4th’ in figure 1 in-
deed adds useful information to the lead sentence.     

4.2 Algorithm 

The overall flow of the revision algorithm is 
shown in Algorithm 1. The inputs are a lead and 
a body sentence that are syntactically parsed, 
which are denoted by L and B respectively. 
The whole algorithm starts with the all-trigger 
search in step 1. Revision candidates are then 
found for each trigger pair in the main loop from 
steps 2 to 6.  The revision for each trigger pair is  

IAEAの 
of the IAEA 

査察官 
inspectors 

到着しました
arrived

5人が 
five 

Body

4日， 
on the 4th

insertion substitution

maximum phrase 
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Algorithm 14 (Left figures are the step numbers.) 

1: find all trigger pairs between L and B and  
              store them in T.  
 T={(l, b) ; l b, l∈L and b∈B } ≈
2: for all (l, b) ∈ T do 
  find l’s max phrases and store in Pl. 
  Pl={pl ; pl ∈ max phrase of l} 
3:  do the same for trigger b 
  Pb={pb ; pb ∈ max phrase of b} 
4:  align phrases in Pl and Pb and store  
   result in A 
   A={( pl, pb) ; pl  pb ,  ↔
     pl ∈ Pl, pb ∈ Pb } 
5:  for all (pl, pb) ∈ A do 
   follow Table 2 
  end for 
6: end for 
 

Body  
pb =∅  pb≠ ∅  

pl =∅  4: no op. 1: insertion 
Lead 

pl  ≠ ∅ 3: no op. 2: substitution 
Table 2. Operations for step 5 

found based on the idea in the previous section in 
steps 4 and 5. Now we explain the main parts. 

• Step 1: trigger chunk pair search  

We first detect the trigger pairs in step 1 that are 
the base of the revision process. What then can 
be a trigger pair that yields correct revisions? We 
roughly define trigger pairs as the “coreferential” 
chunk pairs of all parts of speech, i.e., the parts 
of speech that point to the same entity, event, 
action, change, and so on.  
Notice that the term coreferential is used in an 
extended way as it is usually used to describe the 
phenomena in noun group pairs (Mitkov, 2002).  
The chunk 到着しました touchaku-shimashita 
‘arrived’ and IAEA の IAEA-no ‘of the IAEA’ 
in Figure 1 are examples.  
Identifying our coreferential chunks is even 
harder than the conventional coreference resolu-
tion, and we made a simplifying assumption as in 
Nenkova (2008) with some additional conditions 
that were obtained through our preliminary ex-
periments.  
(1) Assumption: Two chunks having the same 

surface forms are coreferential. 
(2) Conditions for light verb (noun) chunks: 

Agreement of modifying verbal nous is fur-

                                                 
≈
↔

4 The sign a b means the chunk “a” and “b” are triggers.  
The sign p q means the phrases “p” and “q” are aligned. 

ther required for chunks whose content 
words consist only of light verbs such as あ
る aru ‘be’ and なる naru ‘become’: these 
chunks themselves have little lexical mean-
ing. The agreement is checked with the 
hand-crafted rules. Similar checks are ap-
plied to chunks whose content words consist 
only of light nouns such as こと koto (‘koto’ 
makes the previous verb a noun) . 

(3) Conditions for verb inflections: a chunk that 
contains a verb usually ends with a function 
word series that indicates a variety of infor-
mation such as inflection type, dependency 
type, tense, aspect, and modality. Some in-
formation such as tense and aspect is vital to 
decide the coreference relation (exchanging 
the modifier phrases “arrive” and “will ar-
rive” will likely bring about inconsistency in 
meaning), although some is not. We are in 
the process of categorizing function words 
that do not affect the coreference relation and 
temporally adopted the empirically obtained 
rule: the difference in verb inflection be-
tween the te-form (predicate modifying 
form) and dictionary form (sentence end 
form) can be ignored.     

• Step 4: phrase alignment 

We used the surface form agreement for similar-
ity evaluation. We applied several metrics and 
explain them one by one. 
1) Chunk similarity t, s 

t, s : x, y∈ chunk [0, 1]. →
Function t is the Dice coefficient between the 
set of content words in x and those in y. The 
same coefficient calculated with all words 
(function and content words) is denoted as s. 

2) Phrase absorption ratio 
a : px, py∈ phrases  [0, 1] →
This is the function that indicates how many 
chunks in phrase px is represented in py and is 
calculated with t as in, 

∑
∈

∈
=

x
ypx py

x
yx yxt

p
ppa )),((max1:),( . 

3) Alignment  quality 
With the above two functions, the alignment qual-
lity is evaluated by the function 
g : px, py ∈ phrases →  [0, 1] 

],1,0[

),,()1(),(:),(

∈

−+=

α

αα yxsppappg yxyx  

where the shorter phrase is set to px so that 

yx pp < . The variables x and y are the last 
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chunks in px and py, respectively. Intuitively, 
the function evaluates how many chunks in the 
shorter phrase px are represented in py and how 
similar the last chunks are. The last chunk in a 
phrase, especially the function words in the 
chunk, determines the syntactic character of 
the phrase, and we measured this value with 
the second term of the alignment quality. The 
parameter α is decided empirically, which was 
set at 0.375 in this paper. 
In alignment, we calculated the score for all 
possible phrase combinations and then greed-
ily selected the pair with the highest score. We 
set the minimum alignment score at 0.185; 
those pairs with scores lower than this value 
were not aligned. 

• Step 5 (Table 2, case 1): insertion 

Step 5 starts either an insertion or substitution 
process, as in Table 2. If pb  (body phrase is 
not null) and pl =  (lead phrase is null) in Table 
2, the insertion process starts.  

≠ ∅
∅

In this process, we check the following.  

1) Redundancy check 
Insertion may cause redundancy in informa-
tion. As a matter of fact, redundancy often 
happens when there is an error in syntactic 
analysis. Suppose there are the same lead and 
body phrases that modify the same chunks in 
the lead and body sentences. If the lead phrase 
fails to modify the correct chunk because of an 
error, the body phrase loses the chance to be 
aligned to the lead phrase since they belong to 
different trigger chunks. As a result, the body 
phrase becomes a floating phrase and is in-
serted into the lead chunk, which duplicates 
the same phrase.  
To prevent this, we evaluate the degree of du-
plication with the phrase absorption ratio a 
and allow phrase insertion when the score is 
below a predefined threshold θ : we allow in-
sertion when 

∈ ),( bb pLpa < ,θ phrase, L : lead sentence, 
is satisfied. 

2) Discourse coherence check 
Blind phrase insertion may invite a break in 
cohesion in a lead sentence.  This frequently 
happens when the inserted phrase has words 
that require an antecedent. We then prepared a 
list of words that contain such context-
requiring words and forbid phrase insertions 
that contain words that are on the list.  This list 
contains the pronoun family such as この ko-

kono ‘this’ and special adjectives such as 違う 
chigau ‘different.’  

3) Insertion point decision 
The body phrase should be inserted at the 
proper position in the lead sentence to main-
tain the syntactic consistency. Because we 
dealt with single-phrase insertion here, we 
employed a simple heuristics.  
Since the Japanese dependency edge spans 
from left to right as we mentioned in section 1, 
we considered that the right phrase of the in-
serted phrase is important to keep the new de-
pendency from the inserted phrase to the trig-
ger chunk. Because we already know the 
phrase alignment status at this stage, we fol-
low the next steps to determine the insertion 
position in the lead of the insertion phrase. 
A) In the body sentence, find the nearest right 

substitution phrase pr of the insertion 
phrase. 

B) Find the pr’s aligned phrase in the lead pr
L. 

C) Insert the phrase to the left of the pr
L. 

D) If there is no pr, insert the phrase to the left 
to the trigger. 

• Step 5 (Table 2, case 2): substitution 

If pb ≠  ∅  and pl ≠ ∅  in Table 2, the substitu-
tion process starts. This process first checks if 
each aligned phrase pair contains the same chunk 
other than the present trigger. If there is such a 
chunk, the substitution phrase is reduced to the 
subtree from the present trigger to the identical 
chunk. The newly found identical chunks are in 
trigger table T, and the remaining part will be 
evaluated later in the main loop. Owing to the 
phrase partitioning, we can avoid phrase substi-
tutions which are in an inclusive relation.  
The substitution candidate goes through three 
checks: information increase, redundancy, and 
discourse cohesion. As the latter two are almost 
the same as those in the insertion, we explain 
here the information increase. This involves 
checking whether the number of chunks in the 
body phrase is greater than that in the aligned 
lead phrase. This is based on the simple assump-
tion that elaboration requires more words. 

5 Revision experiments 

5.1 Data and evaluation steps 

• Purpose 

We conducted a lead revision experiment with 
three purposes. The first one was to empirically 
evaluate the validity of our simplified assump-
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tions: trigger identification and concreteness in-
crease evaluation. For trigger identification, we 
basically viewed the identical chunks as triggers 
and added some amendments for light verbs 
(nouns) and verb inflections. For the check of an 
increase in concreteness, we assumed that 
phrases with more chunks were more concrete. 
However, these simplifications should be veri-
fied in experiments. 
The second purpose was to check the validity of 
using the revision phrases only in body sentences 
and not in the supplemental sentences. 
The last one was to determine how ineffective 
the result is if the syntactic parsing fails. With 
these purposes in mind, we designed our experi-
ment as follows.  

• Data  

A total of 257 articles from news programs 
broadcast on 20 Jan., 20 Apr., and 20 July in 
2004 were tagged with lead, body, and supple-
ment tags by a native Japanese evaluator. The 
articles were morphologically analyzed by Me-
cab (Kudo et al., 2003) and syntactically parsed 
by Cabocha (Kudo and Matsumoto, 2002). 

• Evaluator and evaluation detail 

We prepared an evaluation interface that presents 
a lead with one revision point (insertion or sub-
stitution) that was obtained using the body and 
supplemental sentences to an evaluator. 
A Japanese native speaker evaluated the results 
one by one with the above interface. We planned 
a linguistic evaluation like DUC2005 (Hoa Trang, 
2005). Since their five-type evaluation is in-
tended for multi-document summarization, 
whereas our task is single-document summariza-
tion, and we are interested in evaluating our 
questions mentioned above, we carried out the 
evaluation as follows. In future, we plan to in-
crease the number of evaluation items and the 
number of evaluators.  

Concreteness Score 
Decreased 0 
Unchanged 1 
Increased 2 

Table 3. Evaluation of increased concreteness 

Completeness Required operations Score
Poor More than 2 0

Acceptable One 1
Perfect None 2

Table 4. Sentential completeness 

 

E1) The evaluator judged if the revision was ob-
tained from the lead and body sentences with 
or without parsing errors. Here, errors that did 
not affect the revision were not considered.  

E2) Second, she checked whether the revision 
was semantically correct or revised informa-
tion matching the fact described in the lead 
sentence. Here, she did not care about the 
grammaticality or the improvements in con-
creteness of the revision; if the revision was 
problematic but manually correctable, it was 
judged as OK. This step evaluated the correct-
ness of the trigger selection; wrong triggers, 
i.e., those referring to different facts produce 
semantically inconsistent revisions as they mix 
up different facts. 

The following evaluation was done for those 
judged correct in evaluation step E2, as we found 
that revisions that were semantically inconsistent 
with the lead’s facts were often too difficult to 
evaluate further.  

E3) Third, she evaluated the change in concrete-
ness after revision with the revisions that 
passed evaluation E2. She judged whether or 
not the revision increased the concreteness of 
the lead in three categories (Table 3). 
Notice that original lead sentences are sup-
posed to have an average score of 1. 

E4) Last, she checked the sentential complete-
ness of the revision result that passed evalua-
tion E2. They still contained problems such as 
grammatical errors and improper insertion po-
sition. Rather than evaluating these items sepa-
rately, we measured them together for senten-
tial completeness. At this time, we measured in 
terms of the number of operations (insertion, 
deletion, substitution) needed to make the sen-
tence complete5.  

As shown in Table 4, revisions requiring more 
than two operations are categorized as “poor,” 
those requiring one operation are “acceptable,” 
and those requiring no operations are “perfect.” 
We employed this measure because we found 
that grading detailed items such as grammatical-
ity and insertion positions at fine levels was 
rather difficult. We also found that native Japa-
nese speakers can correct errors easily. Notice 
the lead sentences are perfect and are supposed 

                                                 
5 This was not an automatic process and may not be perfect. 
The evaluator simulated the correction in mind and judged 
whether it was done with one action. 
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to have an average score of 2 in sentential com-
pleteness. Since the revision does not improve 
the completeness further but elicits defects such 
as grammatical errors, it usually produces a score 
below 2. Some examples of the results with their 
scores are shown below. The underlined parts are 
the inserted body chunk phrases, and the paren-
thesized parts are the deleted lead chunks. 

1) Concreteness 2, Completeness 2 
民間団体の「コリア・ソサエティ」な

どが主催する「朝鮮半島平和フォーラ

ム」に（催しに）出席する… 
minkan-dantai-no ‘private 
organization’, korea-
society-nado-ga ‘Korea Soci-
ety and others’, shusai-suru  
‘sponsored’, chousen-hantou-
heiwa-forumu-ni  ‘Peace Fo-
rum in Korean Peninsula’, 
(moyooshi-ni ‘event’), 
shusseki-suru ‘attend’ 

2) Concreteness 1, Completeness 2 
部品に亀裂が入っているのが（）見つ

かった… 
buhin-ni ‘to the parts’ ki-
retsu-ga ‘cracks’, haitte-
iru-no-ga ‘being there’ (), 
mitsuka-tta ‘found’ 

3) Concreteness 2, Completeness 0 
ヘリコプターから地上二十メートルの

高さから（）落下し死亡しました。 
Herikoputa-kara ‘from a hel-
icopter’, chijou-niju-
metoru-no-takasa-kara ‘from 
20 meters high’ (), rakka-
shi ‘fell and’, shibou-
shima-shita ‘killed’ 

Example 1 is the perfect substitution and had 
scores of 2 for both concreteness increase and 
completeness. Actually, the originally vaguely 
mentioned term ‘event’ was replaced by a more 
concrete phrase with proper names, ‘Korean Pen-
insula Peace Forum sponsored by Korea Society 
and others.’ Notice that this can be achieved by 
NP coreference based methods if they can iden-
tify that these two different phrases are corefer-
ential. Our method does this through the depend-
ency on the same trigger 出席する shusseki-suru 
‘attend.’ 
Example 2 is a perfect sentence, but its concrete-
ness stayed at the same level. As a result, the 
scores were 1 for concreteness increase and 2 for 
completeness. 

 Incorrect Correct Cor. Ratio 
Succ. 70 353 0.83Parse Fail. 31 149 0.83
Body 50 464 0.90Sent. Supp. 51 38 0.43

Table 5. Results of semantic correctness 

Score 0 1 2 Ave.
Succ. 0 55 298 1.84Parse Fail. 1 19 129 1.86
Body 1 61 402 1.86Sent. Supp. 0 13 25 1.66

Table 6. Results of concreteness increase 

Score 0 1 2 Ave.
Succ. 78 60 215 1.39Parse Fail. 66 55 28 0.74
Body 120 110 234 1.25Sent. Supp. 24 5 9 0.61

Table 7. Results of sentential completeness 

Actually, the original sentence that meant “They 
found a crack in the parts” was revised to “They 
found there was a crack in the parts,” which did 
not add useful information. Example 3 has a 
grammatical problem although the revision sup-
plied useful information.As a result, it had scores 
of 2 for concreteness increase and 0 for com-
pleteness. The added kara-case phrase (from 
phrase) 地上二十メートルの高さから chijou-
niju-metoru-no-takasa-kara ‘from 20 meters 
high’ is useful, but since the original sentence 
already has the kara-case ヘリコプターから 
herikoputa-kara ‘from helicopter,’ the insertion 
invited a double kara-case, which is forbidden in 
Japanese. To correct the error, we need at least 
two operations, and thus, a completeness score of 
0 was assigned. 

5.2 Results of experiments 

Table 5 presents the results of evaluation E2, the 
semantic correctness with the parsing status of 
evaluation E1 and the source sentence category 
from which the phrases for revision were ob-
tained. Columns 2 and 3 list the number of revi-
sions (insertions and substitutions) that were cor-
rect and incorrect and column 4 shows the cor-
rectness ratio. We obtained a total of 603 revi-
sions and found that 30% (180/603) of them 
were derived with syntactic errors. 
The semantic correctness ratio was unchanged 
regardless of the parsing success. On the contrary, 
it was affected by the source sentence type. The 
correctness ratio with the supplemental sentence 
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was significantly6 lower than that with the body 
sentence. Table 6 lists the results of the con-
creteness improvements with the parsing status 
and the source sentence type. Columns 2, 3 and 4 
list the number of revisions that fell in the scores 
(0-2) listed in the first row. The average score in 
this table again was not affected by the parsing 
failure but was significantly affected by the 
source sentence category. The result with the 
supplement sentences was significantly worse 
than that with body sentences. 
Table 7 lists the results of the sentential com-
pleteness in the same fashion as Table 6. The 
sentential completeness was significantly wors-
ened by both the parsing failure and source sen-
tence category.  
These results indicate that the answers to the 
questions posed at the beginning of this section 
are as follows. From the semantic correctness 
evaluation, we infer that our trigger selection 
strategy worked well especially when the source 
sentence category was limited to the body.  
From the concreteness-increase evaluation, the 
assumption that we made also worked reasonably 
well when the source sentence category was lim-
ited to the body.  
The effect of parsing was much more limited 
than we had anticipated in that it did not degrade 
either the semantic correctness or the concrete-
ness improvements. Parsing failure, however, 
degraded the sentential completeness of the re-
vised sentences. This seems quite reasonable: 
parsing errors elicit problems such as wrong 
phrase attachment and wrong maximum phrase 
identification. The revisions with these errors 
invite incomplete sentences that need corrections.  
It is worth noting that cases sometimes occurred 
where a parsing error did not cause any problem 
in the revision. We found that the phrases gov-
erned by a trigger pair in many cases were quite 
similar, and therefore, the parser makes the same 
error. In that case, the errors are often offset and 
cause no problems superficially. 
We consider that the sentential completeness 
needs further improvements to make an auto-
matic summarization system, although the se-
mantic correctness and concreteness increase are 
at an almost satisfactory level. Our dependency-
based revision is expected to be potentially use-
ful to develop a summarization system. 

                                                 
6 In this section, the “significance” was tested with the 
Mann-Whitney U test with Fisher’s exact probability. We 
set the significance level at 5%.  

6 Future work  

Several problems remain to be solved, which will 
be addressed in future work. Obviously, we need 
to improve the parsing accuracy that degraded 
the sentential completeness in our experiments. 
Although we did not quantitatively evaluate the 
errors in phrase insertion position and redun-
dancy, we could see these happening in the re-
vised sentences because of the inaccurate parsing. 
Apart from this, we need to further refine the 
following problems.  
Regarding the trigger selection, one particular 
problem we faced was the mixture of statements 
of different politicians in a news article. The 
statements were often included as direct quota-
tions that end with the chunk 述べました nobe-
mashi-ta ‘said.’ Our system takes the chunk as 
the trigger and does not care whose statements 
they are; thus, it ended up mixing them up. A 
similar problem happened when we had two dif-
ferent female victims of an incident in an article. 
Since our system has no means to distinguish 
them, the modifier phrases about these women 
were mixed up. 
We think that we can improve our method by 
applying more general language generation tech-
niques. An example is the kara-case collision that 
we explained in example 3 in section 5.1. The 
essence of the problem is that the added content 
is useful, but there is a grammatical problem. In 
other words, “what to say” is ok but “how to 
say” needs refinement. This particular problem 
can be solved by doing the case-collision check, 
and by synthesizing the colliding phrases into 
one. These can be better treated in the generation 
framework.  

7 Conclusion 

We proposed a lead sentence revision method 
based on the operations of phrases that have the 
same head in the lead and other sentences.  This 
method is a type of sentence fusion and is more 
general than methods that use noun phrase 
coreferencing in that it can add phrases of any 
syntactic type. We described the algorithm and 
the rules extensively, conducted a lead revision 
experiment, and showed that the algorithm was 
able to find semantically appropriate revisions. 
We also showed that parsing errors mainly de-
grade the sentential completeness such as gram-
maticality and repetition. 
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Abstract 

In this paper, we propose an event-based ap-
proach for Chinese sentence compression 
without using any training corpus. We en-
hance the linguistically-motivated heuristics 
by exploiting event word significance and 
event information density. This is shown to 
improve the preservation of important infor-
mation and the tolerance of POS and parsing 
errors, which are more common in Chinese 
than English. The heuristics are only required 
to determine possibly removable constituents 
instead of selecting specific constituents for 
removal, and thus are easier to develop and 
port to other languages and domains. The ex-
perimental results show that around 72% of 
our automatic compressions are grammatically 
and semantically correct, preserving around 
69% of the most important information on av-
erage.  

1 Introduction 

The goal of sentence compression is to shorten 
sentences while preserving their grammaticality 
and important information. It has recently at-
tracted much attention because of its wide range 
of applications, especially in summarization 
(Jing, 2000) and headline generation (which can 
be viewed as summarization with very short 
length requirement). Sentence compression can 
improve extractive summarization in coherence 
and amount of information expressed within a 
fixed length. 

An ideal sentence compression will include 
complex paraphrasing operations, such as word 

deletion, substitution, insertion, and reordering. 
In this paper, we focus on the simpler instantia-
tion of sentence simplification, namely word de-
letion, which has been proved a success in the 
literature (Knight and Marcu, 2002; Dorr et al, 
2003; Clarke and Lapata, 2006).  

In this paper, we present our technique for 
Chinese sentence compression without the need 
for a sentence/compression parallel corpus. We 
combine linguistically-motivated heuristics and 
word significance scoring together to trim the 
parse tree, and rank candidate compressions ac-
cording to event information density. In contrast 
to probabilistic methods, the heuristics are more 
likely to produce grammatical and fluent com-
pressed sentences. We reduce the difficulty and 
linguistic skills required for composing heuristics 
by only requiring these heuristics to identify pos-
sibly removable constituents instead of selecting 
specific constituents for removal. The word sig-
nificance helps to preserve informative constitu-
ents and overcome some POS and parsing errors. 
In particular, we seek to assess the event infor-
mation during the compression process, accord-
ing to the previous successes in event-based 
summarization (Li et al, 2006) and a new event-
oriented 5W summarization task (Parton et al, 
2009). 

The next section presents previous approaches 
to sentence compression. In section 3, we de-
scribe our system with three modules, viz. lin-
guistically-motivated heuristics, word signific-
ance scoring and candidate compression selec-
tion. We also develop a heuristics-only approach 
for comparison. In section 4, we evaluate the 
compressions in terms of grammaticality, infor-
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mativeness and compression rate. Finally, Sec-
tion 5 concludes this paper and discusses direc-
tions of future work. 

2 Previous Work 

Most previous studies relied on a parallel cor-
pus to learn the correspondences between origi-
nal and compressed sentences. Typically sen-
tences are represented by features derived from 
parsing results, and used to learn the transforma-
tion rules or estimate the parameters in the score 
function of a possible compression. A variety of 
models have been developed, including but not 
limited to the noisy-channel model (Knight and 
Marcu, 2002; Galley and McKeown, 2007), the 
decision-tree model (Knight and Marcu, 2002), 
support vector machines (Nguyen et al, 2004) 
and large-margin learning (McDonald, 2006; 
Cohn and Lapata 2007).  

Approaches which do not employ parallel cor-
pora are less popular, even though the parallel 
sentence/compression corpora are not as easy to 
obtain as multilingual corpora for machine trans-
lation. Only a few studies have been done requir-
ing no or minimal training corpora (Dorr et al, 
2003; Hori and Furui, 2004; Turner and Char-
niak, 2005). The scarcity of parallel corpora also 
constrains the development in languages other 
than English. To the best of our knowledge, no 
study has been done on Chinese sentence com-
pression.  

An algorithm making limited use of training 
corpora was proposed originally by Hori and Fu-
rui (2004) for spoken text in Japanese, and later 
modified by Clarke and Lapata (2006) for Eng-
lish text. Their model searches for the compres-
sion with highest score according to the signific-
ance of each word, the existence of Subject-
Verb-Object structures and the language model 
probability of the resulting word combination. 
The weight factors to balance the three mea-
surements are experimentally optimized by a 
parallel corpus or estimated by experience.  

Turner and Charniak (2005) present semi-
supervised and unsupervised variants of the noi-
sy channel model. They approximate the rules of 
compression from a non-parallel corpus (e.g. the 
Penn Treebank) based on probabilistic context 
free grammar derivation. 

Our approach is most similar to the Hedge 
Trimmer for English headline generation (Dorr et 
al, 2003), in which linguistically-motivated heu-
ristics are used to trim the parse tree. This me-
thod removes low content components in a preset 

order until the desired length requirement is 
reached. It reduces the risk of deleting subordi-
nate clauses and prepositional phrases by delay-
ing these operations until no other rules can be 
applied. This fixed order of applying rules limits 
the flexibility and capability for preserving in-
formative constituents during deletions. It is like-
ly to fail by producing a grammatical but seman-
tically useless compressed sentence. Another 
major drawback is that it requires considerable 
linguistic skill to produce proper rules in a proper 
order.   

3 Algorithms for Sentence Compression 

Our system takes the output of a Chinese Tree-
bank-style syntactic parser (Huang and Harper, 
2009) as input and performs tree trimming opera-
tions to obtain compression. We propose and 
compare two approaches. One uses only linguis-
tically-motivated heuristics to delete words and 
gets the compression result directly. The other 
one uses heuristics to determine which nodes in 
the parse tree are potentially removable. Then all 
removable nodes are deleted one by one accord-
ing to their significance weights to generate a 
series of candidate compressions. Finally, the 
best compression is selected based on sentence 
length and informativeness criteria.  

3.1 Linguistically-motivated Heuristics 
This module aims to identify the nodes in the 
parse tree which may be removed without severe 
loss in grammaticality and information. Based on 
an analysis of the Penn Treebank corpus and 
human-produced compression, we decided that 
the following parse constituents are potential low 
content units.  

 
Set 0 – basic: 
 Parenthetical elements  
 Adverbs except negative, some temporal 

and degree adverbs 
 Adjectives except when the modified noun 

consists of only one character 
 DNPs (which are formed by various 

phrasal categories plus “的” and appear as 
modifiers of NP in Chinese) 

 DVPs (which are formed by various 
phrasal categories plus “地” in Chinese, 
and appear as modifiers of VP in Chinese) 

 All nodes in noun coordination phrases 
except the first noun 
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Set 1 – fixed: 
 All children of NP nodes except temporal 

nouns and proper nouns and the last noun 
word 

 All simple clauses (IP) except the first one, 
if the sentence consists of more than one 
IP 

 Prepositional phrases except those that 
may contain location or date information, 
according to a hand-made list of preposi-
tions  
 

Set 2 – flexible: 
 All nodes in verb coordination phrases ex-

cept the first one. 
 Relative clauses 
 Appositive clauses 
 All prepositional phrases 
 All children of NP nodes except the last 

noun word 
 All simple clauses, if the sentence consists 

of more than one IP (at least one clause is 
required to be preserved in later trimming) 
 

Set 0 lists all the fundamental constituents that 
may be removed and is used in both approaches. 
Set 1 and Set 2 are designed to handle more 
complex constituents for the two approaches re-
spectively.  

The heuristics-only approach exploits Set 0 
and Set 1. It can be viewed as the Chinese ver-
sion of Hedge Trimmer (Dorr et al, 2003), but 
differs in the following ways: 

1) Chinese has different language construc-
tions and grammar from English. 

2) We eliminate the strict compression 
length constraint in order to yield more 
natural compressions with varying length. 

3) We do not remove time expressions on 
purpose to benefit further applications, 
such as event extraction.  

 
The heuristics-only approach deletes low con-

tent units mechanically while preserving syntac-
tic correctness, as long as parsing is accurate. 
Our preliminary experiments showed that the 
heuristics in Set 0 and Set 1 can generate a com-
paratively satisfying compression, but is sensi-
tive to part-of-speech and parsing errors, e.g. the 
proper noun “现代 (Hyundai)” as motor compa-
ny is tagged as an adjective (shown in Figure 1) 
and thus removed since its literal meaning is “现
代(modern)”. Moreover, the rules in Set 1 reduce 
the sentence length in a gross manner, risking 

serious information or grammaticality loss. For 
example, the first clause may not be a complete 
grammatical sentence, and is not always the most 
important clause in the sentence though that is 
usually the case. We also want to point out that 
the heuristics tend to reduce the sentence length 
and preserve the grammar by removing most of 
the modifiers, even though modifiers may con-
tain a lot of important information. 

To address the above problems of heuristics, 
we exploit word significance to measure the im-
portance of each constituent. Set 2 was created to 
work with Set 0 to identify removable low con-
tent units. The heuristics in this approach are 
used only to detect all possible candidates for 
deletion and thus are more general and easier to 
create than Set 1. For instance, we do not need to 
carefully determine which kinds of prepositional 
phrases are safe or dangerous to delete but in-
stead mark all of them as potentially removable.  

The actual word deletion is performed later by 
a compression generation and selection module, 
taking word significance and compression rate 
into consideration. The heuristics in Set 2 are 
able to cover more risky constituents than Set 1, 
e.g. clauses and parallel structures, since the risk 
will be controlled by the later processes. 

 
 ( (IP  
        (NP  
              (*NP (NR 韩国))                                South Korean  
              (#*ADJP (JJ 现代))                            Hyundai 
              (NP     
                       (#*NN 汽车)                              motor 
                       (NN 公司)))                               company 
        (VP (VC 是)                                             is 
              (NP (#*DNP (NP (NR 沃尔沃))        Volvo 
                                    (DEG 的))                     ’s 
                     (#*ADJP (JJ 潜在))                     potential 
                     (NP (NN 买家))))                        buyer 
        (PU .))) 

 
Figure 1. Parse tree trimming by heuristics 

(#: nodes trimmed out by Set0 & Set1;  
*: nodes labeled as removable by Set0 & Set2.) 

 
Figure 1 shows an example of applying heuris-

tics to the parse tree of the sentence “韩国现代

汽车公司是沃尔沃的潜在买家” (The South 
Korean Hyundai Motor Company is a potential 
buyer of Volvo.). The heuristics-only approach 
produces “韩国公司是买家” (The South Korean 
company is a buyer.), which is grammatical but 
semantically meaningless. We will see how word 
significance and information density scoring 
produce a better compression in section 3.3. 
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3.2 Event-based Word Significance 
Based on our observations, a human-compressed 
sentence primarily describes an event or a set of 
relevant events and contains a large proportion of 
named entities, especially in the news article 
domain. Similar to event-based summarization 
(Li et al, 2006), we consider only the event 
terms, namely verbs and nouns, with a prefe-
rence for proper nouns. 

The word significance score Ij(wi) indicates 
how important a word wi is to a document j. It is 
a tf-idf weighting scheme with additional weight 
for proper nouns:  
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where 
wi : a word in the sentence of document j 
tfij :  term frequency of wi in document j 
idfi : inverse document frequency of wi  
ω : additional weight for proper noun. 
 
The nodes in the parse tree are then weighted 

by the word significance for leaves or the sum of 
the children’s weights for internal nodes. The 
weighting depends on the word itself regardless 
of its part-of-speech tags in order to overcome 
some part-of-speech errors. 

3.3 Compression Generation and Selection 
In this module, we first apply a greedy algorithm 
to trim the weighted parse tree to obtain a series 
of candidate compressions. Recall that the heu-
ristics Set 0 and 2 have provided the removabili-
ty judgment for each node in the tree. The parse 
tree trimming algorithm is as follows:  

1) remove one node with the lowest weight 
and get a candidate compressed sentence 

2) update  the weights of all ancestors of 
the removed node  

3) repeat until no node is removable  
 

The selection among candidate compressions is a 
tradeoff between sentence length and amount of 
information. Inspired by headlines in news ar-
ticles, most of which contain a large proportion 
of named entities, we create an information den-
sity measurement D(sk) for sentence sk to select 
the best compression: 
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where 
P : the set of words whose significance scores 

are larger  than ω in (1) 
I(wi) : the significance score of word wi 
L(sk) : the length of sentence in characters  
 
Table 1 shows the effectiveness of information 

density to select a proper compression with a 
balance between length and meaningfulness. Ta-
ble 1 lists all candidate compressions in sequence 
generated from the parse tree in Figure 1. The 
words in bold are considered in information den-
sity. The underlined compression is picked as 
final output as “韩国现代公司是沃尔沃的买

家” (The South Korean Hyundai company is a 
buyer of Volvo.), which makes more sense than 
the one produced by heuristics-only approach as 
“韩国公司是买家” (The South Korean company 
is a buyer.). In our approach, “现代(Hyundai)” 
tagged as adjective and “沃尔沃的(Volvo’s)” as 
a modifier to buyer are preserved successfully. 

 
D(s) Sentence  
0.254 韩国现代汽车公司是沃尔沃的潜在买家. 

The South Korean Hyundai Motor Company 
is a potential buyer of Volvo. 

0.288 韩国现代汽车公司是沃尔沃的买家. 
The South Korean Hyundai Motor Company is 
a buyer of Volvo. 

0.332 韩国现代公司是沃尔沃的买家. 
The South Korean Hyundai Company is a buy-
er of Volvo. 

0.282 韩国公司是沃尔沃的买家. 
The South Korean company is a buyer of Vol-
vo. 

0.209 公司是沃尔沃的买家. 
The company is a buyer of Volvo. 

0.0 公司是买家. 
The company is a buyer. 

 
Table 1. Compression generation and selection 

for the sentence in Figure 1 
 
The compression with highest information 

density is chosen as system output. To achieve a 
better compression rate and avoids overly con-
densed sentences (i.e. very short sentences with 
only a proper noun), we further constrain the 
compression to a limited but varying length 
range [min_length, max_length] according to the 
length of the original sentence: 
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where 
orig_length : the length of original sentence in 

characters 
α,β : fixed lengths in characters 
 
In contrast to a fixed limitation of length, this 

varying length simulates human behavior in 
creating compression and avoid the overcom-
pression caused by the density selection schema. 

4 Experiments 

4.1 Experiment Setup 
Our experiments were designed to evaluate the 

quality of automatic compression. The evaluation 
corpus is 79 documents from Chinese newswires, 
and the first sentence of each news article is 
compressed.  

The compression of the first sentences in the 
Chinese news articles is a comparatively chal-
lenging task. Unlike English, Chinese often con-
nects two or more self-complete sentences to-
gether without any indicating word or punctua-
tion; this is extremely frequent for the first sen-
tence of news text. The average length of the first 
sentences in the 79 documents is 61.5 characters, 
compared to 46.8 characters for the sentences in 
the body of these news articles.  

We compare the compressions generated by 
four different methods: 
 Human [H]: A native Chinese speaker is 

asked to generate a headline-like compres-
sion (must be a complete sentence, not a 
fragment, and need not preserve original 
SVO structure) based on the first sentence 
of each news article. Only word deletion 
operations are allowed. 

 Heuristics [R]: The heuristics-only ap-
proach mentioned in section 2.1.  

 Heuristics + Word Significance [W]: The 
approach combines heuristics and word 
significance. The parameter ω in (1) is set 
to be 1, which is an upper bound of word’s 
tf-idf value throughout the corpus. 

 Heuristics + Word Significance + Length 
Constraints [L]: Compression is con-
strained to a limited but varying length, as 
mentioned in section 2.3. The length pa-
rameters α and β in (3) are set roughly to 
be 10 and 20 characters based on our ex-
perience. 
 

4.2 Human Evaluation 
Sentence compression is commonly evaluated 

by human judgment. Following the literature 
(Knight and Marcu, 2002; Dorr et al, 2003; 
Clarke and Lapata, 2006; Cohn and Lapata 
2007), we asked three native Chinese speakers to 
rate the grammaticality of compressions using 
the 1 to 5 scale. We find that all three non-
linguist human judges tend to take semantic cor-
rectness into consideration when scoring gram-
maticality.  

We also asked these three judges to give a list 
of keywords from the original sentence before 
seeing compressions, which they would preserve 
if asked to create a headline based on the sen-
tence. Instead of a subjective score, the informa-
tiveness is evaluated by measuring the keyword 
coverage of the target compression on a percen-
tage scale. The three judges give different num-
bers of keywords varying from 3.33 to 6.51 on 
average over the 79 sentences. 

The compression rate is the ratio of the num-
ber of Chinese characters in a compressed sen-
tence to that in its original sentence. 

The experimental results in Table 2 show that 
our automatically generated compressions pre-
serve grammaticality, with an average score of 
about 4 out of 5, because of the use of linguisti-
cally-motivated heuristics.  
 

 Compres-
sion Rate 

Grammat-
icality 
(1 ~ 5) 

Informa-
tiveness 

(0~100%) 
Human 38.5% 4.962 90.7% 
Heuristics 54.1% 4.114 64.9% 
Heu+Sig 52.8% 3.854 68.8% 
Heu+Sig+L 34.3% 3.664 56.1% 

  
Table 2. Mean rating from human evaluation on 

first sentence compression 
 
Event-based word significance and informa-

tion density increase the amount of important 
information by 6% with similar sentence length, 
but decreases the average grammaticality score 
by 6.5%. This is because the method using word 
significance sacrifices grammaticality to reduce 
the linguistic complexity of the heuristics. None-
theless, this method does improve grammaticali-
ty for 16 of the 79 compressed sentences, typi-
cally for those with POS or parsing errors.  

The compression rates of the two basic auto-
matic approaches are around 53%, while it is 
38.5% for manual compression. This is partially 
because our heuristics only trim the parse tree 
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but do not transform the structure of it, while a 
human may change the grammatical structure, 
remove more linking words and even abbreviate 
some words. The length constraint boosts the 
compression rate of our combined approach by 
35% with a loss of 18.5% in informativeness and 
5% in grammaticality.  

 
Grammaticali-

ty 
(1 ~ 5) 

Number of 
Sentence 

Compres-
sion Rate 

Informa-
tiveness 

(0~100%) 
Heuristics > 4.5 45 64.1% 75.9% 
Heuristics >= 4 62 54.5% 70.6% 
Heu+Sig  > 4.5 35 59.8% 81.8% 
Heu+Sig  >= 4 57 56.7% 75.8% 

 
Table 3. Compressions with good grammar 
 
We further investigate the performance of our 

automatic system by considering only relatively 
grammatical compressions, as shown in Table 3. 
The compressions which receive an average 
score of more than 4.5 are comparatively reada-
ble.  The combined approach generates 35 such 
compressions among a total of 79 sentences, pre-
serving 81.8% important information on average, 
which is quite satisfying since human-generated 
compression only achieves 90.7%.  

The infomativeness score of human-generated 
compression also demonstrates the difficulty of 
this task. We compare our automatically generat-
ed event words list with the keywords picked by 
human judges. 61.8% of human-selected key-
words are included in the event words list, thus 
considered when calculating information signi-
ficance. This fact demonstrates some success but 
also potential room for improving keyword se-
lection. 

4.3 Some Examples 
We illustrate several representative samples of 

our system output in Table 4. In the first example, 
all three automatic compressions are acceptable, 
though different in preserving important infor-
mation. [W] and [L] concisely contain the WHO, 
WHAT, WHOM information of the event, while 
[R] further preserves the WHY and WHEN in-
formation.  

In the second example, the heuristics-only ap-
proach produced a decent compression by keep-
ing only the first self-complete sub-sentence. The 
weight of word “白宫(White House)” is some-
what overwhelming and resulted in dense com-
pressions in [W] and [L], which are too short to 
be good. Besides, [W] and [L] in this example 

show that not all the prepositional phrases, noun 
modifiers etc. can be removed in Chinese with-
out affecting grammaticality, though in most 
cases the removals are safe. This is one of the 
main reasons for grammar errors in the compres-
sion results except POS and parsing errors.  

The third example shows how the combined 
approach overcomes POS errors and how length 
constraints avoid overcompression. In [R], “纳达

尔(Nadal)” is deleted because it is mistakenly 
tagged as an adverb modifying the action “claim 
the victory and progress through”. Since Nadal is 
tagged as proper noun somewhere else in the 
document, its significance makes it survive the 
compression process. [L] produces a perfect 
compression with proper length, information and 
grammar, just as human-made compression. [W] 
selects a very condensed version of compression 
but loses some information.  

 
1.  
[O] 由于对海域疆界划分各执一词,为期三日的南北两韩高层

军事会谈在今天不欢而散. 
Because both sides were immovable on the drawing of maritime 
borders, a three-day high-level military meeting between North 
and South Korea broke up in discord today. 
[H]两韩高层军事会谈今天不欢而散. 
A high-level military meeting between two Koreas broke up in 
discord today. 
[R]由于各执一词,为期三日的两韩高层会谈在今天不欢而散. 
Because both sides were immovable, a three-day high-level 
meeting between two Koreas broke up in discord today. 
[L]两韩高层会谈不欢而散. 
A high-level meeting between two Koreas broke up in discord. 
[W]两韩高层会谈不欢而散. 
A high-level meeting between two Koreas broke up in discord. 
2.  
[O]白宫今天呼吁尽快派遣核检人员,以监督北韩关闭其核子

反应炉;白宫是在美国总统布希与南韩总统卢武铉电话交谈

过后,作出此一呼吁. 
The White House today called for nuclear inspectors to be sent 
as soon as possible to monitor North Korea’s closure of its nuc-
lear reactors. The White House made this call after US President 
Bush had telephone conversations with South Korean President 
Roh Moo-hyun. 
[H] 白宫今天呼吁派遣人员监督北韩关闭核反应炉. 
The White House today called for inspectors to be sent to moni-
tor North Korea’s closure of its nuclear reactors. 
[R]白宫今天呼吁派遣人员,以监督北韩关闭反应炉. 
 The White House today called for inspectors to be sent to moni-
tor North Korea’s closure of its reactors. 
[L]白宫今天呼吁派遣人员, 白宫是, 作出呼吁. 
The White House today called for inspectors to be sent. The 
White House is,  made this call. 
[W]白宫是,作出呼吁. 

The White House is, made this call. 
3.  
[O]第四种子乔科维奇退赛,让原以三比六,六比一,四比一领

先的第二种子纳达尔获胜过关. 
Fourth seed Djokovic withdrew from the game, and allowed 
second seed Nadal , who was leading 3-6 , 6-1 , 4-1 , to claim the 
victory and progress through. 
[H]乔科维奇退赛让纳达尔获胜过关. 
Djokovic withdrew from the game, and allowed Nadal to claim 
the victory and progress through. 
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[R]乔科维奇退赛,让以三比六,六比一,四比一领先的第二种

子获胜过关. 
Djokovic withdrew from the game, and allowed second seed, 
who was leading 3-6 , 6-1 , 4-1 , to claim the victory and 
progress through. 
 [L]乔科维奇退赛让种子纳达尔获胜过关. 
Djokovic withdrew from the game, and allowed seed Nadal to 
claim the victory and progress through. 
[W]乔科维奇退赛. 
Djokovic withdrew from the game. 
4.  
[O]中新网 7 月 31 日电陈水扁 30 日质疑岛内司法人员企图

介入台地区领导人选举. 
Chinanews.com , July 31 On the 30th Chen Shui-bian questioned 
that members of the judiciary on the island may have tried to get 
involved in elections for leaders in the Taiwan region.  
[H]陈水扁质疑司法人员介入台地区领导人选举. 
Chen Shui-bian questioned that members of the judiciary may 
get involved in elections for leaders in the Taiwan region. 
[R]中新网 7 月 31 日电陈水扁 30 日质疑岛内人员企图介入

台地区领导人选举. 
Chinanews.com , July 31 On the 30th Chen Shui-bian questioned 
that members on the island may have tried to get involved in 
elections for leaders in the Taiwan region.  
[L]陈水扁 30日质疑人员企图介入台地区领导人选举. 
On the 30th Chen Shui-bian questioned that members may have 
tried to get involved in elections for leaders in the Taiwan re-
gion. 
[W]陈水扁 30 日质疑人员企图介入台地区领导人选举. 
On the 30th Chen Shui-bian questioned that members may have 
tried to get involved in elections for leaders in the Taiwan re-
gion. 
5.  
[O]帕蒂尔是印度史上第一位女性总统候选人,如果她当选,

她将成为印度有史以来的首位女总统. 

Patil is India’s first woman presidential candidate, if she is 
elected, she will become India’s first woman president in history. 
[H] 帕蒂尔是印度史上第一位女性总统候选人. 
Patil is India’s first woman presidential candidate. 
[R]帕蒂尔是印度史上第一位候选人. 
Patil is the first candidate in the history of India. 
[L]帕蒂尔是候选人,她将成为印度有史以来的总统. 

Patil is the candidate, she will become president of Indian histo-
ry. 
[W]帕蒂尔是候选人. 
Patil is the candidate. 

 
Table 4. Compression examples including human 

and system results, with reference translation 
 (O: Original sentence) 

 
The fourth sample indicates an interesting lin-

guistic phenomenon. The head of the noun 
phrase “岛内司法人员(members of the judiciary 
on the island)”, “人员(members)” cannot stand 
alone making a fluent and valid sentence, though 
all the compressions are grammatically correct. 
Our human assessors also show a preference of 
[R] to [L, W] in grammaticality evaluation, tak-
ing semantic correctness into consideration as 
well. This is probably a reason that our combined 
approach performs worse than heuristic-only ap-
proach in grammaticality. The combined ap-
proach tends to remove risky constituents, but it 
is hard for word significance to control this risk 

properly in every case. This is another of the 
main reasons for bad compression.  

In the fifth sample, all the automatic compres-
sions are grammatically correct preserving well 
the heads of subject and object, but are semanti-
cally incorrect. This case should be hard to han-
dle by any compression approach. 

5 Conclusions and Future Work 

In this paper, we propose a novel approach to 
combine linguistically-motivated heuristics and 
word significance scoring for Chinese sentence 
compression. We take advantage of heuristics to 
preserve grammaticality and not rely on a paral-
lel corpus. We reduce the complexity involved in  
preparing complicated deterministic rules for 
constituent deletion, requiring people only to 
determine potentially removable constituents. 
Therefore, this approach can be easily extended 
to languages or domains for which parallel com-
pression corpora are scarce. The word signific-
ance scoring is used to control the word deletion 
process, pursuing a balance between sentence 
length and information loss. The exploitation of 
event information improves the mechanical rule-
based approach in preserving event-related 
words and overcomes some POS and parsing 
errors.  

The experimental results prove that this com-
bined approach is competitive with a finely-
tuned heuristics-only approach to grammaticality, 
and includes more important information in the 
compressions of the same length.  

In the future, we plan to apply the compres-
sion to Chinese summarization and headline gen-
eration tasks. A careful study on keyword selec-
tion and word weighting may further improve the 
performance of the current system. We also con-
sider incorporating language models to produce 
fluent and natural compression and reduce se-
mantically invalid cases.   

Another important future direction lies in 
creating a parallel compression corpus in Chi-
nese and exploiting statistical and machine learn-
ing techniques. We also expect that an abstrac-
tive approach involving paraphrasing operations 
besides word deletion will create more natural 
compression than an extractive approach.  
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Abstract 

Users of Natural Language Generation 

systems are required to have sophisti-

cated linguistic and sometimes even pro-

gramming knowledge, which has hin-

dered the adoption of this technology by 

individuals outside the computational 

linguistics research community. We have 

designed and implemented a visual envi-

ronment for creating and modifying NLG 

templates which requires no program-

ming ability and minimum linguistic 

knowledge. It allows specifying tem-

plates with any number of variables and 

dependencies between them. Internally, it 

uses SimpleNLG to provide the linguistic 

background knowledge. We tested the 

performance of our system in the context 

of an interactive simulation game. We 

describe the templates used for testing 

and show examples of sentences that our 

system generates from these templates. 

1 Introduction 

Natural Language Generation (NLG) is the proc-

ess of constructing outputs from non-linguistic 

inputs (Bateman, 2002) (Dalianis, 1996) (Reiter 

and Dale, 2000). 

NLG systems are useful in systems in which 

verbal or textual interaction with the users is re-

quired, as for example Gaming, Robotics, and 

Automatic Help Desks. Using NLG systems in-

stead of manually authored sentences would en-

able the software to adapt the expressed mes-

sages to the context of the conversation, and ex-

press past and future actions that may form this 

interaction. 

However, the use of the available NLG sys-

tems is far from simple. The most complete sys-

tems often require extensive linguistic knowl-

edge. Some systems also require programming 

knowledge. This knowledge cannot be assumed 

for the content and subject matter experts who 

are members of a development team. However, 

these individuals do need to interact with the 

NLG system in order to make use of the message 

generation capability to support their product 

development efforts. It is then necessary to pro-

vide them with an environment that will allow 

them to have access in a simpler way to the fea-

tures they need of a specific NLG system.  

There are two widely adopted approaches to 

NLG, the ‘deep-linguistic’ and the ‘template-

based’ (van Deemter et al., 2005). The deep-

linguistic approach attempts to build the sen-

tences up from a wholly logical representation. 

The template-based NLG systems provide scaf-

folding in the form of templates that contain a 

predefined structure and perhaps some of the 

final text.  

SimpleNLG is an NLG system that allows the 

user to specify a sentence by giving its content 

words and its grammatical roles (such as subject 

or verb). SimpleNLG also permits the user to 

specify several features for the main verb, such 

as: tense (present, past or future); whether or not 

it is subjective, progressive, passive or perfect; 

whether or not it is in interrogative form; wheth-

er or not it is negated; and which, if any, modal 

to use (i.e. could, must).While some of these fea-

tures affect only the verb, others affect the struc-

ture of the whole sentence, as for example when 

it has to be expressed in the passive voice.  

SimpleNLG is implemented as a java library 

and it requires java programming knowledge to 

be used. Because of the programming nature of 

SimpleNLG, it allows the user to define flexible 

templates by using programming variables in the 

sentence specification. The variable parts of the 

templates could be filled with different values. 

When templates are defined using SimpleNLG 

they keep all the functionality of the NLG system 

(for example, being able to modify the verb fea-
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tures or the output format, and making use of the 

grammatical knowledge), while also allowing for 

the variable values to change. 

We have designed an environment that pro-

vides simple access to the use of the SimpleNLG 

system in order to generate sentences with vari-

able parts or templates. We developed this NLG 

Template Authoring Environment guided by the 

need of templates required for generating content 

for digital-based training games at DISTIL Inter-

active1. An early prototype of the tool, with a 

text-only interface, is presented in (Caropreso et 

al., 2009). 

In training games the player is typically pre-

sented with challenging situations and is encour-

aged to practice different strategies at dealing 

with them, in a safe, virtual environment. 

Through tips and feedback, the player develops 

an understanding of the problem and what are the 

successful ways of confronting it (French et al., 

1999). 

In training games there is usually an explosion 

of possible scenarios and situations. The narra-

tive should ideally reflect the past events and 

decisions taken. The considerable amount of tex-

tual information required in order to keep the 

feedback consistent with the updated narrative 

can be a burden on the game designers. It is then 

necessary to include templates that statically 

provide the basic information, combined with 

variable parts that adapt the narrative to the cir-

cumstances. 

The goal of the NLG Template Authoring En-

vironment was to provide the game content de-

signers with an accessible tool they could use to 

create and manipulate the NLG templates, and 

thus generate sentences that would support the 

narrative progression of the game.  

In the rest of this paper we describe our NLG 

Template Authoring Environment, its design, 

implementation and capabilities. We describe the 

templates that we used to test the system and we 

explain the user’s knowledge required in order to 

create them. We finish the paper presenting our 

conclusions and future work. 

2 Template Authoring Environment 

The NLG Template Authoring Environment 

asks for a model sentence and allows the user to 

mark the sections that are variable. For each va-

riable indicated, the user has to specify its type 

(i.e., personal pronoun, possessive pronoun, Em-

                                                
1
 http://www.distilinteractive.com/ 

ployee_type) and which values of that type are 

allowed (i.e., all personal pronouns, or only 

“she” and “he”). Additionally, the user can also 

indicate dependencies between variable elements 

and information for the verb (i.e., tense, form, 

modals). The system then shows the user all the 

possible sentences that could be generated from 

the given template by calculating all the possible 

combinations of variable values that respect the 

specified dependencies and follow the verb se-

lections. The user can then refine the template by 

changing the given example or the specified va-

riables, dependencies or verb options, in order to 

adjust the generated sentences to the needs of the 

game.  

The NLG Template Authoring Environment 

has been implemented in Java. The SimpleNLG 

library was used to automatically generate cor-

rect sentences and provide the user with the pos-

sibility of exploring different attributes to the 

verb. It has a user-friendly intuitive graphical 

interface, part of which is shown in Figure 1. 

 

Figure 1: Graphical Interface 

 
 

After entering an example sentence and click-

ing on Analyze, the user indicates that a section 

is variable by giving a type or semantic class to 

the word in that section. The values of a semantic 

class are stored in a text file, which allows the 

user to create new semantic classes as needed. 

These files contain all the possible values and 

their respective syntactic information (person, 

number and gender) which will be used for 

agreement with the verb and for dependency be-

tween variables purposes. Restrictions to the val-

ues that a variable can take are also indicated 
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through the graphical interface. Dependencies 

can be indicated only between already declared 

variables. The main verb and all its options are 

indicated in the section at the bottom of the 

graphical interface. 

In the template shown in Figure 1, the exam-

ple sentence is “I walk my dog”, “I” is a variable 

of type personal pronoun, “walk” is the main 

verb, “my” is a variable of type possessive pro-

noun, “dog” is a variable of type animal and 

there is a dependency between “I” and “my” 

(which will allow to make their values agree in 

person, number and gender when generating all 

possible combinations). 

In Figure 1 we also see that the user has se-

lected the values “present and past” for the verb 

tense and “normal” and “imperative” for the verb 

form. Therefore, four sentences will be generated 

for each combination of the variables’ values 

(one sentence for each combination of the tense 

and form selections). All these sentences will 

have the verb negated and will use the perfect 

tenses (as indicated by the extra verb options). 

3 Testing the NLG Template Authoring 

Environment 

In order to verify the correct functioning of the 

NLG Template Authoring Environment, we se-

lected a set of sentence templates from the game 

“Business in Balance: Implementing an Envi-

ronmental Management System” from DISTIL 

Interactive. The templates were selected manu-

ally, while keeping in mind the need to cover 

different aspects, as for example the number and 

type of the variables and dependencies. The test-

ing of these examples covers for many more 

templates of the same type. The five selected 

sentence templates that form our testing set are 

displayed in Table 1 and are identified in the rest 

of this section by their reference number or order 

in the table.  

Table 1. Testing examples 

Ref.  

number 

Template 

1 The ACTORS (ME/US) could help 

DEPARTMENTS. 

2 The ACTORS IS/ARE now avail-

able to help. 

3 I/WE struggled because of 

MY/OUR lack of knowledge. 

4 I/WE AM/ARE pleased to report 

that I/WE completed the task 

TASKS. 

5 I/WE WAS/WERE not the great-

est choice for keeping things 

moving along quickly. 

 

In these template examples, we show in capi-

tals the variable parts of the templates. ACTORS, 

DEPARTMENTS and TASKS refer to one of several 

possible nouns previously defined for each of the 

classes with those names. The terms in capitals 

separated by a “/” already display all the ac-

cepted values for that variable (for example 

I/WE represent a variable of type personal pro-

noun which could take only the selected values 

“I” or “we” and the rest are filtered out). 

The first template example has two variables 

of predefined closed class nouns, ACTORS and 

DEPARTMENTS. The latter is independent, while 

the former has a dependency with a variable of 

type personal pronoun (in objective case form) 

that could only take the values “me” or “us”. 

This template is used in the game when the ac-

tor/character available to help is the same ac-

tor/character that is providing the information. 

This template can be successfully generated with 

our system by declaring the variables, restricting 

the values of the pronoun variable, and establish-

ing the dependency. When filtering non-valid 

sentences, the system will eliminate those cases 

where the value’s number of the variable ACTOR 

and the personal pronoun do not agree (i.e., it 

will only allow sentences that use “me” if the 

actor is singular, and sentences that use “us”, if 

the actor is plural). When creating this template, 

the user will have to be aware that the main verb 

is “to help” and indicate “could” as a modal to be 

used. This is important as otherwise SimpleNLG 

will modify the main verb in order to agree with 

the number of the subject. It is also necessary in 

case some of the options to change the main verb 

are specified. 

Two examples of the generated sentences us-

ing the first template are shown below. 
• The HR Training Manager (me) could 

help the Design Department. 

• The Implementation Team (us) could 

help the Deputy Management Represen-

tative. 

The second template is one that found a prob-

lem with our system and provided us with a rea-

son and an opportunity to improve it. This exam-

ple template also uses a variable of the closed 

class noun ACTOR together with the verb “to be” 

in the present tense, agreeing in number with the 

actor. It might seem trivial to indicate this de-

pendency between the actor variable and the 

verb. But in our system the verbs are not treated 

as a regular variable (even when their values can 

be variable), but they are left for SimpleNLG to 

find the correct verb form. We needed then to 

61



inform SimpleNLG the number to which the 

verb should agree (by default it would assume 

singular). In this case we needed to inform Sim-

pleNLG that the number to agree with would be 

the number of the variable ACTOR. We also have 

to consider the case when the subject number 

does not depend on a variable and is plural, as 

for example in a template where the subject is 

“The members of DEPARTMENT”. To accom-

modate for these cases, we improved our system 

by asking the user to indicate in a pull down 

menu whether the template’s verb should agree 

with a variable value or it should be always used 

in plural or in singular. (This option is displayed 

in the bottom right corner of the interface and not 

shown in the partial screen shot on Figure 1.) 

The third template presents a dependency be-

tween a variable of type personal pronoun in the 

subjective case form, and a variable of type pos-

sessive pronoun in the complement. Both vari-

ables accept only a pair of their possible values, 

and the dependency between them establishes 

that they have to agree in person, number and 

gender. That is not a problem for our system. 

With respect to the verb, the user has to indicate 

the past tense as the only option.  

In the fourth and fifth template, there is a per-

sonal pronoun variable taking the place of the 

subject, which should agree in person and num-

ber with the verb. This is, as mentioned before, 

left to SimpleNLG to solve. As the subject in 

these cases consists of only a personal pronoun 

and SimpleNLG can detect this fact, no extra 

information is required. In the fourth template, 

there is also a dependency between the personal 

pronoun variable in the subject role and the per-

sonal pronoun variable in the complement. Once 

again the person and number of these two vari-

ables have to agree, and the sentences not satis-

fying this restriction are filtered out by our sys-

tem. Finally, for the fifth template the user is 

forced to specify that the verb “to be” has to be 

used in its past tense. 

4 Conclusions and Future Work 

We have identified the need for an NLG Tem-

plate Authoring Environment that allows game 

content designers without linguistic and pro-

gramming background to experiment with and 

finally create language templates.  

We have designed and implemented a system 

that allows the user to specify an example sen-

tence together with variables, its dependencies, 

and verb options that complete the template. This 

system shows the user all the possible sentences 

that could be generated with the specified tem-

plate. It can be used to refine the template until it 

satisfies the user’s needs.  

The system makes use of the SimpleNLG java 

library which provides us with correct sentences 

and the possibility of including many verb varia-

tions, such as tense, form and modals. 

We have evaluated our NLG Template Au-

thoring Environment in a set of sentence tem-

plates from a digital-based interactive simulation 

game that covered different characteristics.  

We have implemented a user-friendly intuitive 

graphical interface for the system. The conven-

ience of use of this interface will be evaluated in 

the context of the development of a new game. 
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Abstract
We present an automatic multi-document
summarization system for Dutch based on
the MEAD system. We focus on redun-
dancy detection, an essential ingredient of
multi-document summarization. We in-
troduce a semantic overlap detection tool,
which goes beyond simple string match-
ing. Our results so far do not confirm
our expectation that this tool would out-
perform the other tested methods.

1 Introduction

One of the main issues in automatic multi-
document summarization is avoiding redundancy.
As the source documents are all related to the
same topic, at least some of their content is likely
to overlap. In fact, this is in part what makes
multi-document summarization feasible. For ex-
ample, news articles that report on a particular
event, or that are based on the same source, often
contain similar information expressed in differ-
ent ways. A multi-document summarizer should
include this overlapping information not more
than once. The backbone of most current ap-
proaches to automatic summarization is a vector
space model in which a sentence is regarded as
a bag of words and a weighted cosine similarity
measure is used to quantify the amount of shared
information between a pair of sentences. Cosine
similarity (in this context) essentially amounts to
calculating word overlap, albeit with weighting of
the terms and normalization for differences in sen-
tence length. It is clear that this approach to detect-
ing redundancy is far from satisfactory, because it
only covers redundancy in its most trivial form,
i.e., identical words. In contrast, the redundancy
that we ultimately want to avoid in summarization
is that at the semantic level. As an extreme case
in point, two sentences with no words in common
can still carry virtually the same meaning.

The remainder of this paper is structured in
the following way. In Section 2 we introduce a
tool for detecting semantic overlap. In section 3
we present a Dutch multi-document summariza-
tion system, based on the MEAD summarization
toolkit (Radev et al., 2004). Next, in section 4 we
describe the experimental setup and the data set
that we used. Section 5 reports on the results, and
we conclude in section 6.

2 Detecting semantic overlap

In this section, we detail the semantic overlap de-
tection tool and the resources we build on.

Parallel/comparable text corpus The basis for
our semantic overlap detection tool is a mono-
lingual parallel/comparable tree-bank of 1 million
words of Dutch text (Marsi and Krahmer, 2007).
Half of the text material has so far been manually
aligned at the sentence level. Subsequently, the
sentences have been parsed and the resulting parse
trees have been aligned at the level of syntactic
nodes. Moreover, aligned nodes have been labeled
according to a set of semantic similarity labels that
express the type of similarity relation between the
nodes. The following five labels are used: gen-
eralize, specify, intersect, restate, and equal. The
corpus serves as the basis for developing tools for
automatic alignment and relation labeling.

Word aligner The word alignment tool takes as
input a pair of source and target sentences and
produces a matching between the words, that is,
a (possibly partial) one-to-one mapping of source
to target words. This aligner is a part of the full
fledged tree aligner currently under development.

The alignment task comprises several subtasks.
First, the input sentences are tokenized and parsed
with the Alpino syntactic parser for Dutch (Bouma
et al., 2001). Apart from the syntactic analysis,
which we disregard in the current work, the parser

63



performs lemmatization, part-of-speech tagging
and compound analysis, all of which are used here.

In addition, the aligner uses lexical-semantic
knowledge from Cornetto, a lexical database for
Dutch (40K entries) similar to the well-known En-
glish WordNet (Vossen et al., 2008). The rela-
tions we use are synonym, hyperonym, and xpos-
near-synonym (align near synonyms with differ-
ent POS labels). In addition we check whether
a pair of content words has a least common sub-
sumer (LCS) in the hyperonym hierarchy. As path
length has been shown to be a poor predictor in
this respect, we calculate the Lin similarity, which
combines the Information Content of the words in-
volved (Lin, 1998). A current limitation is that
we lack word sense disambiguation, hence we take
the maximal score over all the senses of the words.

The components described above can be con-
sidered as experts which predict word alignments
with a certain probability. Since alignments can
support, complement or contradict each other, we
are faced with the problem of how to combine
the evidence. Our approach is to view the align-
ment as a weighted bipartite multigraph. That is,
a graph where source and target nodes are in dis-
joint sets, multiple edges are allowed between the
same pair of nodes, and edges have an associated
weight. Our goal is on the one hand to maximize
the sum of the edge weights, and on the other hand
to reduce this graph to a model in which every
node can have at most one associated edge. This
is a combinatorial optimization problem known as
the assignment problem for which efficient algo-
rithms exist. We use a variant of the The Hungar-
ian Algorithm1 (Kuhn, 1955), for the computation
of the matches.

Sentence similarity score Given a word align-
ment between a pair of sentences, a similarity
score is required to measure the amount of se-
mantic overlap or redundancy. Evidently the sim-
ilarity score should be proportional to the relative
number of aligned words. However, some align-
ments are more important than others. For exam-
ple, the alignment between two determiners (e.g.
the) is less significant than that between two com-
mon nouns. This is modeled in our similarity score
by weighting alignments according to the idf (in-
verse document frequency) (Spärck Jones, 1972)
of the words involved.

1Also known as the Munkres algorithm

sim(s1, s2) =

∑
wi∈A

idf(wi)∑
wj∈S

idf(wj)
(1)

Here s1 and s2 are sentences, S is the longest of
the two sentences, wj are the words in S, A is the
subsequence of aligned words in S, and wi are the
words in A.

3 Multi-document summarization

The Dutch Multi-Document Summarizer pre-
sented here is based on the MEAD summariza-
tion toolkit (Radev et al., 2004), which offers a
wide range of summarization algorithms and has a
flexible structure. The system creates a summary
by extracting a subset of sentences from the orig-
inal documents. The summarizer reads in a clus-
ter of documents, i.e. a set of documents relevant
for the same topic, and for each sentence it ex-
tracts a set of features. These features are com-
bined to determine an importance score for each
sentence. Next the sentences are sorted accord-
ing to their importance score. The system starts a
summary by adding the sentence with the highest
weight. Then it examines the second most impor-
tant sentence and measures the similarity with the
sentence that is already added. If the overlap is
limited, the sentence is added to the summary, oth-
erwise it is disregarded. This process is repeated
until the intended summary size is reached. The
module that performs this last step of determining
which sentences end up in the final summary is
called the reranker.

We use two baseline systems: the random base-
line system randomly selects a set of sentences
and the lead-based system which selects a sub-
set of initial sentences as summary. We investi-
gated the following features. A simple and effec-
tive features is the position: each sentence gets a
score of 1/position where ‘position’ is the place
in the document. The length feature is a filter that
removes sentences shorter than the given thresh-
old. The simwf feature presents the overlap of a
sentence with the title of the document computed
with cosine similarity. One of MEAD’s main fea-
tures is centroid-based summarization. Centroids
of clusters are used to determine which words
are important for the cluster and sentences con-
taining these words are considered to be central
sentences. The words are weighted with tf*idf.
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The aim of query-based summarization is to cre-
ate summaries that are relevant with respect to a
particular query. This can easily be done with fea-
tures that express the overlap between the query
and a source sentence. We examined three differ-
ent query-based features that measure simple word
overlap between the query and the sentence, co-
sine similarity with tf*idf weighting of words and
cosine similarity without tf*idf weighting.

The MEAD toolkit implements multiple
reranker modules, we investigated the following
three: the cosine-reranker, the mmr-reranker and
novelty-reranker. We compare these rerankers
against the semantic overlap detection (sod)
tool detailed in section 2. The cosine-reranker
represents two sentences as tf*idf weighted word
vectors and computes a cosine similarity score
between them. Sentences with a cosine similarity
above the threshold are disregarded. The mmr-
reranker module is based on the maximal margin
relevance criterion (Carbonell and Goldstein,
1998). MMR models the trade-off between a
focused summary and a summary with a wide
scope. The novelty-reranker is an extension of the
cosine-reranker and boosts sentences occurring
after an important sentence by multiplying with
1.2. The reranker tries to mimic human behavior
as people tend to pick clusters of sentences when
summarizing.

4 Experimental setup

To perform proper evaluation of the summariza-
tion system we constructed a new data set for eval-
uating Dutch multi-document summarization. It
consists of 30 query-based document clusters. The
document clusters were created manually follow-
ing the guidelines of DUC 2006 (Dang, 2006).
Each cluster contains a query description and 5 to
25 newspaper articles relevant for that particular
question. For each cluster five annotators wrote
an abstract of approximately 250 words. These
summaries serve as a gold standard for compari-
son with automatically generated extracts.

We split our data set in a test set of 20 clus-
ters and a development set of 10 clusters. We use
the development set for parameter tuning and fea-
ture selection for the summarizer. We try out each
of the characteristics discussed in section 3. The
best combination found on the development set is
the feature combination position, centroid, length
with cut-off 13, and queryCosine. We tested the

different rerankers and vary the similarity thresh-
olds to determine their optimal threshold value. As
the novelty-reranker scored lower than the other
rerankers on the development set, we did not in-
clude it in our experiments on the test set.

For the experiments on the development set, we
compare each of the automatically produced ex-
tracts with five manually written summaries and
report macro-average Rouge-2 and Rouge-SU4
scores (Lin and Hovy, 2003). For the experiments
on the test set, we also perform a manual evalu-
ation. We follow the DUC 2006 guidelines for
manual evaluation of responsiveness and the lin-
guistic quality of the produced summaries. The re-
sponsiveness scores express the information con-
tent of the summary with respect to the query. The
linguistic quality is evaluated on five different ob-
jectives: grammaticality, non-redundancy, coher-
ence, referential clarity and focus. The annotators
can choose a value on a five point scale where
1 means ‘very poor’ and 5 means ‘very good’.
We use two independent annotators to evaluate the
summaries and we report the average scores.

5 Results

The evaluation of the results on the test set are
shown in table 1. The Rouge scores of the different
rerankers are all above both baselines, and they are
very close to each other. The scores for the content
measure and responsiveness show that the values
for the automatic summaries are between 2 (poor)
and 3 (barely acceptable). The optimized summa-
rizers score higher than the two baselines on this
point.

We are most interested in the aspect of ’non-
redundancy’. The random baseline system
achieves a good result here, and the optimized
summarizers all score lower. The chance of over-
lap between randomly selected sentences seems
to be lower than when an automatic summarizer
tries to select only the most important sentences.
When we compare the three optimized systems
with different rerankers on this aspect we see that
the scores are very close. Our semantic overlap de-
tection (sod) reranker does not do any better than
the other two. The optimized summarizers do per-
form better than the baseline systems with respect
to focus and structure.
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setting Rouge-2 Rouge-SU4 gram redun ref focus struct respons
rand baseline 0.101 0.153 4.08 3.9 2.58 2.6 2 2.25
lead baseline 0.139 0.179 3.05 3.6 3.25 2.88 2.38 2.4
optim-cosine 0.152 0.193 3.9 3.18 2.65 3.15 2.43 2.75
optim-mmr 0.149 0.191 3.98 3.13 2.55 3.13 2.38 2.7
optim-sod 0.150 0.193 4.05 3.13 2.85 3.23 2.5 2.7

Table 1: Macro-average Rouge scores and manual evaluation on the test set on these aspects:
grammaticality, non-redundancy, referential clarity, focus, structure and responsiveness.

6 Discussion and conclusion

We presented an automatic multi-document sum-
marization system for Dutch based on the MEAD
system, supporting the claim that MEAD is largely
language-independent. We experimented with dif-
ferent features and parameter settings of the sum-
marizer, and optimized it for summarization of
Dutch newspaper text. We presented a semantic
overlap detection tool, developed on the basis of a
monolingual corpus of parallel/comparable Dutch
text, which goes beyond simple string matching.
We expected this tool to improve the sentence
reranking step, thereby reducing redundancy in the
summaries. However, we were unable to show a
significant effect. We have several possible expla-
nations for this. First, many of the sentence pairs
that share the same semantic content, also share a
number of identical words. To detect these cases,
therefore, computing cosine similarity may be just
as effective. Second, the accuracy of the align-
ment tool may not be good enough, partly because
of errors in the linguistic analysis or lack of cover-
age, and partly because certain types of knowledge
(word sense, syntactic structure) are not yet ex-
ploited. Third, reranking of sentences is unlikely
to improve the summary in cases where the pre-
ceding step of sentence ranking within documents
performs poorly. We are currently still investigat-
ing this matter and hope to obtain significant re-
sults with an improved version of our tool for de-
tecting semantic overlap.

We plan to work on a more refined version that
not only uses word alignment but also considers
alignments at the parse tree level. This idea is
in line with the work of Barzilay and McKeown
(2005) who use this type of technique to fuse sim-
ilar sentences for multi-document summarization.
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Abstract

We describe a learning-based system that
creates draft reports based on observation
of people preparing such reports in a tar-
get domain (conference replanning). The
reports (or briefings) are based on a mix
of text and event data. The latter consist
of task creation and completion actions,
collected from a wide variety of sources
within the target environment. The report
drafting system is part of a larger learning-
based cognitive assistant system that im-
proves the quality of its assistance based
on an opportunity to learn from observa-
tion. The system can learn to accurately
predict the briefing assembly behavior and
shows significant performance improve-
ments relative to a non-learning system,
demonstrating that it’s possible to create
meaningful verbal descriptions of activity
from event streams.

1 Introduction

We describe a system for recommending items for
a briefing created after a session with a crisis man-
agement system in a conference replanning do-
main. The briefing system is learning-based, in
that it initially observes how one set of users cre-
ates such briefings then generates draft reports for
another set of users. This system, the Briefing
Assistant(BA), is part of a set of learning-based
cognitive assistants each of which observes users
and learns to assist users in performing their tasks
faster and more accurately.

The difference between this work from
most previous efforts, primarily based on text-
extraction approaches is the emphasis on learning
to summarize event patterns. This work also
differs in its emphasis on learning from user
behavior in the context of a task.

Report generation from non-textual sources has
been previously explored in the Natural Language
Generation (NLG) community in a variety of do-
mains, based on, for example, a database of events.
However, a purely generative approach is not suit-
able in our circumstances, as we want to summa-
rize a variety of tasks that the user is performing
and present a summary tailored to a target audi-
ence, a desirable characteristic of good briefings
(Radev and McKeown, 1998). Thus we approach
the problem by applying learning techniques com-
bined with a template-based generation system to
instantiate the briefing-worthy report items. The
task of instantiating the briefing-worthy items is
similar to the task of Content Selection (Duboue,
2004) in the Generation pipeline however our ap-
proach minimizes linguistic involvement. Our
choice of a template-based generative system was
motivated by recent discussions in the NLG com-
munity (van Deemter et al., 2005) about the prac-
ticality and effectiveness of this approach.

The plan of the paper is as follows. We describe
relevant work from existing literature in the next
section. Then, we provide brief system description
followed by experiments and results. We conclude
with a summary of the work.

2 Related Work

Event based summarization has been studied in the
summarization community. (Daniel et al., 2003)
described identification of sub-events in multiple
documents. (Filatova and Hatzivassiloglou, 2004)
mentioned the use of event-based features in ex-
tractive summarization and (Wu, 2006; Li et al.,
2006) describe similar work based on events oc-
curring in text. However, unlike the case at hand,
all the work on event-based summarization used
text as source material.

Non-textual summarization has also been ex-
plored in the Natural Language Generation (NLG)
community within the broad task of generating
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reports based on database of events in specific
domains such as medical (Portet et al., 2009),
weather (Belz, 2007), sports (Oh and Shrobe,
2008) etc. However, in our case we want to sum-
marize a variety of tasks that the user is perform-
ing and present a summary to an intended audi-
ence (as defined by a report request).

Recent advances in NLG research use statis-
tical approaches at various stages of processing
in the generation pipeline like content selection
(Duboue and McKeown, 2003; Barzilay and Lee,
2004), probabilistic generation rules (Belz, 2007).
Our proposed approach differs from these in that
we apply machine learning after generation of all
the templates, as a post-processing step, to rank
them for inclusion in the final briefing. We could
have used a general purpose template-based gen-
eration framework like TG/2 (Busemann, 2005),
but since the number of templates and their corre-
sponding aggregators is limited, we chose an ap-
proach based on string manipulation.

We found in our work that an approach based
on modeling individual users and then combining
the outputs of such models using a voting scheme
gives the best results, although our approach is
distinguishable from collaborative filtering tech-
niques used for driving recommendation systems
(Hofmann, 2004). We believe this is due to the
fact that the individual sessions from which rank-
ing models are learned, although they range over
the same collection of component tasks, can lead
to very different (human-generated) reports. That
is, the particular history of a session will affect
what is considered to be briefing-worthy.

3 System Overview

Figure 1: Briefing Assistant Data Flow.

The Briefing Assistant Model: We treat the
task of briefing generation in the current domain1

as non-textual event-based summarization. The

1More details about the domain and the interaction of BA
with the larger system are mentioned in a longer version of
the paper (Kumar et al., 2009)

Figure 2: The category tree showing the informa-
tion types that we expect in a briefing.

events are the task creation and task completion
actions logged by various cognitive assistants in
the system (so-called specialists). As part of the
design phase for the template-based generation
component, we identified a set of templates, based
on the actual briefings written by users in a sepa-
rate experiment. Ideally, we would like to adopt
a corpus-based approach to automatically extract
the templates in the domain, like (Kumar et al.,
2008), but since the sample briefings available to
us were very few, the application of such corpus-
based techniques was not necessary. Based on
this set of templates we identified the patterns that
needed to be extracted from the event logs in order
to populate the templates. A ranking model was
also designed for ordering instantiations of this set
of templates and to recommend the top 4 most rel-
evant ones for a given session.

The overall data flow for BA during a session
(runtime) is shown in Figure 1. The various spe-
cialist modules generate task related events that
are logged in a database. The aggregators operate
over this database and emails to extract relevant
patterns. These patterns in turn are used to popu-
late templates which constitute candidate briefing
items. The candidate briefing items are then or-
dered by the ranking module and presented to the
user.

Template Design and Aggregators:The set
of templates used in the current instantiation of
the BA was derived from a corpus of human-
generated briefings collected in a previous exper-
iment using the same crisis management system.
The set of templates was designed to cover the
range of items that users in that experiment chose
to include in their reports corresponding to nine
categories shown in Figure 2. We found that in-
formation can be conveyed at different levels of
granularity (for example, qualitatively or quantita-
tively). The appropriate choice of granularity for

68



a particular session is a factor that the system can
learn2.

Ranking Model, Classifiers and Features:The
ranking module orders candidate templates so
that the four most relevant ones appear in the
briefing draft. The ranking system consists of
a consensus-based classifier, based on individual
classifier models for each user in the training set.
The prediction from each classifier are combined
(averaged) to produce a final rank of each tem-
plate.

We used the Minorthird package (Cohen, 2004)
for modeling. Specifically we allowed the sys-
tem to experiment with eleven different learning
schemes and select the best one based on cross-
validation within the training corpus. The schemes
were Naive Bayes, Voted Perceptron, Support
Vector Machines, Ranking Perceptron, K Nearest
Neighbor, Decision Tree, AdaBoost, Passive Ag-
gressive learner, Maximum Entropy learner, Bal-
anced Winnow and Boosted Ranking learner.

The features3 used in the system are static or
dynamic. Static features reflect the properties of
the templates irrespective of the user’s activity
whereas the dynamic features are based on the
actual events that took place. We used the In-
formation Gain (IG) metric for feature selection,
experimenting with seven different cut-off values
All, 20, 15, 10, 7, 5, 4 for the total number of se-
lected features.

4 Experiments and Results

Experimental Setup: Two experimental condi-
tions were used to differentiate performance based
on knowledge engineering, designated MinusL
and performance based on learning, designated
PlusL.4

Email Trigger: In the simulated conference
replanning crisis, the briefing was triggered by
an email containing explicit information requests,
not known beforehand. To customize the brief-
ing according to the request, a natural language
processing module identified the categories of in-
formation requested. The details of the module
are beyond the scope of the current paper as it

2The details of template design process including sample
templates, categories of templates and details of aggregators
are presented in (Kumar et al., 2009)

3Detailed description of the features are mentioned in
(Kumar et al., 2009)

4The details of the experimental setup as part of the larger
cognitive assistant system are presented in (Kumar et al.,
2009).

is external to our system; it took into account
the template categories we earlier identified. Fig-
ure 4 shows a sample briefing email stimulus.
The mapping from the sample email in the figure
to the categories is as follows: “expected atten-
dance” - Property-Session; “how many sessions
have been rescheduled”, “how many still need to
be rescheduled”, “any problems you see as you
try to reschedule” - Session-Reschedule; “status
of food service (I am worried about the keynote
lunch)” - Catering Vendors.

Training: Eleven expert users5 were asked to
provide training by using the system then generat-
ing the end of session briefing using the BA GUI.
For this training phase, no item ranking was per-
formed by the system, i.e. all the templates were
populated by the aggregators and recommenda-
tions were random. The expert user was asked
to select the best possible four items and was fur-
ther asked to judge the usefulness of the remaining
items. The resulting training data consists of the
activity log, extracted features and the user-labeled
items. The trigger message for the training users
did not contain any specific information request.

Test: Subjects were recruited to use the crisis
management system in MinusL and PlusL condi-
tion, although they were not aware of the condition
of the system and they were not involved with the
project. There were 54 test runs in the MinusL
condition and 47 in the PlusL condition. Out of
these runs, 29 subjects in MinusL and 43 subjects
in PlusL wrote a briefing using the BA. We report
the evaluation scores for this latter set.

Evaluation: The base performance metric is
Recall, defined in terms of the briefing templates
recommended by the system compared to the tem-
plates ultimately selected by the user. We justify
this by noting that Recall can be directly linked to
the expected time savings for the users. We cal-
culate two variants of Recall:Category-based—
calculated by matching the categories of the BA
recommended templates and user selected ones
ignoring the granularity andTemplate-based—
calculated by matching the exact templates. The
first metric indicates whether the right category of
information was selected and the latter indicates
whether the information was presented at the ap-
propriate level of detail.

We also performed subjective human evaluation
5Members of the project from other groups who were

aware of the scenario and various system functionalities but
not the ML methods
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using a panel of three judges. The judges assigned
scores (0-4) to each of the bullets based on the
coverage of the crisis, clarity and conciseness, ac-
curacy and the correct level of granularity. They
were advised about certain briefing-specific char-
acteristics (e.g. negative bullet items are useful
and hence should be rated favorably). They were
also asked to provide a global assessment of report
quality, and evaluate the coverage of the requests
in the briefing stimulus email message. This pro-
cedure was very similar to the one used as the basis
for template selection.

Experiment: The automatic evaluation met-
ric used for the trained system configuration is
the Template-basedrecall measure. To obtain
the final system configuration, we automatically
evaluate the system under the various combina-
tions of parameter settings with eleven different
learning schemes and seven different feature se-
lection threshold (as mentioned in previous sec-
tions). Thus a total of 77 different configurations
are tested. For each configuration, we do a eleven-
fold cross-validation between the 11 training users
i.e. we leave one user as the test user and consider
the remaining ten users as training users. We av-
erage the performance across the 11 test cases and
obtain the final score for the configuration. We
choose the configuration with the highest score as
the final trained system configuration. The learned
system configuration in the current test includes
Balanced Winnow (Littlestone, 1988) and top 7
features.

Results: We noticed that four users in PlusL
condition took more than 8 minutes to complete
the briefing when the median time taken by the
users in PlusL condition was 55 seconds, so we
did not include these users in our analysis in order
to maintain the homogeneity of the dataset. These
four data points were identified as extreme outliers
using a procedure suggested by (NIST, 2008)6.
There were no extreme outliers in MinusL condi-
tion.

Figure 3a shows the Recall values for the Mi-
nusL and PlusL conditions. The learning delta
i.e. the difference between the recall values of
PlusL and MinusL is 33% forTemplate-basedre-
call and 21% forCategory-basedrecall. These
differences are significant at thep < 0.001 level.

6Extreme outliers are defined as data points that are out-
side the range[Q1−3∗IQ, Q3+3∗IQ] in a box plot.Q1 is
lower quartile,Q3 is upper quartile andIQ is the difference
(Q3−Q1) is the interquartile range.

The statistical significance for theTemplate-based
metric, which was the metric used for select-
ing system parameters during the training phase,
shows that learning is effective in this case. Since
the email stimulus processing module extracts the
briefing categories from the email theCategory-
basedandTemplate-basedrecall is expected to be
high for the baseline MinusL case. In our test, the
email stimuli had 3 category requests and so the
Category-basedrecall of 0.77 andTemplate-based
recall of 0.67 in MinusL is not unexpected.

Figure 3b shows the Judges’ panel scores for
the briefings in MinusL and PlusL condition. The
learning delta in this case is 3.6% which is also
statistically significant, atp < 0.05. The statistical
significance of the learning delta validates that the
briefings generated during PlusL conditions are
better than MinusL condition. The absolute differ-
ence in the qualitative briefing scores between the
two conditions is small because MinusL users can
select from all candidates, while the recommenda-
tions they receive are random. Consequently they
need to spend more time in finding the right items.
The average time taken for a briefing in MinusL
condition is about 83 seconds and 62 seconds in
PlusL (see Figure 3c). While the time difference
is high (34%) it is not statistically significant due
to high variance.

Four of the top 10 most frequently selected fea-
tures across users for this system are dynamic fea-
tures. This indicates that the learning model is
capturing the user’s world state and the recom-
mendations are related to the underlying events.
We believe this validates the process we used to
generate briefing reports from non-textual events.

5 Summary

The Briefing Assistant is not designed to learn
the generic attributes of good reports; rather it’s
meant to rapidly learn the attributes of good re-
ports within a particular domain and to accom-
modate specific information needs on a report-by-
report basis. We found that learned customiza-
tion produces reports that are judged to be of bet-
ter quality. We also found that a consensus-based
modeling approach, which incorporates informa-
tion from multiple users, yields the best perfor-
mance. We believe that our approach can be used
to create flexible summarization systems for a va-
riety of applications.
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(a) (b) (c)
Figure 3: (a) Recall values for MinusL and PlusL conditions (b) Briefing scores from the judges’ panel
for MinusL and PlusL conditions (c) Briefing time taken for MinusL and PlusL conditions.

Figure 4: Template categories corresponding to
the Briefing request email.
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Abstract

This work describes first steps towards
building a system that synchronously gen-
erates multimodal (textual and visual)
route directions for pedestrians. We pur-
sue a corpus-based approach for building a
generation model that produces natural in-
structions in multiple languages. We con-
ducted an empirical study to collect ver-
bal route directions, and annotated the ac-
quired texts on different levels. Here we
describe the experimental setting and an
analysis of the collected data.

1 Introduction

Route directions guide a person unfamiliar with
the environment to their designated goal. We plan
to generate route instructions that are similar to
those given by humans by referring to landmarks
and by structuring the route in a way that it is easy
to memorize (Denis, 1997).

We develop a system for synchronously gen-
erating natural language route directions and 3D
scenes of a route. The core of the architecture
is a unified representation providing information
for both verbal and graphical output. The direct
correspondence between linguistic references and
shown objects facilitates the identification of the
visual scene in the real world and the choice of the
correct action while following the route. To cre-
ate a reusable system that is adaptable to different
navigational domains and languages, we use ma-
chine learning techniques to build a statistical gen-
eration model from annotated corpora. We report
on an empirical study to collect human-produced
walking directions to be used for statistical gener-
ation from underlying semantic structures. While
our scenario is ultimately multilingual, here we
give an analysis of the German dataset.

2 Related Work

The task of analyzing and generating cognitively
adequate route instructions has been addressed by
a number of authors (Taylor & Tversky, 1996;
Tappe, 2000; Habel, 2003; Richter, 2008; Vi-
ethen & Dale, 2008; Kelleher & Costello, 2009).
Marciniak & Strube (2005) showed that a system
for generating route directions can be successfully
trained on a small set of 75 route direction texts
(8418 tokens). In their approach directions are
represented in a graph, which encodes informa-
tion on various conceptual levels. While their ap-
proach is restricted to reproducing directions for
the learned graphs, we will generate directions for
a wide range of possible routes. Dale et al. (2005)
developed a system that takes GIS data as input
and uses a pipeline architecture to generate verbal
route directions. In contrast to their approach, our
approach will be based on an integrated architec-
ture allowing for more interaction between the dif-
ferent stages of generation. The idea of combining
verbal directions with scenes from a virtual 3D en-
vironment has recently lead to a new framework
for evaluating NLG systems: The Challenge on
Generating Instructions in Virtual Environments
(GIVE) (Byron et al., 2009) is planned to become
a regular event for the NLG community.

3 Corpus Acquisition

For collecting naturally produced route instruc-
tions, we conducted a study with 29 native speak-
ers of German (66% female and 33% male). The
participants in our study were students from var-
ious fields aged between 20 and 34 years. We
designed two different settings: one on-site set-
ting, in which participants walked around in a real
world situation (specifically our university cam-
pus), and one desk-based setting, in which they
interacted with a web application. The former
was further divided into indoor and outdoor routes,
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Figure 1: Example route from the indoor setting
(first task), leading from a room with photocopiers
(1) across an open space and downstairs (3) to a
students’ union room (6), passing an information
board (4) and a coffee machine (5). A lecture room
(2) and a glass wall (7) are visible from the route.

while the latter was restricted to an outdoor sce-
nario. This design enables us to study possible
differences and commonalities between linguistic
realizations obtained for different environments as
well as different presentation modes.

For both scenarios, the task was to give written
directions to a person unfamiliar with the area as
to how to get to the destination the participants just
reached, taking the same route. First, participants
were led along a route to a given destination point
(on-site). Each participant was asked to give di-
rections for two routes inside buildings of the uni-
versity campus (e.g. from an office to a seminar
room, cf. Figure 1), and one outside route (e.g.
from the building entrance to a bus stop).

Second, participants were shown a web appli-
cation that guided them along a route by means of
a 2D animation (desk-based). Subjects were al-
lowed to use all information displayed by the web
application: named places, buildings, street and
bridge names, etc. (cf. Figure 2).

Setting GM CI CO Total
physical routes 9 6 3 18
directions 59 58 28 145
tokens 5353 4119 2674 12146
tokens/dir. (∅) 91 71 96

Table 1: Number of routes, directions, and tokens
for the different settings. GM = Google Maps, CI
= Campus Indoor, CO = Campus Outdoor.

4 Corpus Annotation

The acquired texts were processed in several steps.
To ensure that all route directions consist of syn-
tactically and semantically correct sentences, we

Figure 2: Web application used in the second task.
Landmarks were introduced successively via pop-
ups as the animated walker encountered them.

manually corrected spelling mistakes, omissions
resulting in grammatical errors, and removed el-
liptical and unclear directions.

The preprocessed texts were annotated on the
following three levels:

pos lemma – part-of-speech and lemma

syn dep – dependency relations

sem frame – frames and semantic roles

For the pos lemma and syn dep levels, we used
TreeTagger (Schmid, 1997) and XLE (Maxwell
& Kaplan, 1993). The corpus was parsed
with the German ParGram LFG grammar (Forst,
2007). The outputs were corrected manually
by two annotators. On the sem frame level an-
notation was carried out using the annotation
tool SALTO (Burchardt et al., 2006) and fol-
lowing the definiton of the FrameNet frames
SELF MOTION, PERCEPTION, BEING LOCATED

and LOCATIVE RELATION (Baker et al., 1998). In
terms of accuracy for unlabeled/labeled relations,
the annotation agreement was 78.88%/65.17% on
the syn dep level and 79.27%/68.39% for frames
and semantic roles.

5 Data Analysis

5.1 Corpus Statistics

We examined word frequencies with respect to the
experimental settings in order to determine simi-
larities and dissimilarities in lexical choice. Table
2 shows the three most frequent verbs and nouns
found in each corpus part.

The data reveals that the most frequent verbs are
typical among all settings. However, we found a
number of lower-frequency verbs that are rather
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Top verbs (Campus) GM CI CO
gehen ‘to walk’ 11% 18% 14%
sein ‘to be’ 3.9% 8.2% 6.6%
stehen ‘to stand’ 0.0% 6.3% 5.3%
Top verbs (GM) GM CI CO
folgen ‘to follow’ 12% 2.9% 2.6%
gehen ‘to walk’ 11% 18% 14%
abbiegen ‘to turn into’ 9.0% 3.8% 8.9%
Top nouns (Campus) GM CI CO
Tür ‘door’ 0.0% 12% 0.9%
Treppe ‘stairs’ 0.0% 8.3% 0.0%
Gang ‘hallway’ 0.0% 6.6% 0.0%
Top nouns (GM) GM CI CO
...straße ‘. . . Street’ 28% 0.0% 2.2%
Richtung ‘direction’ 3.5% 2.8% 2.6%
...platz ‘. . . Square’ 3.4% 0.0% 6.1%

Table 2: Relative frequency of the three most com-
mon verbs and nouns in both studies

scenario-specific. In many cases, the occurrence
or absence of a verb can be attributed to a verb’s
selectional restrictions. For example, some of
the verbs describing movements along streets (e.g.
folgen ‘to follow’, abbiegen ‘to turn into’) do not
occur within the indoor corpus whereas verbs de-
scribing “3D movements” (e.g. durchqueren ‘to
walk through’, hinuntergehen ‘to walk down’) are
not mentioned with the Google Maps setting.

The most frequent nouns significantly differ be-
tween the indoor and outdoor settings. This corre-
lation does not come as a surprise, as most of the
mentioned objects cannot be found in all scenar-
ios. On the other hand, nouns that are common
to both indoor and outdoor scenarios can be di-
vided into two categories: Nouns denoting (1) ob-
jects that appear in both scenarios (e.g. Gebäude
‘building’) and (2) abstract concepts typical for
route directions in general, e.g. Richtung ‘direc-
tion’, Nummer ‘number’, Ziel ‘goal’, and Start-
punkt ‘starting point’.

5.2 Landmark Alignment

Landmark alignment serves the purpose of de-
tecting objects that are most frequently men-
tioned across directions, and how the same ob-
ject is referred to differently. We created a graph-
based representation of the landmarks mentioned
in each route instruction (single route representa-
tion, SRR) for use in two types of alignment. Fig-

ure 3 shows an example from the indoor study.
First, we created a combined graph for each phys-
ical route by merging the respective SRRs, taking
into account several criteria:

String matching of landmark names;

Semantic similarity using GermaNet (Lemnitzer
& Kunze, 2002), a lexical-semantic network
for German similar to WordNet;

Frequency of references across all directions;

Spatio-temporal proximity of references to the
same object;

Number of landmarks mentioned in a single di-
rection (i.e. length of the SRR).

The combined graphs show that there are strong
correspondences between the directions for the
same route. We also found that, in the campus
settings, there was a small number of frequently
used general objects and a large number of less
frequently used specific objects. This facilitates
merging and shows the importance of the objects
for people’s orientation, and at the same time sup-
ports our claim that other modalities are needed
to disambiguate references during navigation. For
generating informative referential expressions, the
combined graph needs to be refined so that object
properties are represented (Krahmer et al., 2003).

Second, we aligned the SRRs with the physical
route graph. Comparing the landmarks mentioned
in the campus settings revealed that, in 97.8% of
the cases, people adhere to the sequence in which
objects are encountered. Reversed order was only
found in special cases like distant objects.

5.3 Discourse Phenomena

We analyzed the use of anaphora, the temporal or-
der of instructions, and occurrences of prototypi-
cal event chains in the collected texts in order to
identify coherence-inducing elements.
Spatio-temporal adverbials: Most anaphors
mention intermediate goals on the route in order
to refer to the starting point of a new action (e.g.
da/hier ‘here’, dort ‘there’). This finding goes
hand in hand with the observation that the col-
lected route directions are typically structured in
a linear temporal order (cf. Table 3) as for ex-
ample indicated by the use of adverbs indicat-
ing temporal succession (e.g. jetzt ‘now’, dann
‘then’ and danach ‘afterwards’) and conjunctions
(e.g. bis ‘until’, wenn ‘when’). Interestingly, a re-
versed order can be found in a few cases, where
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Rücken Raum Kopierer Treppe Treppe Brett Getränkeautomat

Treppe Hörsaal Treppe Kaffeeautomat Tür Fachschaft

Kopierer Treppe Hörsaal Brett Säule Glastür Getränkeautomat Tür
Fachschafts-

raum

Druckerraum Theoretikum 180-Grad-Kurve Fachschaftstafel Glaswand Glaswand Kopf
Medizin-

Fachschaft

Kopierzentrum Rücken Treppe Treppe Richtung Glasfenster Glasfront Eingang Fachschaft

321 764 5

Figure 3: Each line shows one SRR for the route in Figure 1. Correspondences are indicated by identical
node shapes, black dots substitute non-matched tokens. The bottom graph shows the physical route seen
as sequence of landmarks. Node size reflects the importance of the referred object as conveyed by SRRs.

Adverbs > t GM CI CO
dann ’then’ 55 43 30
jetzt ’now’ 4 7 5
danach ’afterwards’ 12 5 3
Adverbs < t GM CI CO
vorher ’beforehand’ 0 1 0
davor ’before’ 1 0 2

Table 3: Frequencies of temporal adverbs indicat-
ing linear (> t ) and reversed linear order (< t )

the following action or situation is not supposed
to take place (e.g. Gehen Sie vorher rechts ‘be-
forehand turn right’).
Backward-looking event anaphors and refer-
ences to result states: We also found explicit
references to past events (e.g. Nach dem Durch-
queren ‘after traversing’) and result states of
events, e.g. the adverbial phrase unten angekom-
men (here: ‘downstairs’) was frequently used fol-
lowing an instruction to ‘walk downstairs’.

6 Conclusions and Future Work

The lexical corpus analysis confirms our hypoth-
esis that there are strong commonalities in lexi-
cal choice for directions that persist across sce-
narios and presentation modes, with a small num-
ber of focused differences, and obvious domain-
dependent lexical differences regarding the nature
of objects in the respective scenarios. While our
current corpus data is rather broad, environment-
specific data can be extended quickly by setting up
web studies using 2D and 3D environments.

The alignment of the physical routes and ver-
bal instructions shows a clear tendency that linear
route structure is observed in verbal realization,
with only few exceptions. Since temporal order
is observed by default, temporal annotation can be
restricted to capture exceptional orderings, which
are recoverable from linguistic cues. The study of
discourse coherence effects yielded a number of
elements that will be given special attention in the
surface generation model. We observed a variety
of coherence-inducing elements that are generic
in nature and thus seem well-suited for a corpus-
based generation model. As other languages are
known to exhibit differences in verbal realization
of directions (von Stutterheim et al., 2002), we
have to extend our data collection in order to gen-
erate systematic linguistic variations from a single
underlying semantic structure for all languages.

The linguistic annotation levels of frames and
roles, syntactic dependencies, and basic word cat-
egories have been tested successfully with a sim-
ilar corpus (Roth & Frank, 2009). The next steps
will consist in the alignment of physical routes and
landmarks with semantic representations in an in-
tegrated generation architecture.

Acknowledgements: This work is supported by
the DFG-financed innovation fund FRONTIER as
part of the Excellence Initiative at Heidelberg Uni-
versity (ZUK 49/1) and partially funded by the
Klaus Tschira Foundation, Heidelberg, Germany.
We thank the participants in our study, our anno-
tators Tim Krones and Anna Schmidt, and student
assistants Jonathan Geiger and Carina Silberer.

75



References

Baker, Collin F., Charles J. Fillmore & John B. Lowe (1998).
The Berkeley FrameNet Project. In Proceedings of the
17th International Conference on Computational Linguis-
tics and 36th Annual Meeting of the Association for Com-
putational Linguistics, Montréal, Québec, Canada, 10–14
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Abstract

The GREC-MSR Task at Generation Chal-
lenges 2009 required participating systems
to select coreference chains to the main
subject of short encyclopaedic texts col-
lected from Wikipedia. Three teams sub-
mitted one system each, and we addition-
ally created four baseline systems. Sys-
tems were tested automatically using ex-
isting intrinsic metrics. We also evaluated
systems extrinsically by applying corefer-
ence resolution tools to the outputs and
measuring the success of the tools. In ad-
dition, systems were tested in an intrinsic
evaluation involving human judges. This
report describes theGREC-MSR Task and
the evaluation methods applied, gives brief
descriptions of the participating systems,
and presents the evaluation results.

1 Introduction

TheGREC-MSR Task is about how to generate ap-
propriate references to an entity in the context of a
piece of discourse longer than a sentence. Rather
than requiring participants to generate referring
expressions from scratch, theGREC-MSR data pro-
vides sets of possible referring expressions for se-
lection. This was the second time we ran a shared
task using theGREC-MSR data (following a first
run in 2008). The task definition was again kept
fairly simple, but in the 2009 round the main aim
for participating systems was to select an appro-
priate word string to serve as a referring expres-
sion, whereas in 2008 it was to select an appropri-
ate type of referring expression (name, common
noun, pronoun, or empty reference).

The immediate motivating application context
for theGREC-MSR Task is the improvement of ref-
erential clarity and coherence in extractive sum-
maries by regenerating referring expressions in

them. There has recently been a small flurry
of work in this area (Steinberger et al., 2007;
Nenkova, 2008). In the longer term, theGREC-
MSR Task is intended to be a step in the direction
of the more general task of generating referential
expressions in discourse context.

The GREC-MSR data is an extension of the
GREC 1.0 Corpus which had about 1,000 texts in
the subdomains of cities, countries, rivers and peo-
ple (Belz and Varges, 2007a). For the purpose of
the GREC-MSR shared task, an additional 1,000
texts in the new subdomain of mountain texts were
obtained and a newXML annotation scheme (Sec-
tion 2.2) was developed.

Team System Name
University of Delaware UDel
ICSI, Berkeley ICSI-CRF
Jadavpur University JUNLG

Table 1:GREC-MSR’09 participating teams.

Nine teams from seven countries registered for
GREC-MSR’09, of which three teams (Table 1)
submitted one system each.1 Participants had to
submit their system reports before downloading
test data inputs, and had to submit test data out-
puts within 48 hours of downloading the test data
inputs. In addition to the participants’ systems,
we also used the corpus texts themselves as ‘sys-
tem’ outputs, and created 4 baseline systems; we
evaluated the resulting 8 systems using a range of
intrinsic and extrinsic evaluation methods (for de-
tails see Sections 5 and 6). This report presents the
results of all evaluations (Section 6), along with
descriptions ofGREC-MSR data and task (Sec-
tion 2), test sets (Section 3), evaluation methods
(Section 4), and participating systems (Section 5).

2 Data and Task

The GREC Corpus (version 2.0) consists of about
2,000 texts in total, all collected from introduc-

1One team submitted by the original deadline (Jan. 2009),
one by the revised deadline (1 June 2009), one slightly later.
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tory sections in Wikipedia articles, in five different
subdomains (cities, countries, rivers, people and
mountains). In each text, three broad categories
of Main Subject Reference (MSR)2 have been an-
notated, resulting in a total of about 13,000 anno-
tatedREs. TheGREC-MSR shared task version of
the corpus was randomly divided into 90% train-
ing data (of which 10% were randomly selected as
development data) and 10% test data. Participants
used the training data in developing their systems,
and (as a minimum requirement) reported results
on the development data.

2.1 Types of referential expression annotated

Three broad categories of main subject referring
expressions (MSREs) are annotated in theGREC

corpus3 — subject NPs, object NPs, and geni-
tive NPs and pronouns which function as subject-
determiners within their matrixNP. These cate-
gories of referring expressions (RE) are relatively
straightforward to identify and to achieve high
inter-annotator agreement on (complete agree-
ment among four annotators in 86% ofMSRs), and
account for most cases of overt main subject refer-
ence in theGRECtexts. The annotators were asked
to identify subject, object and genitive subject-
determiners and decide whether or not they refer
to the main subject of the text. More detail is pro-
vided in Belz and Varges (2007b).

In addition to the above, relative pronouns in
supplementary relative clauses (as opposed to in-
tegrated relative clauses, Huddleston and Pullum,
2002, p. 1058) were annotated, e.g.:

(1) Stoichkov is a football manager and former striker
whowas a member of the Bulgaria national team that
finished fourth at the 1994 FIFA World Cup.

We also annotated ‘non-realised’ subjectMSREs
in those cases ofVP coordination where anMSRE

is the subject of the coordinatedVPs, e.g.:

(2) He stated the first version of the Law of conservation
of mass, introduced the Metric system, and
helped to reform chemical nomenclature.

The motivation for annotating the approximate
place where the subjectNP would be if it were
realised (the gap-like underscores above) is that
from a generation perspective there is a choice to
be made about whether to realise the subjectNP in
the second and third coordinates or not.

2The main subject of a Wikipedia article is simply taken to
be given by its title, e.g. in the cities domain the main subject
(and title) of one text isLondon.

3In terminology and view of grammar the annotations rely
heavily on Huddleston and Pullum (2002).

2.2 XML format

Figure 1 is one of the texts distributed in the
GREC-MSR training/development data set. The
REF element indicates a reference, in the sense of
‘an instance of referring’ (which could, in princi-
ple, be realised by gesture or graphically, as well
as by a string of words, or a combination of these).
REFs have three attributes:ID, a unique refer-
ence identifier;SEMCAT, the semantic category of
the referent, ranging overcity, country, river,
person, mountain; andSYNCAT, the syntactic cate-
gory required of referential expressions for the ref-
erent in this discourse context (np-obj, np-subj,
subj-det). A REF is composed of oneREFEX ele-
ment (the ‘selected’ referential expression for the
given reference; in the training/development data
texts it is simply the referential expression found
in the corpus) and oneALT-REFEX element which
in turn is a list ofREFEXs which are possible alter-
native referential expressions (see following sec-
tion).

REFEX elements have four attributes. The
HEAD attribute has the possible valuesnominal,
pronoun, and rel-pron; the CASE attribute has
the possible valuesnominative, accusative and
genitive for pronouns, andplain andgenitive
for nominals. The binary-valuedEMPHATIC at-
tribute indicates whether theRE is emphatic; in
the GREC-MSR corpus, the only type ofRE that
hasEMPHATIC=yes is one which incorporates a re-
flexive pronoun used emphatically (e.g.India it-
self). TheREG08-TYPE attribute indicates basicRE

type. The choice of types is motivated by the hy-
pothesis that one of the most basic decisions to be
taken inRE selection for named entities is whether
to use anRE that includes a name, such asMod-
ern India (the correspondingREG08-TYPE value
is name); whether to go for a common-nounRE,
i.e. with a category noun likecountryas the head
(common); whether to use a pronoun (pronoun); or
whether it can be left unrealised (empty).

2.3 The GREC-MSR Task

The task for participating systems was to develop
a method for selecting one of theREFEXs in the
ALT-REFEX list, for eachREF in eachTEXT in the
test sets. The test data inputs were identical to
the training/development data, except thatREF el-
ements contained only anALT-REFEX list, not the
preceding ‘selected’REFEX. ALT-REFEX lists are
generated for each text by an automatic method
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<?xml version="1.0" encoding="utf-8"?>
<!DOCTYPE TEXT SYSTEM "reg08-grec.dtd">
<TEXT ID="36">
<TITLE>Jean Baudrillard</TITLE>
<PARAGRAPH>
<REF ID="36.1" SEMCAT="person" SYNCAT="np-subj">
<REFEX REG08-TYPE="name" EMPHATIC="no" HEAD="nominal" CASE="plain">Jean Baudrillard</REFEX>
<ALT-REFEX>
<REFEX REG08-TYPE="name" EMPHATIC="no" HEAD="nominal" CASE="plain">Jean Baudrillard</REFEX>
<REFEX REG08-TYPE="name" EMPHATIC="yes" HEAD="nominal" CASE="plain">Jean Baudrillard himself</REFEX>
<REFEX REG08-TYPE="empty">_</REFEX>
<REFEX REG08-TYPE="pronoun" EMPHATIC="no" HEAD="pronoun" CASE="nominative">he</REFEX>
<REFEX REG08-TYPE="pronoun" EMPHATIC="yes" HEAD="pronoun" CASE="nominative">he himself</REFEX>
<REFEX REG08-TYPE="pronoun" EMPHATIC="no" HEAD="rel-pron" CASE="nominative">who</REFEX>
<REFEX REG08-TYPE="pronoun" EMPHATIC="yes" HEAD="rel-pron" CASE="nominative">who himself</REFEX>

</ALT-REFEX>
</REF>
(born June 20, 1929) is a cultural theorist, philosopher, political commentator,
sociologist, and photographer.
<REF ID="36.2" SEMCAT="person" SYNCAT="subj-det">
<REFEX REG08-TYPE="pronoun" EMPHATIC="no" HEAD="pronoun" CASE="genitive">His</REFEX>
<ALT-REFEX>
<REFEX REG08-TYPE="name" EMPHATIC="no" HEAD="nominal" CASE="genitive">Jean Baudrillard’s</REFEX>
<REFEX REG08-TYPE="pronoun" EMPHATIC="no" HEAD="pronoun" CASE="genitive">his</REFEX>
<REFEX REG08-TYPE="pronoun" EMPHATIC="no" HEAD="rel-pron" CASE="genitive">whose</REFEX>

</ALT-REFEX>
</REF>
work is frequently associated with postmodernism and post-structuralism.

</PARAGRAPH>
</TEXT>

Figure 1: Example text from theGREC-MSR Training Data.

which collects all the (manually annotated)MSREs
in a text including the title, and adds several de-
faults: pronouns and reflexive pronouns in all sub-
domains; and category nouns (e.g.the river), in
all subdomains except people. The main objec-
tive in the 2009GREC-MSR Task was to get the
word strings contained inREFEXs right (whereas
in REG’08 it was theREG08-TYPE attributes).

3 Test Data

1. Test Set C-1: a randomly selected 10% sub-
set (183 texts) of theGRECcorpus (with the same
proportions of texts in the 5 subdomains as in the
training/testing data).

2. Test Set C-2: the same subset of texts as in C-
1; however, for C-2 we did not use theMSREs in
the corpus, but replaced them with human-selected
alternatives. These were obtained in an online ex-
periment as described in Belz & Varges (2007a)
where subjects selectedMSREs in a setting that du-
plicated the conditions in which the participating
systems in theGREC-MSR Task make selections.4

We obtained three versions of each text, where in
each version allMSREs were selected by the same
person. The motivation for this version of Test Set
C was that having several human-produced chains
of MSREs to compare the outputs of participating
(‘peer’) systems against is more reliable than hav-
ing one only; and that Wikipedia texts are edited

4The experiment can be tried out here: http://www.nltg.
brighton.ac.uk/home/Anja.Belz/TESTDRIVE/

by multiple authors which sometimes adversely
affectsMSR chains; we wanted to have additional
reference texts where all references are selected by
a single author.

3. Test Set L: 74 Wikipedia introductory texts
from the subdomain of lakes (there were no lake
texts in the training/development set).

4. Test Set P: 31 short encyclopaedic texts in
the same 5 subdomains as in theGREC corpus,
in approximately the same proportions as in the
training/testing data, but of different origin. We
transcribed these texts from printed encyclopae-
dias published in the 1980s which are not avail-
able in electronic form. The texts in this set are
much shorter and more homogeneous than the
Wikipedia texts, and the sequences ofMSRs fol-
low very similar patterns. It seems likely that it is
these properties that have resulted in better scores
overall for Test Set P than for the other test sets
in both the 2008 and 2009 runs of theGREC-MSR

task (for the latter, see Section 6).
Each test set was designed to test peer systems

for generalisation to different kinds of unseen data.
Test Set C tests for generalisation to unseen ma-
terial from the same corpus and the same subdo-
mains as the training set; Test Set L tests for gen-
eralisation to unseen material from the same cor-
pus but different subdomain; and Test Set P for
generalisation to a different corpus but the same
subdomains.
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4 Evaluation methods

4.1 Automatic intrinsic evaluations5

Accuracy of REFEX word strings: when com-
puted against test sets (C-1, L and P), Word String
Accuracy is simply the proportion ofREFEX word
strings selected by a participating system that are
identical to the one in the corpus. When computed
against test set C-2, which has three versions of
each text, Word String Accuracy is computed as
follows: first the number of correctREFEX word
strings is computed at the text level for each of the
three versions of a text and the maximum of these
is determined; then the maximum text-level num-
bers are summed and divided by the total number
of REFs in all the texts, which gives the global
Word String Accuracy score. The rationale be-
hind computing the Word String Accuracy scores
in this way for multiple-RE test sets (maximising
scores onRE chains rather than individualREs) is
that anRE is not good or bad in its own right, but
depends on otherMSREs in the same text.

Accuracy of REG08-Type: similarly to Word
String Accuracy above, when computed against
test sets C-1, L and P,REG08-Type Accuracy is the
proportion ofREFEXs selected by a participating
system that have aREG08-TYPE value identical to
the one in the corpus. When computed against test
set C-2, first the number of correctREG08-Types is
computed at the text level for each of the three ver-
sions of a corpus text and the maximum of these
is determined; then the maximum text-level num-
bers are summed and divided by the total num-
ber ofREFs in all the texts, which gives the global
REG08-Type Accuracy score.

String-edit distance metrics: String-edit dis-
tance (SE) is straightforward Levenshtein distance
with a substitution cost of 2 and insertion/deletion
cost of 1. We also used a length-normalised ver-
sion of string-edit distance (denoted ‘norm.SE’ in
results tables below). For test sets C-1, L and P,
the global score is simply the mean of allRE-level
scores. For Test Set C-2, the global score is the
mean of the mean of the three text-level scores.

Other metrics: BLEU is a precision metric
from machine translation that assesses peer trans-
lations in terms of the proportion of wordn-grams

5For GREC-MSR’09 we updated the tool that computes all
automatic intrinsic scores and in the course of this eliminated
a character encoding issue; as a result the results for baseline
systems and corpus texts reported here are on the whole very
slightly higher than those reported forGREC-MSR’08.

(n ≤ 4 is standard) they share with several ref-
erence translations. We usedBLEU-3 rather than
the more standardBLEU-4 because mostREs in
the corpus are less than 4 tokens long. We also
used theNIST version ofBLEU which weights in
favour of less frequent n-grams. In both cases,
we assessed just theMSREs selected by peer sys-
tems (leaving out the surrounding text), and com-
puted scores globally (rather than averaging over
RE-level scores), as this is standard for these met-
rics. BLEU, andNIST are designed to work with
one or multiple reference texts, so we did not need
to use a different method for Test Set C-2.

4.2 Automatic extrinsic evaluation

As in GREC-MSR’08, we used an automatic ex-
trinsic evaluation method based on coreference
resolution performance.6 The basic idea is that it
seems likely that badly chosen reference chains af-
fect the ability to resolveREs in automatic coref-
erence resolution tools which will tend to perform
worse with poorly selectedMSR reference chains.

To counteract the possibility of results being a
function of a specific coreference resolution algo-
rithm or tool, we used two different resolvers—
those included in LingPipe7 and OpenNLP (Mor-
ton, 2005)—and averaged results.

There does not appear to be a single standard
evaluation metric in the coreference resolution
community, so we opted to use three:MUC-6
(Vilain et al., 1995),CEAF (Luo, 2005), andB-
CUBED (Bagga and Baldwin, 1998), which seem
to be the most widely accepted metrics. All three
metrics compute Recall, Precision and F-Scores
on aligned gold-standard and resolver-tool coref-
erence chains. They differ in how the alignment
is obtained and what components of coreference
chains are counted for calculating scores. Results
for the automatic extrinsic evaluations are reported
below in terms of the F-Scores from these three
metrics, as well as in terms of their mean.

4.3 Human intrinsic evaluation

The intrinsic human evaluation involved 24 ran-
domly selected items from Test Set C and outputs
for these produced by peer and basline systems as

6However, forGREC’09 we overhauled the tool; the cur-
rent version no longer uses JavaRAP, and uses the most recent
versions of the other resolvers; theGREC-MSR’08 andGREC-
MSR’09 results for this method are not entirely comparable
for this reason.

7http://alias-i.com/lingpipe/
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Figure 2: Example of text presented in human intrinsic evaluation ofGREC-MSR systems.

well as those found in the original corpus texts
(8 systems in total). We used a Repeated Latin
Squares design which ensures that each subject
sees the same number of outputs from each sys-
tem and for each test set item. There were three
8x8 squares, and a total of 576 individual judg-
ments in this evaluation (72 per system: 3 criteria
x 3 articles x 8 evaluators).

We recruited 8 native speakers of English from
among post-graduate students currently doing a
linguistics-related degree at University College
London (UCL) and University of Sussex.

Following detailed instructions, subjects did
two practice examples, followed by the 24 texts
to be evaluated, in random order. Subjects carried
out the evaluation over the internet, at a time and
place of their choosing. They were allowed to in-
terrupt and resume the experiment (though discor-
ouged from doing so). According to self-reported
timings, subjects took between 25 and 45 minutes
to complete the evaluation (not counting breaks).

Figure 2 shows what subjects saw during the
evaluation of an individual text. All references to
theMS are highlighted in yellow, and the task is to
evaluate the quality of theREs in terms of three cri-
teria which were explained in the introduction as
follows (the wording of the explanations of Crite-
ria 1 and 3 were taken from theDUC evaluations):

1. Referential Clarity: It should be easy to identify who
or what the referring expressions in the text are refer-
ring to. If a person or other entity is mentioned, it
should be clear what their role in the story is. So, a ref-
erence would be unclear if an entity is referenced, but
their identity or relation to the story remains unclear.

2. Fluency: A referring expression should ‘read well’, i.e.
it should be written in good, clear English, and the use
of titles and names etc. should seem natural. Note that
the Fluency criterion is independent of the Referential
Clarity criterion: a reference can be perfectly clear, yet
not be fluent.

3. Structure and Coherence: The text should be well
structured and well organised. The text should not just
be a heap of related information, but should build from
sentence to sentence to a coherent body of information
about a topic. This criterion too is independent of the
others.

Subjects selected evaluation scores by moving
sliders (see Figure 2) along scales ranging from 1
to 5. Slider pointers started out in the middle of
the scale (3). These were continuous scales and
we recorded scores with one decimal place (e.g.
3.2). The meaning of the numbers was explained
in terms of integer scores (1=very poor, 2=poor,
3=neither poor nor good, 4=good, 5=very good).

5 Systems

Base-rand, Base-freq, Base-1st, Base-name:
Baseline systemBase-rand selects one of the
REFEXs at random. Base-freqselects theREFEX
that is the overall most frequent given theSYNCAT
and SEMCAT of the reference. Base-1st al-
ways selects theREFEX which appears first in
the ALT-REFEX list; and Base-nameselects the
shortestREFEX with attributesREG08-TYPE=name,
HEAD=nominal andEMPHATIC=no.8

8Attributes are considered in this order. If for one at-
tribute, the right value is not found, the process ignores that
attribute and moves on the next one.
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UDel: The UDel system consists of a prepro-
cessing component performing sentence segmen-
tation and identification of non-referring occur-
rences of main subject (MS) names, anRE type
selection component (two C5.0 decision trees, one
optimised for people and mountains, the other for
the other subdomains), and a word string selec-
tion component. TheRE type selection decision
trees use the following features: is theMS the sub-
ject of the current, preceding and preceding but
one sentence; was the lastMSR in subject position;
are there interfering references to other entities be-
tween the current and the previousMSR; distance
to preceding non-referring occurrences of anMS

name; sentence and referenceIDs; other features
indicating whether the reference occurred before
and after certain words and punctuation marks.
Given a selectedRE type, the word-string selec-
tion component selects the longest non-emphatic
name for the first named reference in an article,
and the shortest for subsequent named references;
for other types, the first matching word-string is
used, backing off to pronoun or name.

ICSI-CRF: The ICSI-CRF system construes the
GREC-MSR task as a sequence labelling task and
determines the most likely current label given pre-
ceding labels using a Conditional Random Field
model trained using the follow features for the cur-
rent, preceding and preceding but oneMSR: pre-
ceding and following word unigram and bigram;
suffix of preceding and following word; preceding
and following punctuation; referenceID; is this is
the beginning of a paragraph. If more than one la-
bel remains, the last in the list of possibleREs in
theGREC-MSR data is selected.

JUNLG: The JUNLG system is based on co-
occurrence statistics betweenREF feature sets and
REFEX feature sets as found in theGREC-MSR data.
REF feature sets were augmented by a paragraph
counter and a within-paragraphREF counter. For
each given set ofREF features, the system selects
the most frequentREFEX feature set (as determined
from co-occurrence counts in the training data). If
the current set of possibleREFEXs does not include
aREFEX with the selected feature set, then the sec-
ond most likely feature set is selected. Several
hand-coded default rules override the frequency-
based selections, e.g. if the preceding word is a
conjunction, and the currentSYNCAT is np-subj,
then theREG08-Type is empty.

6 Results

This section presents the results of all evalua-
tion methods described in Section 4. We start
with Word String Accuracy, the intrinsic auto-
matic metric which participating teams were told
was going to be the chief evaluation method, fol-
lowed byREG08-Type Accuracy and other intrin-
sic automatic metrics (Section 6.2), the intrinsic
human evaluation (Section 6.3) and the extrinsic
automatic evaluation (Section 6.4).

System Word String Acc. REG08-Type Acc. Norm. Edit Dist.
ICSI-CRF 0.67 0.75 0.28
UDel 0.6357 0.7027 0.3383
JUNLG 0.532 0.62 0.421

Table 2: Self-reported evaluation scores for devel-
opment set.

6.1 Word String Accuracy

Participants computed Word String Accuracy for
the development set (97 texts) themselves, using
an evaluation tool provided by us. These scores
are shown in column 2 of Table 2, and are also
included in the participants’ reports in this vol-
ume. Corresponding results for test set C-1 are
shown in column 2 of Table 3. Surprisingly, Word
String Accuracy results on the test data are better
(than on the development data) for theUDel and
JUNLG systems. Also included in this table are re-
sults for the four baseline systems, and it is clear
that selecting the most frequent word string given
SEMCAT andSYNCAT (as done by the Base-freq sys-
tem) provides a strong baseline.

The other two parts of Table 3 contain results for
test sets L and P. As expected, results for Test Set L
are lower than for Test Set C-1, because in addition
to consisting of unseen texts (like C-1), Test Set L
is also from an unseen subdomain (unlike C-1).
The Word String Accuracy results for Test Set P
are higher than for any other set, probably for the
reasons discussed at the end of Section 3.

For each test set in Table 3 we carried out a
univariateANOVA with System as the fixed factor,
‘Number ofREFEXs in a text’ as a random factor,
and Word String Accuracy as the dependent vari-
able. We found significant main effects of Sys-
tem on Word String Accuracy atp < .001 in the
case of all three test sets (C-1:F(7,1272) = 90.058;
L: F(7,440) = 44.139; P: F(7,168) = 21.991).9

The columns containing capital letters in Table 3
9We included the corpus texts themselves in the analysis,

hence 7 degrees of freedom (8 systems).
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Test Set C-1 Test Set L Test Set P
UDel 67.68 A UDel 52.89 A UDel 77.16 A
ICSI-CRF 62.98 A JUNLG 50.80 A ICSI-CRF 72.22 A
JUNLG 61.94 A ICSI-CRF 49.20 A JUNLG 71.60 A
Base-freq 47.05 B Base-name 21.06 B Base-freq 53.09 B
Base-name 28.74 C Base-freq 20.74 B Base-name 27.78 C
Base-1st 28.26 C Base-1st 20.74 B Base-1st 27.16 C
Base-rand 18.95 D Base-rand 15.11 B Base-rand 18.52 C

Table 3: Word String Accuracy scores against Test Sets C-1, Land P; homogeneous subsets (TukeyHSD,
alpha = .05) for each test set (systems that do not share a letter are significantly different).

System
Word String Accuracy for multiple-RE Test Set C-2

All Cities Countries Rivers People Mountains
Corpus 71.58 A 65.25 69.11 76.47 80.40 66.87
UDel 70.22 A B 68.09 71.20 76.47 76.63 64.84
JUNLG 64.57 B C 54.61 51.83 73.53 71.86 65.85
ICSI-CRF 63.69 C 58.87 56.54 64.71 72.11 60.98
Base-freq 57.01 D 51.06 57.07 58.82 63.82 53.05
Base-name 40.21 E 51.06 46.07 29.41 29.90 43.90
Base-1st 39.65 E 47.52 41.88 38.24 25.63 47.97
Base-rand 26.99 F 28.37 29.32 23.53 21.61 30.28

Table 4: Word String Accuracy scores against Test Set C-2 forcomplete set and for subdomains; homo-
geneous subsets (TukeyHSD, alpha = .05) for complete set only (systems that do not sharea letter are
significantly different).

show the homogeneous subsets of systems as de-
termined by post-hoc TukeyHSD comparisons of
means. Systems whose Word String Accuracy
scores are not significantly different (at the .05
level) share a letter.

The results for Word String Accuracy com-
puted against Test Set C-2 are shown in Table 4.
These should be considered the chief results of the
GREC-MSR’09 Task evaluations, as stated in the
participants’ guidelines. Here too we performed
a univariateANOVA with System as the fixed fac-
tor, Number ofREFEXs as the random factor and
Word String Accuracy as the dependent variable.
There was a significant main effect of System
(F(7,1272) = 74.892, p < .001). We compared the
mean scores with Tukey’sHSD. As can be seen
from the resulting homogeneous subsets, there is
no significant difference between the corpus texts
(C-1) and theUDel system, but also there is no
significant difference between the latter and the
JUNLG system. In this analysis, all peer systems
outperform all baselines; the Base-freq baseline
outperforms all other baselines; and Base-name
and Base-1st outperform the random baseline.

Overall, there is a marked improvement in Word
String Accuracy compared toGREC-MSR’08
where peer systems’ scores ranged from 50.72 to
65.61.

6.2 Other automatic intrinsic metrics

In addition to the chief evaluation measure re-
ported on in the preceding section, we computed

REG08-Type Accuracy and the string similarity
metrics described in Section 4.1. The resulting
scores for Test Set C-2 are shown in Table 5 (re-
call that in Test Set C-2 corpus texts are evalu-
ated against 3 texts with human-selected alterna-
tive REs). The corpus texts again receive the best
scores across the board. Ranks for peer systems
are very similar to those reported in the last sec-
tion.

We performed a univariateANOVA with Sys-
tem as the fixed factor, Number ofREFEXs as the
random factor, andREG08-Type Accuracy as the
dependent variable. The main effect of System
wasF(7,1272) = 75.040, p < .001; the homoge-
neous subsets resulting from the TukeyHSD post-
hoc analysis are shown in columns 3–5 of Table 5.
The differences between the scores of the peer sys-
tems and the corpus texts were not found to be sig-
nificant.

6.3 Human-assessed intrinsic measures

Table 6 shows the results of the human intrinsic
evaluation. In each of the three parts of the ta-
ble (showing the results for Fluency, Clarity and
Coherence, respectively) systems are ordered in
terms of their mean scores (shown in the second
column of each part of the table). We first es-
tablished that the main effect of Evaluator was
weak (F between2.1 and2.6) on Fluency, Clar-
ity and Coherence, and only of borderline signifi-
cance (just below.05); and that the interaction be-
tween System and Evaluator was very weak and
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System
Other similarity measures for Triple-RE Test Set C-2

REG08-Type BLEU-3 NIST SE norm.SE

Corpus 79.30 A 0.77 5.60 1.04 0.34
UDel 77.71 A 0.74 5.32 1.11 0.37
JUNLG 75.40 A 0.53 4.69 1.34 0.40
ICSI-CRF 75.16 A 0.54 4.68 1.32 0.41
Base-freq 62.50 B 0.54 4.30 1.93 0.50
Base-name 51.04 C 0.46 4.76 1.80 0.63
Base-1st 50.32 C 0.39 4.42 1.93 0.63
Base-rand 48.09 C 0.26 3.02 2.30 0.72

Table 5: REG08-Type Accuracy,BLEU, NIST and string-edit scores, computed on test set C-2 (systems
in order of REG08-Type Accuracy); homogeneous subsets (TukeyHSD, alpha = .05) forREG08-Type
Accuracy only (systems that do not share a letter are significantly different).

Fluency Clarity Coherence
Corpus 4.43 A Base-name 4.62 A Corpus 4.40 A
UDel 4.27 A Corpus 4.56 A JUNLG 4.33 A
JUNLG 4.26 A JUNLG 4.50 A UDel 4.27 A B
ICSI-CRF 4.15 A B ICSI-CRF 4.45 A ICSI-CRF 4.02 A B
Base-freq 3.33 B C UDel 4.35 A Base-freq 3.96 A B
Base-name 2.84 C D Base-1st 4.27 A Base-name 3.85 A B
Base-1st 2.76 C D Base-freq 4.10 A Base-1st 3.7 A B
Base-rand 2.15 D Base-rand 3.18 B Base-rand 3.46 B

Table 6: Clarity, Fluency and Coherence scores (with homogeneous subsets) for all systems.

not significant in the case of Clarity and Coher-
ence, and borderline significant in the case of Flu-
ency. We then ran a (non-factorial) multivariate
ANOVA , with Fluency, Coherence and Clarity as
the dependent variables, and (just) System as the
fixed factor. The main effect of System was as
follows: Fluency:F(7,128) = 20.444, p < 0.001;
Clarity: F(7,128) = 5.248, p < 0.001; Coherence:
F(7,128) = 2.680, p < 0.012. The homogeneous
subsets resulting from a post-hoc Tukey analysis
are shown in the letter columns in Table 6.

The effect of System was strongest on Fluency;
here, the system ranks are also the same as for
Word String Accuracy andREG08-Type Accuracy
for Test Set C-2. This, together with the fair
amount of significant differences found, indicates
that the evaluators were able to make sense of the
Fluency criterion and that there were interesting
differences between systems under this criterion.
However, differences between the three peer sys-
tems were not significant.

For Clarity, there were no significant differ-
ences among the peer systems and non-random
baseline systems; all of these were significantly
better than the random baseline. Base-name had
the highest mean Clarity score, possibly because
always chosing the name of an entity when refer-
ring to it ensures high referential clarity.

The Coherence results are perhaps the most dif-
ficult to interpret. Both the main effect of System
on Coherence and its significance were weaker
than for Fluency and Clarity. Only two signifi-
cant pairwise differences were found: Corpus and

JUNLG were better than the random baseline. The
system ranks are roughly the same as for Fluency,
but the mean scores cover a smaller range (from
3.46 to 4.4) than in the case of either of the other
two criteria. Overall, the Coherence results proba-
bly indicate that the evaluators found it somewhat
difficult to make sense of the Coherence criterion.

Computing Pearson’sr for the three criteria
on individual (text-level) scores showed that there
were only moderate correlations between them (all
around r = 0.5) which were all significant at
α = 0.05. This gives some indication that the
evaluators were able to assess the three criteria in-
dependently from each other.

6.4 Automatic extrinsic measures

We fed the outputs of all eight systems through
the two coreference resolvers, and computed mean
MUC, CEAF andB-CUBED F-Scores as described
in Section 4.2. The second column in Table 7
shows the mean of these three F-Scores, to give
a single overall result for this evaluation method.
A univariateANOVA with mean F-Score as the de-
pendent variable and System as the fixed factor
revealed a significant main effect of System on
mean F-Score (F(7,1456) = 73.061, p < .001).
A post-hoc comparison of the means (TukeyHSD,
alpha = .05) found the significant differences in-
dicated by the homogeneous subsets in columns
3–4 (Table 7). The numbers shown in the last
three columns are the separateMUC, CEAF andB-
CUBED F-Scores for each system, averaged over
the two resolver tools.ANOVAs revealed the fol-
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lowing effects of System on the separate scoring
methods: onCEAF F(7,1456) = 43.471, p < .001;
on MUC: F(7,1456) =, p < .001; on B-CUBED:
F(7,1456) = 38.574, p < .001. All three scor-
ing methods separately and their mean yielded the
same significant differences (as shown in columns
3–4 of Table 7).

The three F-Score measures (MUC, CEAF andB-
CUBED) are all significantly correlated (p < .001,
2-tailed). However it is not a strong correlation,
with Pearson’s correlation coefficient around 0.5.

System (MUC+CEAF+B3)/3 MUC CEAF B3
Base-name 65.19 A 62.35 63.14 70.06
Base-1st 63.77 A 59.95 62.08 69.28
Base-freq 63.14 A 59.08 62.04 68.3
UDel 46.19 B 34.85 46.86 56.86
ICSI-CRF 44.47 B 31.61 45.58 56.21
JUNLG 44.19 B 31.27 45.21 56.10
Base-rand 42.99 B 30.24 43.04 55.7
Corpus 42.52 B 29.53 43.57 54.47

Table 7: MUC, CEAF and B-CUBED F-Scores for
all systems; homogeneous subsets (TukeyHSD),
alpha = .05, for mean of F-Scores.

6.5 Correlations

When assessed on the system-level scores and us-
ing Pearson’sr, all evaluation methods above were
strongly and significantly correlated with each
other (at the 0.01 level, 2-tailed), with the fol-
lowing exceptions. Clarity was not significantly
correlated withany of the other methods except
NIST (r = .902, p < .01); apart from this,NIST

was only correlated with Word String Accuracy on
test set C-2, with non-normalised string-edit dis-
tance, Fluency and Coherence, moreover all at the
weaker0.05 level. Finally, the extrinsic method
was not correlated with any of the intrinsic meth-
ods (and in fact showed signs of being negatively
correlated with all of them except Clarity).

7 Concluding Remarks

The GREC-MSR Task is still a relatively new task
not only for anNLG shared-task challenge, but also
as a research task in general (post-processing ex-
tractive summaries in order to improve their qual-
ity seems to be just taking off as a research sub-
field). There was substantial interest in theGREC-
MSR Task this year (as indicated by the nine teams
that originally registered). However, only three
teams were ultimately able to participate.

We continued the traditions of previousNLG

shared tasks in that we used a wide range of eval-
uation metrics to obtain a well-rounded view of

the quality of the participating systems. This in-
cluded intrinsic human evaluations for the first
time. However, we decided against an extrinsic
human evaluation this year, given time constraints
as well as the fact that this evaluation type yielded
barely any significant results last year.

Overall, there was an improvement in system
performance compared to last year, to the point
where the performance of the top system was
barely distinguishable from the human topline.
We are not currently planning to run theGREC-
MSR task again next year.
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Abstract

The GREC-NEG Task at Generation Chal-
lenges 2009 required participating sys-
tems to select coreference chains for all
people entities mentioned in short en-
cyclopaedic texts about people collected
from Wikipedia. Three teams submitted
six systems in total, and we additionally
created four baseline systems. Systems
were tested automatically using a range of
existing intrinsic metrics. We also eval-
uated systems extrinsically by applying
coreference resolution tools to the outputs
and measuring the success of the tools.
In addition, systems were tested in an in-
trinsic evaluation involving human judges.
This report describes theGREC-NEG Task
and the evaluation methods applied, gives
brief descriptions of the participating sys-
tems, and presents the evaluation results.

1 Introduction

The GREC-NEG task is about how to generate ap-
propriate references to people entities in the con-
text of a piece of discourse longer than a sentence.
Rather than requiring participants to generate re-
ferring expressions (REs) from scratch, theGREC-
NEG data provides sets of possibleREs for selec-
tion. This was the first time we ran a shared task
using this data.GREC-NEG is a step further from
the relatedGREC-MSR Task in that it requires sys-
tems to generate plural as well as singular refer-
ences, for all people entities mentioned in a text
(GREC-MSR in contrast only had singular refer-
ences to a single entity). Moreover inGREC-NEG,
possibleREs for each entity are provided as one set
for each entity (rather than one set for each con-
text), so the task of selecting an appropriateRE

for a given context is harder than inGREC-MSR.
The main aim for participating systems inGREC-
NEG’09 was to select an appropriatetype of RE

(name, common noun, pronoun, or empty refer-
ence).

The immediatemotivating application context
for theGRECTasks is the improvement of referen-
tial clarity and coherence in extractive summaries
and multiply edited texts (such as Wikipedia arti-
cles) by regeneratingREs contained in them.

Themotivating theoretical interestfor theGREC

Tasks is to discover what kind of information is
useful in the input when making decisions about
different properties of referring expressions when
such expressions are being generated in context
(this is in contrast to most traditional referring ex-
pression generation work inNLG which views the
REG task as context-independent).

The GREC-NEG data is derived from the
newly createdGREC-People corpus which con-
sists of 1,000 annotated introduction sections from
Wikipedia articles in the category People.

Nine teams from seven countries registered for
the GREC-NEG’09 Task, of which three teams ul-
timately submitted six systems in total (see Ta-
ble 1). We also used the corpus texts themselves
as ‘system’ outputs, and created four baseline sys-
tems. We evaluated the resulting 11 systems using
a range of intrinsic and extrinsic evaluation meth-
ods. This report presents the results of all evalu-
ations (Section 6), along with descriptions of the
GREC-NEG data (Sections 2) and task (Section 3),
the test sets and evaluation methods (Section 4),
and the participating systems (Section 5).

Team System name(s)
Univ. Delaware UDel-NEG-1, UDel-NEG-2, UDel-NEG-3
ICSI, Berkeley ICSI-CRF

Univ. Wolverhampton WLV-STAND, WLV-BIAS

Table 1:GREC-NEG’09 teams and systems.

2 GREC-NEG Data

The GREC-NEG data is derived from the newly
created GREC-People corpus which consists
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of 1,000 annotated introduction sections from
Wikipedia articles in the category People. An in-
troduction section was defined as the textual con-
tent of a Wikipedia article from the title up to
(and excluding) the first section heading, the ta-
ble of contents or the end of the text, whichever
comes sooner. Each text belongs to one of three
subcategories: inventors, chefs and early music
composers. For the purposes of theGREC-NEG’09
competition, theGREC-People corpus was divided
into training, development and test data. The num-
ber of texts in the 3 data sets and 3 subdomains are
as follows:

All Inventors Chefs Composers
Total 1,000 307 306 387
Training 809 249 248 312
Development 91 28 28 35
Test 100 31 30 39

In these texts we have annotated mentions of peo-
ple by marking up the word strings that function as
referential expressions (REs) and annotating them
with coreference information as well as syntactic
and semantic features. The subject of each text is a
person, so there is at least one coreference chain in
each text. The numbers of coreference chains (en-
tities) in the 900 texts in the training/development
sets are as shown in Table 2. The texts vary greatly
in length, from 13 words to 935, with an average
of 128.98 words.

2.1 Annotation of REs in GREC-People

This section describes the different types of re-
ferring expression (RE) that we annotated in the
GREC-People corpus. These manual annotations
were then automatically checked and converted to
the XML format described in Section 2.2 (which
encodes slightly less information, as explained be-
low). In terminology and the treatment of syntax
used in the annotation scheme and discussion of it
in this report we rely heavily onThe Cambridge
Grammar of the English Languageby Huddleston
and Pullum which we will refer to asCGEL for
short below (Huddleston and Pullum, 2002).

In the example sentences below, (unbroken) un-
derlines are used for referential expressions (REs)
that are an example of the specific type ofRE they
are intended to illustrate, whereas dashed under-
lines are used for other annotatedREs. Corefer-
ence betweenREs is indicated by subscriptsi, j, ...
immediately to the right of an underline (their
scope is one example sentence, i.e. ani in one ex-
ample sentence does not represent the same en-

tity as ani in another example sentence). Square
brackets indicate supplements. The syntactic com-
ponent relativised by a relative pronoun is indi-
cated by vertical bars. Supplements and their an-
chors (in the case of appositive supplements), and
relative clauses and the component they relativise
(in the case of relative-clause supplements) are co-
indexed by superscriptx, y, .... Dependents inte-
grated in anRE are indicated by curly brackets.
Supplements and dependents are highlighted in
bold where they specifically are being discussed.

In the XML format of the annotations, the be-
ginning and end of a reference is indicated by
<REF><REFEX>... </REFEX></REF> tags, and
other properties discussed in the following sec-
tions (e.g. syntactic category) are encoded as at-
tributes on these tags (for details see Section 2.2).
For GREC-NEG’09 we decided not to transfer the
annotations of integrated dependents and relative
clauses to theXML format. Such dependents
are included within<REFEX>...</REFEX> annota-
tions where appropriate, but without being marked
up as separate constituents.

2.1.1 Syntactic Category and Function

This section describes the types ofREs we annoted
in theGREC-People Corpus.

I Subject NPs: referring subjectNPs, including
pronouns and special cases ofVP coordination:

1. Hei was born in Ramsay township, near Almonte, On-
tario, Canada, the eldest son of|Scottishimmigrants,
{JohnNaismithandMargaretYoung} |x

j,k
[who

j,k
had

arrived in the area in 1851 and
j,k

worked in the
mining industry]x.

2. The Banu Musa brothers
i,j,k

were three 9th century
Persian scholars, of Baghdad, active in the House of
Wisdom.

Ia Subjects of gerund-participials:

1. His
i

research on hearing and speech eventually culmi-
nated in Bell

i
being awarded the first U.S. patent for

the invention of the telephone in 1876.

2. Fessendeni used the alternator-transmitter to send out
a short program from Brant Rock, which included hisi

playing the song O Holy Night on the violin andi

reading a passage from the Bible.

II Object NPs: referring NPs including pro-
nouns that function as direct or indirect objects of
VPs and prepositional phrases; e.g.:

1. Many of the alpinists arrested with Vitaly Abalakov
i

were executed.

2. Hei entrusted them
j,k,l

to Ishaq bin Ibrahim
al-Mus’abix

m
, [a former governor of Baghdad]x

m
.
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Entities 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Texts 437 192 80 63 38 31 16 18 4 7 9 1 1 0 0 0 0 0 0 1 1 0 1

Table 2: Numbers of person entities (hence coreference chains) in texts in the training/development data,
e.g. there are 38 texts which mention exactly 5 person entities.

IIa Reflexive pronouns:
1. Smith

i
called himself

i
the “Komikal Konjurer”.

III Subject-determiner genitives: genitiveNPs
(including genitive forms of pronouns) that func-
tion as subject-determiners, i.e. syntactic compo-
nents that “combine the function of determiner,
marking theNP as definite, with that of comple-
ment (more specifically subject).” (CGEL, p. 56):

1. They
i,j,k

shared the 1956 Nobel Prize in Physics for
their

i,j,k
invention.

2. On the eve of his
i

death in 1605, the Mughal em-
pire spanned almost 500 million acres (doubling dur-
ing Akbar’s

i
reign).

Note that this category excludes lexicalised cases,
e.g.the so-called “Newton’s method”.

IIIa REs in composite nominals: this is the
only type of RE we have annotated that is not an
NP, but a nominal. This type functions as inte-
grated attributive complement, e.g.:

1. The Eichengrün
i

version was ignored by historians ...

2. The new act was a great success, largely despite the
various thingsBlackton

i
and Smith

j
were doing be-

tween the Edison
k

films.

Note that this category too excludes lexicalised
cases, e.g.the Nobel Prizes; the Gatling gun.

2.1.2 Annotation of supplements

We have annotated two kinds of supplements in
theGREC-People corpus,supplementary relative
clauses(CGEL, p. 1058), andappositive supple-
ments. The former is not transferred to theXML

annotation, for more information see (Belz, 2009).
The following examples illustrate annotation of

appositive supplements (which are in bold):

1. John W. Campbell, Jr.x

i

[the editor of Astounding magazine
i
]x.

2. wasthe eldest of the six children of Thomas Aspdinx

i
,

[a bricklayer living in the Hunslet district of Leeds
i
]x

In the XML version, anchor and supple-
ment are simply annotated as two (or occasion-
ally three) independent, usually adjacentREs
(REFEXs); the syntactic function of the second
(and third)RE is marked as appositive supplement
(SYNFUNC="app-supp").

2.1.3 Further aspects of the annotation

As can be seen from some of the examples above,
we annotated allembedded references. The
maximum depth of embedding that occurs in the
GREC-People corpus is 3.

We annotated allplural REs that refer to groups
of people where the number of group members is
known. For an explanation of our treatment of
REs that are coordinations ofNPs, see theGREC-
NEG’09 documentation (Belz, 2009).

We have annotated all mentions of individual
person entities even if they are not actually named
anywhere in the text, and including cases of both
definite and indefinite references, e.g.:

1. The resolution’s sponsor
i

described it as ...

2. ... with the help of Robert Cailliauj and
a {young} student staff{at CERN}

k
.

2.2 XML Annotation

Figure 1 shows one of theXML -annotated texts
from the GREC-NEG data. Each such text con-
sists of two initial lines ofXML declarations fol-
lowed by aGREC-ITEM. A GREC-ITEM consists of a
TEXT element followed by anALT-REFEX element.
A TEXT has one attribute (anID unique within the
corpus), and is composed of oneTITLE followed
by any number ofPARAGRAPHs. A TITLE is just a
string of characters. APARAGRAPH is any combi-
nation of character strings andREF elements.

The REF element indicates a reference, in the
sense of ‘an instance of referring’ (which could,
in principle, be realised by gesture or graphically,
as well as by a string of words, or a combination of
these). AREF is composed of oneREFEX element
(the ‘selected’ referential expression for the given
reference; in the corpus texts it is the referential
expression found in the corpus).

The attributes of theREF element areENTITY
(entity identifier), MENTION (mention identifier),
SEMCAT (semantic category),SYNCAT (syntactic
category), andSYNFUNC (syntactic function). For
full details and ranges of values see (Belz, 2009).
ENTITY andMENTION together constitute a unique
identifier for a reference within a text; together
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<?xml version="1.0" encoding="utf-8"?>
<!DOCTYPE GREC-ITEM SYSTEM "genchal09-grec.dtd">
<GREC-ITEM>
<TEXT ID="15">
<TITLE>Alexander Fleming</TITLE>

<PARAGRAPH> <REF ENTITY="0" MENTION="1" SEMCAT="person" SYNCAT="np" SYNFUNC="subj">
<REFEX ENTITY="0" REG08-TYPE="name" CASE="plain">Sir Alexander Fleming</REFEX>

</REF> (6 August 1881 - 11 March 1955) was a Scottish biologist and pharmacologist.
<REF ENTITY="0" MENTION="2" SEMCAT="person" SYNCAT="np" SYNFUNC="subj">

<REFEX ENTITY="0" REG08-TYPE="name" CASE="plain">Fleming</REFEX>
</REF> published many articles on bacteriology, immunology, and chemotherapy.
<REF ENTITY="0" MENTION="3" SEMCAT="person" SYNCAT="np" SYNFUNC="subj-det">

<REFEX ENTITY="0" REG08-TYPE="pronoun" CASE="genitive">his</REFEX>
</REF> best-known achievements are the discovery of the enzyme lysozyme in 1922 and the discovery
of the antibiotic substance penicillin from the fungus Penicillium notatum in 1928, for which
<REF ENTITY="0" MENTION="4" SEMCAT="person" SYNCAT="np" SYNFUNC="subj">

<REFEX ENTITY="0" REG08-TYPE="pronoun" CASE="nominative">he</REFEX>
</REF> shared the Nobel Prize in Physiology or Medicine in 1945 with
<REF ENTITY="1" MENTION="1" SEMCAT="person" SYNCAT="np" SYNFUNC="obj">

<REFEX ENTITY="1" REG08-TYPE="name" CASE="plain">Florey</REFEX>
</REF> and
<REF ENTITY="2" MENTION="1" SEMCAT="person" SYNCAT="np" SYNFUNC="obj">

<REFEX ENTITY="2" REG08-TYPE="name" CASE="plain">Chain</REFEX>
</REF>.</PARAGRAPH>
</TEXT>

<ALT-REFEX>
<REFEX ENTITY="0" REG08-TYPE="empty" CASE="no_case">_</REFEX>
<REFEX ENTITY="0" REG08-TYPE="name" CASE="genitive">Fleming’s</REFEX>
<REFEX ENTITY="0" REG08-TYPE="name" CASE="genitive">Sir Alexander Fleming’s</REFEX>
<REFEX ENTITY="0" REG08-TYPE="name" CASE="plain">Fleming</REFEX>
<REFEX ENTITY="0" REG08-TYPE="name" CASE="plain">Sir Alexander Fleming</REFEX>
<REFEX ENTITY="0" REG08-TYPE="pronoun" CASE="accusative">him</REFEX>
<REFEX ENTITY="0" REG08-TYPE="pronoun" CASE="genitive">his</REFEX>
<REFEX ENTITY="0" REG08-TYPE="pronoun" CASE="nominative">he</REFEX>
<REFEX ENTITY="0" REG08-TYPE="pronoun" CASE="nominative">who</REFEX>
<REFEX ENTITY="1" REG08-TYPE="empty" CASE="no_case">_</REFEX>
<REFEX ENTITY="1" REG08-TYPE="name" CASE="genitive">Florey’s</REFEX>
<REFEX ENTITY="1" REG08-TYPE="name" CASE="plain">Florey</REFEX>
<REFEX ENTITY="1" REG08-TYPE="pronoun" CASE="accusative">him</REFEX>
<REFEX ENTITY="1" REG08-TYPE="pronoun" CASE="genitive">his</REFEX>
<REFEX ENTITY="1" REG08-TYPE="pronoun" CASE="nominative">he</REFEX>
<REFEX ENTITY="1" REG08-TYPE="pronoun" CASE="nominative">who</REFEX>
<REFEX ENTITY="2" REG08-TYPE="empty" CASE="no_case">_</REFEX>
<REFEX ENTITY="2" REG08-TYPE="name" CASE="genitive">Chain’s</REFEX>
<REFEX ENTITY="2" REG08-TYPE="name" CASE="plain">Chain</REFEX>
<REFEX ENTITY="2" REG08-TYPE="pronoun" CASE="accusative">him</REFEX>
<REFEX ENTITY="2" REG08-TYPE="pronoun" CASE="genitive">his</REFEX>
<REFEX ENTITY="2" REG08-TYPE="pronoun" CASE="nominative">he</REFEX>
<REFEX ENTITY="2" REG08-TYPE="pronoun" CASE="nominative">who</REFEX>

</ALT-REFEX>
</GREC-ITEM>

Figure 1: ExampleXML -annotated text from theGREC-NEG’09 data.

with the TEXT ID, they constitute a unique iden-
tifier for a reference within the entire corpus.

A REFEX element indicates a referential expres-
sion (a word string that can be used to refer to an
entity). The attributes of theREFEX element are
REG08-TYPE (name, common, pronoun, empty), and
CASE (nominative, accusative, etc.).

We allow arbitrary-depth embedding of refer-
ences. This means that aREFEX element may have
REF element(s) embedded in it. See also next but
one paragraph for embedding inREFEX elements
that are contained inALT-REFEX lists.

The second (and last) component of a
GREC-ITEM is an ALT-REFEX element which
is a list ofREFEX elements. For theGREC-NEG’09
Task, these were obtained by collecting the set of
all REFEXs that are in the text, and adding several
defaults including pronouns and other cases (e.g.
genitive) ofREs already in the list.

REF elements that are embedded inREFEX ele-
ments contained in anALT-REFEX list have an un-
specifiedMENTION id (the ‘?’ value). Furthermore,
suchREF elements have had their enclosedREFEX

removed. For example:
<ALT-REFEX>
...
<REFEX ENTITY="2" REG08-TYPE="common" CASE="plain">

a friend of <REF ENTITY="1" MENTION="?" SEMCAT=
"person" SYNCAT="np" SYNFUNC="obj"></REF></REFEX>

...
</ALT-REFEX>

3 The GREC-NEG Task

The test data inputs were identical to the train-
ing/development data (Figure 1), except thatREF

elements in the test data do not contain aREFEX

element, i.e. they are ‘empty’. The task for par-
ticipating systems is to select oneREFEX from the
ALT-REFEX list for eachREF in eachTEXT in the
test sets. If the selectedREFEX contains an em-
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beddedREF then participating systems also need
to select aREFEX for this embeddedREF and to set
the value of itsMENTION attribute. The same ap-
plies to all further embeddedREFEXs, at any depth
of embedding.

4 Evaluation Procedures

TheGREC-NEG data set was divided into training,
development and test data. We performed eval-
uations on the test data, using a range of different
evaluation methods, including intrinsic and extrin-
sic, automatically assessed and human-evaluated,
as described in the following sections.

Participants computed evaluation scores on the
development set, using thegeval-2.0.plcode
provided by us which computes Word String Ac-
curacy,REG’08-Type Recall and Precision, string-
edit distance andBLEU.

4.1 Test sets

We created two versions of the test data for the
GREC-NEG Task:

1. GREC-NEG Test Set 1a: randomly selected 10% subset
(100 texts) of theGREC-People corpus (with the same
proportion of texts in the 3 subdomains as in the train-
ing/development data).

2. GREC-NEG Test Set 1b: the same subset of texts as in
(1a); for this set we did not use theREs in the corpus,
but replaced each of them with human-selected alterna-
tives obtained in an online experiment as described in
(Belz and Varges, 2007); this test set therefore contains
three versions of each text where all theREFEXs in a
given version were selected by one ‘author’.

Test Set 1a has a single version of each text, and
the scoring metrics below that are based on count-
ing matches (Word String Accuracy counts match-
ing word strings, REG08-Type Recall/Precision
count matching REG08-Type attribute values)
simply count the number of matches a system
achieves against that single text.

Test Set 1b, however, has three versions of each
text, so the match-based metrics first calculate the
number of matches for each of the three versions
and then use (just) the highest number of matches.

4.2 Automatic intrinsic evaluations

The chief humanlikeness measures we computed
were REG08-Type Recall and Precision.REG08-
Type Precision is defined as the proportion of
REFEXs selected by a participating system which
match the referenceREFEXs (where match counts

are obtained as explained in the preceding sec-
tion). REG08-Type Recall is defined as the propor-
tion of referenceREFEXs for which a participating
system has produced a match.

The reason why we useREG08-Type Recall and
Precision forGREC-NEG rather thanREG08-Type
Accuracy as inGREC-MSR is that in GREC-NEG

(unlike in GREC-MSR) there may be a different
number ofREFEXs in system outputs and the ref-
erence texts in the test set (because there are em-
bedded references inGREC-People, and systems
may selectREFEXs with or without embedded ref-
erences for any givenREF).

We also computed String Accuracy, defined as
the proportion of word strings selected by a par-
ticipating system that match those in the reference
texts. This was computed on complete, ‘flattened’
word strings contained in the outermostREFEX i.e.
embeddedREFEXword strings were not considered
separately.

We also computedBLEU-3, NIST, string-edit
distance and length-normalised string-edit dis-
tance, all on word strings defined as for String Ac-
curacy. BLEU andNIST are designed for multiple
output versions, and for the string-edit metrics we
computed the mean of means over the three text-
level scores (computed against the three versions
of a text). For details, seeGREC-MSR report in
this volume.

4.3 Human-assessed intrinsic evaluations

Given that the motivating application context for
the GREC-NEG Task is improving referential clar-
ity and coherence in multiply edited texts, we
designed the human-assessed intrinsic evaluation
as a preference-judgment test where subjects ex-
pressed their preference, in terms of two criteria,
for either the original Wikipedia text or the version
of it with system-generated referring expressions
in it. The intrinsic human evaluation involved out-
puts for 30 randomly selected items from the test
set from 5 of the 6 participating systems,1 the four
baselines and the original corpus texts (10 systems
in total). We used a Repeated Latin Squares de-
sign which ensures that each subject sees the same
number of outputs from each system and for each
test set item. There were three 10x10 squares, and
a total of 600 individual judgments in this evalu-
ation (60 per system: 2 criteria x 3 articles x 10

1We left outUDel-NEG-1 given our limited resources and
the fact that this is a kind of baseline system.
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Figure 2: Example of text pair presented in human intrinsic evaluation ofGREC-NEG systems.

evaluators). We recruited 10 native speakers of
English from among students currently complet-
ing a linguistics-related degree at Kings College
London and University College London.

Following detailed instructions, subjects did
two practice examples, followed by the 30 texts
to be evaluated, in random order. Subjects car-
ried out the evaluation over the internet, at a time
and place of their choosing. They were allowed to
interrupt and resume the experiment (though dis-
couraged from doing so).

Figure 2 shows what subjects saw during the
evaluation of an individual text pair. The place
(left/right) of the original Wikipedia article was
randomly determined for each individual evalua-
tion of a text pair. People references are high-
lighted in yellow/orange, those that are identical
in both texts are yellow, those that are different
are orange. The evaluator’s task is to express their
preference in terms of each quality criterion by
moving the slider pointers. Moving the slider to
the left means expressing a preference for the text
on the left, moving it to the right means preferring
the text on the right; the further to the left/right the
slider is moved, the stronger the preference. The
two criteria were explained in the introduction as
follows (the wording of the first is fromDUC):

1. Referential Clarity : It should be easy to identify who

the referring expressions are referring to. If a person
is mentioned, it should be clear what their role in the
story is. So, a reference would be unclear if a person
is referenced, but their identity or relation to the story
remains unclear.

2. Fluency: A referring expression should ‘read well’,
i.e. it should be written in good, clear English, and the
use of titles and names should seem natural. Note that
the Fluency criterion is independent of the Referential
Clarity criterion: a reference can be perfectly clear, yet
not be fluent.

It was not evident to the evaluators that slid-
ers were associated with numerical values. Slider
pointers started out in the middle of the scale (no
preference). The values associated with the points
on the slider ranged from -10.0 to +10.0.

4.4 Extrinsic automatic evaluation

An evaluation we piloted inREG’08 was an auto-
matic approach to extrinsic evaluation (for a more
detailed description, see theGREC-MSR results re-
port elsewhere in this volume). The basic premise
is that poorly chosen reference chains seem likely
to affect the reader’s ability to resolveREs. In our
automatic extrinsic method, the role of the reader
is played by an automatic coreference resolution
tool and the expectation is that the tool performs
worse (is less able to identify coreference chains)
with more poorly chosen referential expressions.
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To counteract the possibility of results being a
function of a specific coreference resolution algo-
rithm or tool, we used two different resolvers—
those included in LingPipe2 and OpenNLP (Mor-
ton, 2005)—and averaged results. For the same
reason we used three different performance mea-
sures: MUC-6 (Vilain et al., 1995),CEAF (Luo,
2005), andB-CUBED (Bagga and Baldwin, 1998).

5 Systems

Base-rand, Base-freq, Base-1st, Base-name:
We created four baseline systems each with a
different way of selecting aREFEX from those
REFEXs in the ALT-REFEX list that have match-
ing entity IDs. Base-randselects aREFEX at ran-
dom. Base-1stselects the firstREFEX. Base-freq
selects the firstREFEX with a REG08-TYPE that
is the overall most frequent (as determined from
the training/development data) given theSYNCAT,
SYNFUNC and SEMCAT of the reference. Base-
name selects the shortestREFEX with attribute
REG08-TYPE=name.

UDel: The UDel-NEG-1 system is identical to
the UDel system that was submitted to theGREC-
MSR Task (for a description of that system see
GREC-MSR’09 results report in this volume), ex-
cept that it was adapted to the different data for-
mat of GREC-NEG. UDel-NEG-2 is identical to
UDel-NEG-1 except that it was retrained onGREC-
NEG data and the feature set was extended by en-
tity and mentionIDs. UDel-NEG-3 additionally
utilised improved identification of other entities.

ICSI-CRF: The ICSI-CRF system construes the
GREC-MSR task as a sequence labelling task and
determines the most likely current class label
given preceding labels using a Conditional Ran-
dom Field model trained using the follow features
for the current reference, the most recent preced-
ing reference, and the most recent reference to the
same entity: preceding and following word uni-
gram and bigram; suffix of preceding and follow-
ing word; preceding and following punctuation;
referenceID; and whether this is the beginning of
a paragraph. If more than one class label remains,
the last in the list of possibleREs in theGREC-MSR

data is selected.

WLV: The WLV systems start with sentence
splitting andPOS tagging. WLV-STAND then em-

2http://alias-i.com/lingpipe/

ploys a J48 decision tree classifier to obtain a prob-
ability for eachREF/REFEX pair that it is a good
pair in the current context. The context is repre-
sented by the following set of features. Features
of the REFEX word string: is it the longest of the
possibleREFEXs; number of words; allREFEX fea-
tures supplied inGREC-NEG data. Features of the
REF: is it part of the first chain in the text; is it the
first mention of the entity; is it at the beginning of
the sentence; allREF features supplied inGREC-
NEG data. Other features: do the preceding words
match “, but”, “and then” and similar phrases; dis-
tance in sentences to last mention;REG08-Type
selected for the two precedingREFs; POS tags of
4 words before and 3 words after; correlation be-
tweenSYNFUNC andCASE values; size of the chain.

WLV-BIAS is the same except that it is retrained
on reweighted training instances. The reweighting
scheme assigns a cost of 3 to false negatives and 1
to false positives.

6 Results

This section presents the results of all the evalua-
tion methods described in Section 4. We start with
REG08-Type Precision and Recall, the intrinsic au-
tomatic metrics which participating teams were
told was going to be the chief evaluation method,
followed by Word String Accuracy and other in-
trinsic automatic metrics (Section 6.2), the intrin-
sic human evaluation (Section 6.3) and the extrin-
sic automatic evaluation (Section 6.4).

System
REG08-Type

WS Acc. Norm. SE
Recall Precision

ICSI-CRF 83.05 83.05 0.786 0.197
WLV-BIAS 77.61 80.26 0.735 0.239
UDelNEG-3 75.27 75.27 0.333 0.636
UDelNEG-2 74.95 74.95 0.323 0.646
UDelNEG-1 68.87 68.87 0.315 0.658
WLV-STAND 66.20 68.46 0.626 0.351

Table 5: Self-reported evaluation scores for devel-
opment set.

6.1 REG08-Type Precision and Recall

Participants computed scores for the development
set (91 texts) themselves, using the geval evalua-
tion tool provided by us. These scores are shown
in Table 5, and are also included in the partici-
pants’ reports elsewhere in this volume.3

REG08-Type Recall and Precision results for
Test Set 1a are shown in column 2 of Table 3.
As would be expected, results on the test data are

3ICSI-CRFscores obtained directly fromISCI team.
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System
REG08-Type Precision and Recall Scores against Corpus (Test Set 1a)

All Chefs Composers Inventors
Precision Recall R P R P R P

ICSI-CRF 79.12 A 76.92 A 70.01 73.54 78.11 80.18 80.05 81.86
WLV-BIAS 73.77 B 72.70 A 69.82 71.52 73.53 74.38 73.65 74.56
WLV-STAND 64.49 C 63.55 B 58.28 59.70 65.38 66.14 64.78 65.59
Base-freq 61.52 C 59.6 B 49.41 51.86 63.95 65.74 60.59 62.12
UDel-NEG-2 53.21 D 51.14 C 44.38 47.17 50.50 52.22 57.88 59.80
UDel-NEG-3 52.49 D 50.45 C 43.49 46.23 49.79 51.48 57.39 59.29
UDel-NEG-1 50.47 D 48.51 C 42.90 45.60 47.78 49.41 54.43 56.23
Base-rand 43.32 E 42.00 D 38.76 40.43 41.77 43.00 45.07 46.21
Base-name 40.60 E 39.09 D 44 97 47.80 39.06 40.32 34.24 35.28
Base-1st 10.99 F 10.81 E 12.43 12.73 9.30 9.43 12.07 12.22

Table 3:REG08-Type Precision and Recall scores against corpus versionof Test Set for complete set and
for subdomains; homogeneous subsets (TukeyHSD, alpha = .05) for complete set only.

System
REG08-Type Precision and Recall Scores against human topline (Test Set 1b)

All Chefs Composers Inventors
Precision Recall R P R P R P

Corpus 82.67 A 84.01 A 84.24 82.25 84.47 83.26 83.04 82.02
ICSI-CRF 79.33 A B 78.38 B 76.36 77.54 78.81 79.74 79.30 80.10
WLV-BIAS 77.78 B 77.78 B 77.58 77.58 77.86 77.86 77.81 77.81
WLV-STAND 67.51 C 67.51 C 65.76 65.76 68.60 68.60 67.08 67.08
Base-freq 65.38 C 64.37 C 58.48 59.94 68.07 68.97 62.84 63.64
UDel-NEG-2 57.39 D 56.06 D 55.15 57.23 54.86 55.92 58.85 60.05
UDel-NEG-3 57.25 D 55.92 D 55.76 57.86 54.57 55.62 58.35 59.54
Base-name 55.22 D 54.01 D 54.24 56.29 57.04 58.05 48.63 49.49
UDel-NEG-1 53.57 D 52.32 D E 51.21 53.14 50.80 51.78 55.86 57.00
Base-rand 48.46 E 47.75 E 47.88 48.77 46.44 47.13 49.88 50.51
Base-1st 12.54 F 12.54 F 13.94 13.94 10.45 10.45 14.96 14.96

Table 4:REG08-Type Recall and Precision scores against human topline version of Test Set for complete
set and for subdomains; homogeneous subsets (TukeyHSD, alpha = .05) for complete set only.

somewhat worse (than on the development data).
Also included in this table are results for the 4
baseline systems, and it is clear that selecting the
most frequentRE type givenSEMCAT, SYNFUNC and
SYNCAT (as done by the Base-freq system) pro-
vides a strong baseline forRE type selection.

The last 6 columns in Table 3 contain Recall (R)
and Precision (P) results for the three subdomains.
For most of the systems results are slightly better
for Inventors than for Composers, and better for
Composers than for Chefs. A contributing factor
to this may be the fact that texts in Chefs tend to
be much more colloquial. Base-1st has by far the
worst results; this is because it selects the empty
reference in almost all cases (becauseALT-REFEX

lists are sorted and if a list contains an empty ref-
erence it will end up at the beginning).

We carried out univariateANOVAs with Sys-
tem as the fixed factor, and ‘Number ofREFEXs
in a text’ as a random factor, andREG08-Type Re-
call as the dependent variable in oneANOVA , and
REG08-Type Precision in the other. The result for
Recall wasF(10,704) = 81.547, p < 0.001.4 The
result for Precision wasF(10,722) = 79.359, p <

0.001. The columns containing capital letters in
Table 3 show the homogeneous subsets of systems

4We included the corpus texts themselves in the analysis,
hence 10 degrees of freedom (11 systems).

as determined by a post-hoc TukeyHSD analysis.
Systems whose scores are not significantly differ-
ent (at the .05 level) share a letter.

Table 4 shows analogous results computed
against Test Set 1b (which has three versions of
each text). These should be considered as the
chief results of theGREC-NEG’09 Task evalua-
tions, as stated in the participants’ guidelines. Ta-
ble 4 includes results for the corpus texts, com-
puted (as are results for the system outputs in Ta-
ble 4) against the three versions of each text in Test
Set 1b. We performed univariateANOVAs with
System as the fixed factor, Number ofREFEXs as
a random factor, and Recall as the dependent vari-
able in one, and Precision in the other. The result
for Recall wasF(10,724) = 72.528, p < .001),
and for PrecisionF(10,722) = 75.476, p < .001.
For both cases, we compared the mean scores with
Tukey’s HSD. As can be seen from the resulting
homogeneous subsets (letter columns in Table 4),
system ranks are the same for Precision and for
Recall. In terms of Precision, the difference be-
tween the corpus texts and theICSI-CRF system
was not significant.

6.2 Other automatic intrinsic metrics

In addition to the chief evaluation measure re-
ported on in the preceding section, we computed
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System
String similarity against Corpus (Test Set 1a)

Word String Accuracy
BLEU-3 NIST SE norm.SE

All Chefs Composers Inventors
ICSI-CRF 74.84 A 68.24 76.63 77.10 0.75 5.78 0.70 0.23
WLV-BIAS 68.57 B 66.35 69.08 69.47 0.76 5.62 0.82 0.29
WLV-STAND 59.55 C 54.72 61.24 60.56 0.73 5.34 1.01 0.39
Base-name 28.48 D 35.53 27.51 24.43 0.5 4.09 1.80 0.67
UDel-NEG-1 16.58 E 20.13 15.09 16.28 0.43 2.47 2.1 0.82
UDel-NEG-2 16.44 E 19.81 14.79 16.54 0.45 2.37 2.08 0.83
UDel-NEG-3 16.37 E 19.18 15.09 16.28 0.45 2.41 2.08 0.83
Base-rand 8.22 F 8.49 7.10 9.92 0.17 0.9 2.43 0.89
Base-1st 7.28 F 7.23 6.36 8.91 0.16 0.98 2.54 0.90
Base-freq 2.52 G 4.40 2.37 1.27 0.31 1.91 2.34 0.90

Table 6: Word String Accuracy,BLEU, NIST, and string-edit scores, computed on Test Set 1a (systems
in order of Word String Accuracy); homogeneous subsets (Tukey HSD, alpha = .05) for String Accuracy
only.

System
String similarity against human topline (Test Set 1b)

Word String Accuracy
BLEU-3 NIST SE norm.SE

All Chefs Composers Inventors
Corpus 81.90 A 83.33 82.25 80.15 0.95 7.15 0.71 0.25
ICSI-CRF 74.55 B 71.70 75.15 75.83 0.86 6.35 0.92 0.31
WLV-BIAS 69.07 C 69.50 68.49 69.72 0.88 6.17 1.03 0.36
WLV-STAND 59.70 D 58.18 60.36 59.80 0.84 5.81 1.21 0.45
Base-name 37.27 E 42.14 36.83 34.10 0.65 5.57 1.73 0.63
UDel-NEG-1 19.25 F 22.96 17.60 19.08 0.51 2.62 2.17 0.82
UDel-NEG-2 18.96 F 22.96 17.31 18.58 0.53 2.42 2.15 0.83
UDel-NEG-3 18.89 F 22.64 17.75 17.81 0.53 2.49 2.15 0.82
Base-rand 10.45 G 10.06 9.91 11.70 0.25 1.11 2.49 0.89
Base-1st 8.65 G 8.49 7.54 10.69 0.24 1.29 2.64 0.92
Base-freq 3.24 H 4.40 3.55 1.78 0.39 2.1 2.40 0.90

Table 7: Word String Accuracy,BLEU, NIST, and string-edit scores, computed on Test Set 1b (systems
in order of Word String Accuracy); homogeneous subsets (Tukey HSD, alpha = .05) for String Accuracy.

Word String Accuracy and the other string simi-
larity metrics described in Section 4.2. The result-
ing scores for Test Set 1a (the corpus texts) are
shown in Table 6. Ranks for peer systems rela-
tive to each other are very similar to the results
reported in the last section. However, the ranks of
the baseline systems have changed substantially,
both in relation to each other and to the peer sys-
tems. In particular, Base-freq has moved all the
way down to the bottom of the table. The rea-
son is that this method is geared towards select-
ing the correct type ofRE, but pays no attention
to whether it selects a syntactically appropriateRE

for the given context, instead simply selecting the
first RE from theALT-REFEX list that has the se-
lected type; in theGREC-NEG’09 Task (unlike the
GRE-MSR task) this just happens to be anRE in
the genitive case most of the time which is over-
all rarer than nominative/plain. It is likely that the
Word String scores for theUDel-NEG systems are
low for a similar reason.

We performed a univariateANOVA with System
as the fixed factor and Number ofREFEXs as a
random factor and Word String Accuracy as the
dependent variable. The result for System was
F(10,726) = 103.339; the homogeneous subsets re-
sulting from the TukeyHSD post-hoc analysis are

shown in columns 3–9 of Table 6.
Table 7 shows analogous results for human

topline Test Set 1b (which has three versions of
each text). We carried out the same kind ofANOVA

as for Test Set 1a; the result for System on Word
String Accuracy wasF(10,726) = 106.755, p <

0.001. System rankings and homogeneous sub-
sets are the same as for Test Set 1a; scores across
the board are somewhat higher, because of the way
scores are computed for Test Set 1b: it is the high-
est score a system achieves (at text-level) against
any of the three versions of a test set text that is
taken into account.

Results forBLEU-3, NIST and the two string-
edit distance metrics are shown in the rightmost 4
columns of Tables 6 and 7. Systems whose Word
String Accuracy scores differ significantly are as-
signed the same ranks byNIST and the two string-
edit distance metrics as by Word String Accuracy
(except for Base-1st and Base-freq which swap
ranks in some.BLEU-3 does the same and also
flips ICSI-CRF andWLV-BIAS.

6.3 Human-assessed intrinsic measures

In the human intrinsic evaluation, evaluators rated
system outputs in terms of whether they preferred
them over the original Wikipedia texts. As a re-
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Clarity Fluency
System Mean + 0 − System Mean + 0 −

Corpus 0 A 0 30 0 Corpus 0 A 0 30 0
ICSI-CRF -1.447 A B 3 17 10 ICSI-CRF -0.353 A 9 14 7
WLV-BIAS -2.437 A B C 3 14 13 WLV-BIAS -2.257 A B 2 14 14
Base-name -2.583 B C 7 7 16 WLV-STAND -5.823 B C 1 3 26
WLV-STAND -4.477 C D 1 9 20 Base-name -4.257 C D 2 5 23
UDelNEG-3 -6.427 D E 1 4 26 UDelNEG-3 -6.263 C D E 1 3 26
UDelNEG-2 -6.667 D E 1 3 26 UDelNEG-2 -7.13 D E 0 3 27
Base-rand -8.183 E F 0 1 29 Base-rand -7.513 D E 0 0 30
Base-freq -8.26 E F 0 0 30 Base-freq -7.57 D E 0 0 30
Base-1st -9.357 F 0 0 30 Base-1st -8.477 E 0 0 30

Table 8: Results for Clarity and Fluency preference judgement experiment. Mean = mean of individual
scores (where scores ranged from -10.0 to + 10.0);+ = number of times system was preferred;− =
number of times corpus text (Wikipedia) was preferred;0 = number of times neither was preferred.

sult of the experiment we had for each system and
each evaluation criterion a set of scores ranging
from -10.0 to +10.0, where 0 meant no prefer-
ence, negative scores meant a preference for the
Wikipedia text, and positive scores a preference
for the system-produced text.

The second column of the left half of Table 8
summarises the Clarity scores for each system in
terms of their mean; if the mean is negative the
evaluators overall preferred the Wikipedia texts,
if it is positive evaluators overall preferred the
system. The more negative the score, the more
strongly evaluators preferred the Wikipedia texts.
Columns 9-11 show corresponding counts of how
many times each system was preferred (+), dis-
preferred (−), and neither (0), when compared to
Wikipedia.

The other half of Table 8 shows corresponding
results for Fluency.

We ran a factorial multivariateANOVA with Flu-
ency and Clarity as the dependent variables. In the
first version of theANOVA , the fixed factors were
System, Evaluator and WikipediaSide (indicating
whether the Wikipedia text was shown on the left
or right during evaluation). This showed no signif-
icant effect of WikipediaSide on either Fluency or
Clarity, and no significant interaction between any
of the factors. There was however a mild effect of
Evaluator on both Fluency and Clarity. We ran the
ANOVA again, this time with just System and Eval-
uator as fixed factors. The result for System on
Fluency wasF(9,200) = 37.925, p < .001, and for
System on Clarity it wasF(9,200) = 35.439, p <

.001. Post-hoc Tukey’sHSD tests revealed the sig-
nificant pairwise differences indicated by the letter
columns in Table 8.

Correlation between individual Clarity and Flu-
ency ratings as estimated with Pearson’s coeffi-
cient wasr = 696, p < .01, indicating that the

two criteria covary to some extent.
Apart from Base-name andWLV-STAND

switching places, system ranks are the same for
Fluency and Clarity. Moreover, system ranks
are very similar to those produced by the string-
similarity scores above. Perhaps the most striking
result is that theICSI-CRF system does succeed
in improving Fluency compared to the original
Wikipedia texts: it is preferred 9 times whereas
the Wikipedia texts are preferred only 7 times.

System (MUC+CEAF+B3)/3 M C B3
WLV-BIAS 62.64 A 57 62 69
ICSI-CRF 61.28 A B 53 61 69
Base-name 61.11 A B 55 61 68
Corpus 59.56 A B C 53 59 67
UDel-NEG-3 56.13 B C D 48 56 65
UDel-NEG-2 55.9 B C D 47 55 65
Base-freq 55.85 B C D 47 56 65
UDel-NEG-1 54.79 C D 46 54 64
WLV-STAND 51.69 D 41 53 61
Base-rand 34.86 E 15 38 51
Base-1st 26.36 F 2 31 46

Table 9: MUC, CEAF and B-CUBED F-Scores for
all systems; homogeneous subsets (TukeyHSD),
alpha = .05, for mean of F-Scores.

6.4 Automatic extrinsic measures

We fed the outputs of all 11 systems through the
two coreference resolvers, and computed mean
MUC, CEAF andB-CUBED F-Scores as described
in Section 4.4. The second column in Table 9
shows the mean of means of these three F-Scores,
to give a single overall result for each of for this
evaluation method. A univariateANOVA with
(text-level) mean F-Score as the dependent vari-
able and System as the single fixed factor revealed
a significant main effect of System on mean F-
Score (F(10,1089) = 91.634, p < .001). A post-
hoc comparison of the means (TukeyHSD, alpha
= .05) found the significant differences indicated
by the homogeneous subsets in columns 3–8 (Ta-
ble 9). The numbers in the last three columns are
the separateMUC, CEAF and B-CUBED F-Scores
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for each system, averaged over the two resolver
tools (and rounded for reasons of space.

7 Concluding Remarks

This was the first time theGREC-NEG Task was
run. It is a new task not only for anNLG shared-
task challenge, but also as a research task in gen-
eral (post-processing extractive summaries in or-
der to improve their quality seems to be just taking
off as a research subfield). There was substantial
interest in theGREC-NEG Task (as indicated by the
nine teams that originally registered). However,
only 3 teams were ultimately able to submit a sys-
tem.

In particular because of the inclusion of plural
references, multiple entities per text and embed-
ded references, theGREC-NEG Task has a higher
entrance level than theGREC-MSR Task. We are
planning to run it again at Generation Challenges
2010 next year, and are considering the possibility
of providing participants with a baseline system
which would help e.g. with processing embedded
references.

We are also planning to add a named entity
recognition preprocessing task, so that this new
task in combination withGREC-NEG can be used
to perform end-to-end post-processing of extrac-
tive summaries (and other types of multiply edited
texts) to improve the clarity and fluency of the re-
ferring expressions in them.
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Abstract

In this paper, we describe our contribution to
the Generation Challenge 2009 for the tasks of
generating Referring Expressions to the Main
Subject References (MSR) and Named Enti-
ties Generation (NEG). To generate the refer-
ring expressions, we employ the Conditional
Random Fields (CRF) learning technique due
to the fact that the selection of an expres-
sion depends on the selection of the previ-
ous references. CRFs fit very well to this
task since they are designed for the labeling
of sequences. For the MSR task, our system
has a String Accuracy of 0.68 and a REG08-
Type Accuracy of 0.76 and for the NEG task a
String Accuracy of 0.79 and REG08-Type Ac-
curacy of 0.83.

1 Introduction

The GREC Generation Challenge 2009 consists of
two tasks. The first task is to generate appropriate
references to an entity due to a given context which
is longer than a sentence. In the GREC-MSR task,
data sets are provided of possible referring expres-
sions which have to be selected. In the first shared
task on same topic (Belz and Varges, 2007), the main
task was to select the referring expression type cor-
rectly. In the GREC-MSR 2009 task, the main task
is to select the actual word string correctly, and the
main evaluation criterion is String Accuracy.

The GREC-NEG task is about the generation of
references to all person entities in a context longer
than a sentence. The NEG data also provides sets of
possible referring expressions to each entity (“he”),

groups of multiple entities (“they”) and nested refer-
ences (“his father”).

2 System Description

Our approach relies in mapping each input expres-
sion for a given reference to a class label. We use
the attributes of the REFEX tags as basic labels so
that, for instance, a REFEX with attributes REG08-
TYPE=“pronoun” CASE=“nominative” is mapped
to the label “nominative pronoun”. In order to de-
crease the number of potential textual units for a pre-
dicted label, we derive extra label information from
the text itself. For instance a qualifier “first name”
or “family name” is added to the expressions rela-
tive to a person. Similarly, types of pronouns (he,
him, his, who, whose, whom, emphasis) are speci-
fied in the class label, which is very useful for the
NEG task. Only the person labels have been refined
this way. While we experimented with a few ap-
proaches to remove the remaining ambiguity (same
label for different text), they generally did not per-
form better than a random selection. We opted for a
deterministic generation with the last element in the
list of possibilities given a class label.

For prediction of attributes, our system uses Con-
ditional Random Fields, as proposed by (Lafferty et
al., 2001). We use chain CRFs to estimate the prob-
ability of a sequence of labels (Y = Y1 . . . Yn) given
a sequence of observations (X = X1 . . . Xm).

P (Y |X) ∝ exp
 n∑

j=1

m∑
i=1

λifi(Yj−1, Yj , X)

 (1)

Here, fi(·) are decision functions that depend on
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MSR NEG
Evaluation Metric R1 R2 S1 S2 S2R S2O R1 R2 S1 S2 S2R S2O
REG08 Type Accuracy 0.36 1.00 0.74 0.75 0.75 0.75 0.40 1.00 0.83 0.83 0.83 0.83
String Accuracy 0.12 0.82 0.62 0.67 0.66 0.75 0.12 0.70 0.52 0.79 0.79 0.80
Mean Edit Distance 2.52 0.31 0.95 0.85 0.87 0.72 2.38 0.61 1.07 0.53 0.52 0.49
Mean Norm. Edit Dist. 0.79 0.09 0.31 0.28 0.28 0.24 0.84 0.22 0.43 0.19 0.20 0.19
BLEU 1 0.19 0.88 0.65 0.69 0.68 0.74 0.17 0.79 0.64 0.81 0.81 0.83
BLEU 2 0.14 0.76 0.55 0.60 0.59 0.71 0.18 0.75 0.69 0.83 0.83 0.85
BLEU 3 0.10 0.69 0.51 0.56 0.55 0.70 0.18 0.73 0.71 0.83 0.84 0.86

Table 1: Results for the GREC MSR and NEG tasks. Are displayed: a random2 output (R1), a random output when
the attributes are guessed correctly (R2), the CRF system predicting basic attributes (S1), the CRF system predicting
refined attributes (S2), CRF-predicted attributes with random selection of text (S2R) and CRF-predicted attributes with
oracle selection of text (S2O).

the examples and a clique of boundaries close to Yj ,
and λi is the weight of fi estimated on training data.
For our experiments, we use the CRF++ toolkit,1

which allows binary decision functions dependent
on the current label and the previous label.

All features are used for both MSR and NEG
tasks, where applicable:

• word unigram and bigram before and after the
reference
• morphology of the previous and next words (-

ed, -ing, -s)
• punctuation type, before and after (comma,

parenthesis, period, nothing)
• SYNFUNC, SYNCAT and SEMCAT
• whether or not the previous reference is about

the same entity as the current one
• number of occurrence of the entity since the be-

ginning of the text (quantized 1,2,3,4+)
• number of occurrence of the entity since the

last change of entity (quantized)
• beginning of paragraph indicator

In the MSR case, this list is augmented with the fea-
tures of the two previous references. In the NEG
case, we use the features of the previous reference
and those of the previous occurrence of the same en-
tity.

1http://crfpp.sourceforge.net/

3 Results and Conclusion

Table 1 shows the results for the GREC MSR and
NEG tasks.2 We observe that for both tasks, our sys-
tem exceeds the performance of a random3 selection
(columns R1 vs. S2). In the MSR task, guessing
correctly the attributes seems more important than
in the NEG task, as suggested by the difference in
string accuracy when randomly selecting the refer-
ences with the right attributes (columns R2). Gener-
ating more specific attributes from the text is espe-
cially important for the NEG task (columns S1 vs.
S2). This was expected because we only refined
the attributes for person entities. We also observe
that a deterministic disambiguation of the references
with the same attributes is not distinguishable from
a random selection (columns S2 vs. S2R). However
it seems that selecting the right text, as in the ora-
cle experiment, would hardly help in the NEG task
while the gap is larger for the MSR task. This shows
that refined classes work well for person entities but
more refinements are needed for other types (city,
mountain, river...).
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Abstract

We present an approach to generating refer-
ring expressions in context utilizing feature se-
lection informed by psycholinguistic research.
Features suggested by studies on pronoun in-
terpretation were used to train a classifier sys-
tem which determined the most appropriate
selection from a list of possible references.
This application demonstrates one way to help
bridge the gap between computational and
empirical means of reference generation.

1 Introduction

This paper provides a system report on our submis-
sion for the GREC-MSR (Main Subject References)
Task, one of the two shared task competitions for
Generation Challenges 2009. The objective is to se-
lect the most appropriate reference to the main sub-
ject entity from a given list of alternatives. The cor-
pus consists of introductory sections from approxi-
mately 2,000 Wikipedia articles in which references
to the main subject have been annotated (Belz and
Varges, 2007). The training set contains articles
from the categories of cities, countries, mountains,
people, and rivers. The overall purpose is to develop
guidelines for natural language generation systems
to determine what forms of referential expressions
are most appropriate in a particular context.

2 Method

The first step of our approach was to perform a lit-
erature survey of psycholinguistic research related
to the production of referring expressions by human
beings. Our intuition was that findings in this field
could be used to develop a useful set of features

with which to train a classifier system to perform the
GREC-MSR task. Several common factors govern-
ing the interpretation of pronouns were identified by
multiple authors (Arnold, 1998; Gordon and Hen-
drick, 1998). These included Subjecthood, Paral-
lelism, Recency, and Ambiguity. Following (McCoy
and Strube, 1999), we selected Recency as our start-
ing point and tracked the intervals between refer-
ences measured in sentences. Referring expressions
which were separated from the most recent reference
by more than two sentences were marked as long-
distance references. To cover the Subjecthood and
Parallelism factors, we extracted the syntactic cate-
gory of the current and three most recent references
directly from the GREC data. This information also
helped us determine if the entity was the subject of
the sentence at hand, as well as the two previous
sentences. Additionally, we tracked whether the en-
tity was in subject position of the sentence where
the previous reference appeared. Finally, we made
a simple attempt at recognizing potential interfering
antecedents (Siddharthan and Copestake, 2004) oc-
curring in the current sentence and the text since that
last reference.

Observing the performance of prototyping sys-
tems led us to include boolean features indicat-
ing whether the reference immediately followed the
words “and,” “but,” or “then,” or if it appeared be-
tween a comma and the word “and.” We also found
that non-annotated instances of the entity’s name,
which actually serve as references to the name itself
rather than to the entity, factor into Recency. Fig-
ure 1 provides an example of such a “non-referential
instance.” We added a feature to measure distance
to these items, similar to the distance between refer-
ences. Sentence and reference counters rounded out
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the full set of features.

The municipality was abolished in 1928, and the
name “Mexico City” can now refer to two things.

Figure 1: Example of non-referential instance. In this
sentence, “Mexico City” is not a reference to the main en-
tity (Mexico City), but rather to the name “Mexico City.”

3 System Description

A series of C5.0 decision trees (RuleQuest Research
Pty Ltd, 2008) were trained to determine the most
appropriate reference type for each instance in the
training set. Each tree used a slightly different sub-
set of features. It was determined that one decision
tree in particular performed the best on mountain
and person articles, and another tree on the remain-
ing categories. Both of these trees were incorporated
into the submitted system.

Our system first performed some preprocessing
for sentence segmentation and identified any non-
referential instances as described in Section 2. Next,
it marshalled all of the relevant data for the feature
set. These data points were used to represent the
context of the referring expression and were sent to
the decision trees to determine the most appropriate
reference type. Once the type had been selected, the
list of alternative referring expressions were scanned
using a few simple rules. For the first instance of a
name in an article, the longest non-emphatic name
was chosen. For subsequent instances, the shortest
non-emphatic name was selected. For the other 3
types, the first matching option in the list was used,
backing off to a pronoun or name if the preferred
type was not available.

4 Results

The performance of our system, as tested on the de-
velopment set and scored by the GREC evaluation
software, is offered in Table 1.

5 Conclusions

We’ve shown that psycholinguistic research can be
helpful in determining feature selection for gener-
ating referring expressions. We suspect the perfor-
mance of our system could be improved by employ-

Table 1: Scores from GREC evaluation software.

Component Score Value
total pairs 656
reg08 type matches 461
reg08 type accuracy 0.702743902439024
reg08 type precision 0.702743902439024
reg08 type recall 0.702743902439024
string matches 417
string accuracy 0.635670731707317
mean edit distance 0.955792682926829
mean normalised edit distance 0.338262195121951
BLEU 1 score 0.6245
BLEU 2 score 0.6103
BLEU 3 score 0.6218
BLEU 4 score 0.6048

ing more sophisticated means of sentence segmen-
tation and named entity recognition for identifying
interfering antecedents.
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Abstract 

The GREC-MSR task is to generate appropri-
ate references to an entity in the context of a 
piece of discourse longer than a sentence. In 
MSR ’09 run of this task, the main aim is to 
select the actual main subject reference 
(MSR) from a list of given referential expres-
sions that is appropriate in context. We used a 
machine learning approach augmented with 
some rules to select the most appropriate ref-
erential expression. Our approach uses the 
training set for learning and then combines 
some of the rules found by observation to im-
prove the system. 

1 Introduction 

In this paper we provide a description of our sys-
tem for the GREC MSR task of Generation Chal-
lenges 2009. GREC-2.0 Corpus of 2,000 
Wikipedia introduction sections in which refer-
ences to the main subject of the Wikipedia article 
have been annotated was provided to us by the or-
ganizers. The corpus was divided into five differ-
ent domains like cities, countries, mountains, 
people and rivers. 

The basic approach we used was to develop a 
baseline system first by training the system on the 
training set. This system then selects the most fre-
quent referential expression based on a number of 
parameters of the corresponding reference. After 
evaluation on the development set we used the de-
velopment set to deduce certain rules based on ob-
servation and iteratively added these rules to the 

system and evaluated resulting performance. Thus 
the system development can be divided into two 
phases which are discussed in sections 2 and 3. 

2 Baseline System: Training and Classifi-
cation 

The machine learning approach we used for the 
baseline system was domain independent and 
hence was build by populating a single database 
with the training set data. First we parsed the con-
tents of the XML files of the training sets using a 
Java DOM XML Parser. Then we inserted the 
training set data into the database named grec 
which had two tables: parsed_ref and possi-
ble_refex. There is a one to many mapping from 
possible_refex to parsed_ref. The possible_refex 
contains all possible REFEX elements i.e. referen-
tial expressions  possible while parsed_ref contains 
all the parsed references of the training set with 
attributes such as syncat, semcat, paragraph num-
ber, reference number (with respect to a para-
graph), sentence number and a foreign key refex id 
referring to the possible_refex table.  

The prediction of the referential expression was 
done based on features such as the semantic cate-
gory, syntactic category, paragraph number, refer-
ence number with respect to a paragraph and 
sentence number of the referent. One example 
from the database is, if the semcat of the reference 
is cities, syncat is np-subj, paragraph number is 2, 
ref number is 1 and sentence number equals 1 then 
in 74% of the cases of the training set the referen-
tial expression was with refex id=1 (i.e. 
type=common, emphatic=no, head=nominal and 
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case= plain) and refex id = 4 (i.e. type=name, em-
phatic=no, head=nominal and case= plain)  had the 
second highest count (19.6%). Thus we selected 
the most frequent refex from the possible referen-
tial expressions corresponding to the feature set of 
the reference, based on their count in the training 
set populated database. These decision rules with 
their associated probabilities are stored in a table 
which served as our model for classification. When 
a number of referential expressions from the 
alt_refex match from the list of the given refexes 
then we select the refex with the longest surface 
form.  In certain case when the refex was not in the 
alt_refex element we select the second best case 
from our decision model. Results of this intermedi-
ate baseline system are given in Table 1. 
 
Domain String 

Acc. 
Reg 
08 
type 
Acc. 

Mean 
Edit 
Dis-
tance 

Norm. 
mean 
edit dis-
tance 

Cities 0.404 0.495 1.657 0.575 
Countr. 0.468 0.576 1.467 0.471 
Mount. 0.567 0.646 1.192 0.380 
People 0.576 0.673 0.902 0.379 
Rivers 0.6 0.6 1.06 0.36 
Overall 0.532 0.62 1.205 0.421 
 

Table 1: Baseline Results 

3 Rule based Improvement 

After the baseline system was evaluated on the 
development set we iteratively added some rules to 
optimize the system output.  These rules are ap-
plied only when a reference matches the below 
stated condition, otherwise the result from the 
baseline system was used. 
The different rules that we deduced are as follows: 

• The referential expression is empty if its 
immediate preceding word is a conjunction 
and the referent’s syncat is np-subj. Thus 
the surface form of the refex is null. 

• In the people domain if the best case out-
put from the baseline results in Reg-type  = 
”name” and if earlier in the paragraph the 
person’s full name has been referred to, 
then subsequent references will have a 
shorter version of the referential expres-
sion i.e. shorter surface form (example: 
Zinn’s instead of Howard Zinn's) 

• If the same sentence spans two or more 
references then generally a pronoun form 
is used if a noun has been used earlier. 

• Generally common form of the noun is 
used instead of the baseline pronoun out-
put if words like in, for, to, of, in precedes 
the reference (maximum distance 3 
words). This rule is applied to all domains 
except people. 

The first and the last rules had some effect to 
the system but the improvement from the other 
rules was very negligible. Final results are tabu-
lated in Table 2. 

4 Results 

We provide final results of our system in Table 2 
Script geval.pl was provided by the organizers for 
this purpose. We see that inclusion of the above 
rules in the system increased it’s accuracy by al-
most 4-5%. More rules can be added to system by 
studying cases of the training set which do not get 
classified correctly by the best case baseline sys-
tem. Overall reg08 accuracy, precision and recall 
were 66.4 %. 

 
Domain String 

Acc. 
Reg 
08 
type  
Acc. 

Mean 
Edit 
Dist. 

Norm. 
mean 
edit 
Dist. 

Cities 0.434 0.525 1.596 0.544 
Countr. 0.5 0.619 1.381 0.431 
Mount. 0.583 0.663 1.158 0.363 
People 0.659 0.756 0.746 0.296 
Rivers 0.65 0.65 0.95 0.31 
Overall 0.575 0.664 1.12 0.377 

 
Table 2: Final Results 
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Abstract

We report on an attempt to extend a reference
generation system, originally designed only
for main subjects, to generate references for
multiple entities in a single document. This
endeavor yielded three separate systems: one
utilizing the original classifier, another with a
retrained classifier, and a third taking advan-
tage of new data to improve the identification
of interfering antecedents. Each subsequent
system improved upon the results of the pre-
vious iteration.

1 Introduction

This paper provides a system report on our submis-
sion for the GREC-NEG (Named Entity Generation)
Task, one of the two shared task competitions for
Generation Challenges 2009. The objective is to se-
lect the most appropriate reference to named entities
from a given list of alternatives. The corpus consists
of introductory sections from approximately 1,000
Wikipedia articles in which single and plural refer-
ences to all people mentioned in the text have been
annotated (Belz and Varges, 2007). The training set
contains articles from the categories of Chefs, Com-
posers, and Inventors. GREC-NEG differs from the
other challenge task, GREC-MSR (Main Subject
References), in that systems must now account for
multiple entities rather than a single main subject,
and the corpus includes only articles about persons
rather than a variety of topics.

2 System Description

Our GREC-NEG systems build upon our work for
the GREC-MSR task. Our original approach was

to consult findings in psycholinguistic research for
guidance regarding appropriate feature selection for
the production of referring expressions. We relied
upon several common factors recognized by multi-
ple authors (Arnold, 1998; Gordon and Hendrick,
1998), including Subjecthood, Parallelism, Recency,
and Ambiguity. We followed (McCoy and Strube,
1999) who stressed the importance of Recency in
reference generation. Finally, we made a prelimi-
nary attempt at identifying potential interfering an-
tecedents that could affect the Ambiguity of pro-
nouns (Siddharthan and Copestake, 2004).

As an initial attempt (UDel-NEG-1), we simply
extended our GREC-MSR submission. By adapt-
ing our system to account for multiple entities and
the slightly different data format, we were able to
use the existing classifier to generate references for
GREC-NEG. We suspected that accuracy could be
improved by retraining the classifier, so our next sys-
tem (UDel-NEG-2) added entity and mention num-
bers as features to train on. Presumably, this could
help distinguish between the main subject and sec-
ondary entities, as well as plural references. As
all named entities are tagged in the GREC-NEG
corpus, we leveraged this information to improve
our recognition of other antecedents interfering with
pronoun usage in a third new system (UDel-NEG-
3). As in our GREC-MSR submission, all three of
our GREC-NEG systems trained C5.0 decision trees
(RuleQuest Research Pty Ltd, 2008) on our set of
features informed by psycholinguistic research.

3 Results

System performance, as tested on the development
set and scored by the GREC evaluation software,
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is offered in Tables 1, 2, and 3. Type accuracy
for UDel-NEG-1 remained close to our GREC-MSR
submission, and error rate was reduced by over 20%
for UDel-NEG-2 and UDel-NEG-3. However, string
accuracy was very low across all three systems, as
compared to GREC-MSR results.

Table 1: GREC scores for UDel-NEG-1 (unmodified).

Component Score Value
total pairs 907
reg08 type matches 628
reg08 type accuracy 0.69239250275634
reg08 type precision 0.688699360341151
reg08 type recall 0.688699360341151
string matches 286
string accuracy 0.315325248070562
mean edit distance 1.55126791620728
mean normalised edit dist. 0.657521668367265
BLEU 1 score 0.4609
BLEU 2 score 0.5779
BLEU 3 score 0.6331
BLEU 4 score 0.6678

Table 2: GREC scores for UDel-NEG-2 (retrained).

Component Score Value
total pairs 907
reg08 type matches 692
reg08 type accuracy 0.762954796030871
reg08 type precision 0.749466950959488
reg08 type recall 0.749466950959488
string matches 293
string accuracy 0.323042998897464
mean edit distance 1.4773980154355
mean normalised edit dist. 0.64564100951858
BLEU 1 score 0.4747
BLEU 2 score 0.6085
BLEU 3 score 0.6631
BLEU 4 score 0.6917

4 Conclusions

The original classifier performed well when ex-
tended to multiple entities, and showed marked im-
provement when retrained to take advantage of new

Table 3: GREC scores for UDel-NEG-3 (interference).

Component Score Value
total pairs 907
reg08 type matches 694
reg08 type accuracy 0.7651598676957
reg08 type precision 0.752665245202559
reg08 type recall 0.752665245202559
string matches 302
string accuracy 0.332965821389195
mean edit distance 1.46306504961411
mean normalised edit dist. 0.636499985162561
BLEU 1 score 0.4821
BLEU 2 score 0.6113
BLEU 3 score 0.6614
BLEU 4 score 0.6874

data. All three systems yielded poor scores for string
accuracy as compared to GREC-MSR results, sug-
gesting an area for improvement.
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Abstract

This article presents the machine learning
approach used by the University of
Wolverhampton in the GREC-NEG’09
task. A classifier based on J48 decision
tree and a meta-classifier were used to
produce two runs. Evaluation on the
development set shows that the meta-
classifier achieves a better performance.

1 Introduction

The solution adopted by the University of
Wolverhampton to solve the GREC-NEG task
relies on machine learning. To this end, we
assumed that it is possible to learn which is the
correct form for a referential expression given the
context in which it appears. The remainder of the
paper is structured as follows: Section 2 presents
the method used in this paper. Section 3 presents
the evaluation results on the development set. The
paper finishes with conclusions.

2 Method

The method used to solve the GREC-NEG task
was inspired by the machine learning approaches
employed for coreference resolution. In these
methods, pairs of entities are classified as
coreferential or not on the basis of a set of features
(Mitkov, 2002). In the same manner, each REF
element from the text to be processed is paired
with all the REFEX elements in its chain and
machine learning is used to determine the lexical
form of which candidate REFEX element can be
used in the given context. To achieve this, a set of
features was derived after a corpus investigation.
As can be seen, some of these features are
similar to those used by resolution algorithms
(e.g. distance between entities), whilst others are
specific for the task (e.g. empty markers). The
features used for a (REF, REFEX) pair are:

• Whether the REF element is the first mention
in the chain. We noticed that in most cases
it corresponds to the longest REFEX element
in theplain case.

• Whether the REFEX element is the longest
string.

• Whether the REF element is the first word in
the sentence as this word is very likely to be
the subject (i.e.nominative or plain case).

• Whether the words before the REF element
can signal a possible empty element.
Example of such phrases are “, but” and “and
then”. These phrases were extracted after
analysing the training corpus.

• The distance in sentences to the previous
REF element in the chain. This feature was
used because a pronoun is more likely to
be used when several mentions are in the
same sentence, whilst full noun phrases are
normally used if the mentions are far away or
in different paragraphs.

• The REG08-TYPE of the REFEX tags
that were assigned by the program to the
previous 2 REF elements in the chain. This
information can prove useful in conjunction
with the previous feature.

• The part-of-speech tags of the four words
before and three words after the REF element
as a way to indicate the context in which the
element appears.

• A compatibility feature which indicates pairs
of SYNFUNC and CASE that are highly
correlated. This correlation was determined
by extracting the most frequent SYNFUNC
and CASE pairs from the training corpus.
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• The size of the chain in elements as longer
chains are more likely to contain pronouns.

• The values of SEMCAT, SYNCAT and
SYNFUNC attributes of REF element
and REG08-TYPE and CASE of REFEX
element.

• The number of words in the REFEX value.

• Whether REF is in the first chain of the
document.

The last two features were introduced in order
to discriminate between candidate REFEX values
that have the sametype and case. For example,
the number of words proved very useful when
selecting genitive case names and chi-squared
statistic ranks it as one of the best features together
with the compatibility feature, information about
previous elements in the chain and the longest
REFEX candidate.

Before the features are calculated, the text is
split into sentences and enriched with part-of-
speech information using the OpenNLP library.
1 The instances are fed into a binary classifier
that indicates whether the (REF, REFEX) pair is
good (i.e. the REFEX element is a good filler for
the REF element). Since each pair is classified
independently, it is possible to have zero, one or
more good REFEX candidates for a given REF.
Therefore, the system uses the confidence returned
by the classifier to rank the candidates and selects
the one that has the highest probability of being
good, regardless of the class assigned by the
classifier. In this way the system selects exactly
one REFEX for each REF.

3 Evaluation

The method proposed in this paper was evaluated
using two classifiers, both trained on the same
set of features. The first classifier is the standard
J48 decision tree algorithm implemented in Weka
(Witten and Frank, 2005). The run that used this
classifier is referred to in the rest of the paper as
standard run. Given the large number of negative
examples present in our training data, a meta-
classifier that is cost-sensitive was used for the
second run. In our case, the meta-classifier relies
on J48 and reweights training instances according
to the total cost assigned to each class. After

1http://opennlp.sourceforge.net/

experimenting with different cost matrices, we
decided to assign a cost of3 to false negatives
and 1 to false positives, in this way biasing the
classifier towards a higher recall for YES answers.
The results obtained using this meta-classifier are
referred to asbiased run. Our results on the
development set are presented in Table 1.

Measure Standard Biased
classification accuracy 94.40% 92.09%
total pairs 907 907
reg08 type matches 621 728
reg08 type accuracy 68.46% 80.26%
reg08 type precision 68.46% 80.26%
reg08 type recall 66.20% 77.61%
string matches 568 667
string accuracy 62.62% 73.53%
mean edit distance 0.845 0.613
mean normalised edit distance 0.351 0.239

Table 1: The evaluation results on the
development set

The first row in the table presents the accuracy
of the classifier on the training data using 10-fold
cross-validation. The very high accuracy is due
to the large number of negative instances in the
training data: assigning all the instances to the
class NO achieves a baseline accuracy of 88.96%.
The rest of the table presents the accuracy of the
system on the development set using the script
provided by the GREC-NEG organisers. As can
be seen, the best results are obtained by the biased
classifier despite performing worse at the level
of classification accuracy. This can be explained
by the fact that we do not use the output of the
classifier directly, instead using the classification
confidence.

4 Conclusions

This paper has presented our participation in the
GREC-NEG task with a machine learning system.
Currently the system tries to predict whether a
(REF, REFEX) pair is valid, but in the future
we plan to approach the task by using machine
learning methods to determine the values of
REG08-TYPE and CASE attributes.
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