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Introduction

Open domain question answering (QA) has become a very active research area over the past decade,
due in large measure to the stimulus of the TREC Question Answering track (now a track within the
recently formed Text Analysis Conference, TAC). This track addresses the task of finding answers to
natural language questions (e.g. “How tall is the Eiffel Tower?”, “Who is Aaron Copland?”, “What
effect does second-hand smoke have on non-smokers?”) from large text collections. This task stands
in contrast to the more conventional information retrieval (IR) task of finding documents relevant to
a query, where the query may be simply a collection of keywords (e.g. “Eiffel Tower”, “American
composer, born Brooklyn NY 1900, ...”).

Finding answers requires processing texts at a level of detail that cannot be carried out at retrieval time
for very large text collections. This limitation has led many researchers to rely on, broadly, a two
stage approach to the QA task. In stage one a subset of question-relevant texts are selected from the
whole collection. In stage two this subset is subjected to detailed processing for answer extraction.
Clearly performance at stage two is bounded by performance at stage one, and previous work has
shown that, despite the sophistication of standard IR ranking algorithms, they are not well suited to the
stage one task of retrieving relevant documents given short natural language questions. It is likely that
improvements in this area will come from linguistic insights into why QA focused IR is different from
the traditional IR model.

With the continued expansion of QA research into more complex question types and with the speed
with which answers are returned becoming an issue, the importance of having good, QA-focused IR
techniques is likely to increase. To date this topic has received limited explicit attention despite its
obvious importance. This 2nd IR4QA workshop aims to address this situation by continuing to attract
the attention of researchers to the specific IR challenges raised by QA.

For this workshop, we solicited papers that addressed any aspect of QA-focused IR, in order to improve
overall system performance, , suggesting possible topics such as:

• parameterizations/optimizations of specific IR systems for QA

• studies of query formation strategies suited to QA, e.g. named entity pre-processing of questions

• different uses of IR for different question types (e.g. factoid, list, definition, event, how, ...)

• utility of term matching constraints, e.g. term proximity, for QA

• analyses of differing IR techniques for QA

• impact of IR performance on overall QA performance

• QA-orientated corpus pre-processing, e.g. indexing POS tags, named entities, semantically-
tagged entities, relationships, etc. rather than simply tokens

• evaluation measures for assessing IR for QA

• retrieval from semi-structured data - i.e. QA from Wikipedia articles

From the papers submitted, 10 were selected following peer review. These papers are included in this
proceedings. The enthusiastic response to this workshop confirms the belief that this is an important
area of interest to a significant number of researchers.

Mark A. Greenwood
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Improving Text Retrieval Precision and
Answer Accuracy in Question Answering Systems

Matthew W. Bilotti and Eric Nyberg
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Abstract

Question Answering (QA) systems are of-
ten built modularly, with a text retrieval
component feeding forward into an answer
extraction component. Conventional wis-
dom suggests that, the higher the quality of
the retrieval results used as input to the an-
swer extraction module, the better the ex-
tracted answers, and hence system accu-
racy, will be. This turns out to be a poor
assumption, because text retrieval and an-
swer extraction are tightly coupled. Im-
provements in retrieval quality can be lost
at the answer extraction module, which can
not necessarily recognize the additional
answer candidates provided by improved
retrieval. Going forward, to improve ac-
curacy on the QA task, systems will need
greater coordination between text retrieval
and answer extraction modules.

1 Introduction

The task of Question Answering (QA) involves
taking a question phrased in natural human lan-
guage and locating specific answers to that ques-
tion expressed within a text collection. Regard-
less of system architecture, or whether the sys-
tem is operating over a closed text collection or
the web, most QA systems use text retrieval as a
first step to narrow the search space for the an-
swer to the question to a subset of the text col-
lection (Hirschman and Gaizauskas, 2001). The
remainder of the QA process amounts to a gradual
narrowing of the search space, using successively
more finely-grained filters to extract, validate and
present one or more answers to the question.

c©2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unportedli-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

Perhaps the most popular system architecture in
the QA research community is the modular archi-
tecture, in most variations of which, text retrieval
is represented as a separate component, isolated
by a software abstraction from question analysis
and answer extraction mechanisms. The widely-
accepted pipelined modular architecture imposes a
strict linear ordering on the system’s control flow,
with the analysis of the input question used as in-
put to the text retrieval module, and the retrieved
results feeding into the downstream answer extrac-
tion components.

Proponents of the modular architecture naturally
view the QA task as decomposable, and to a cer-
tain extent, it is. The modules, however, can never
be fully decoupled, because question analysis and
answer extraction components, at least, depend on
a common representation for answers and perhaps
also a common set of text processing tools. This
dependency is necessary to enable the answer ex-
traction mechanism to determine whether answers
exist in retrieved text, by analyzing it and compar-
ing it against the question analysis module’s an-
swer specification. In practice, the text retrieval
component does not use the common representa-
tion for scoring text; either the question analysis
module or an explicit query formulation compo-
nent maps it into a representation queryable by the
text retrieval component.

The pipelined modular QA system architecture
also carries with it an assumption about the com-
positionality of the components. It is easy to ob-
serve that errors cascade as the QA process moves
through downstream modules, and this leads to the
intuition that maximizing performance of individ-
ual modules minimizes the error at each stage of
the pipeline, which, in turn, should maximize over-
all end-to-end system accuracy.

It is a good idea to pause to question what this
intuition is telling us. Is end-to-end QA system
performance really a linear function of individual
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[ARG0 [PERSONJohn]] [ TARGET loves] [ ARG1 [PERSONMary]]

Figure 1: Example OpenEphyra semantic representation for the sentence,John loves Mary. Note that
Johnis identified as the ARG0, the agent, or doer, of theloveaction.Mary is identified as the ARG1, the
patient, or to whom theloveaction is being done. BothJohnandMary are also identified as PERSON

named entity types.

components? Is component performance really ad-
ditive? This paper argues that the answer is no,
not in general, and offers the counterexample of a
high-precision text retrieval system that can check
constraints against the common representation at
retrieval time, which is integrated into a publicly-
available pipelined modular QA system that is oth-
erwise unchanged.

Ignoring the dependency between the answer
extraction mechanism and the text retrieval com-
ponent creates a problem. The answer extraction
module is not able to handle the more sophisti-
cated types of matches provided by the improved
text retrieval module, and so it ignores them, leav-
ing end-to-end system performance largely un-
changed. The lesson learned is that a module im-
proved in isolation does not necessarily provide an
improvement in end-to-end system accuracy, and
the paper concludes with recommendations for fur-
ther research in bringing text retrieval and answer
extraction closer together.

2 Improving Text Retrieval in Isolation

This section documents an attempt to improve the
performance of a QA system by substituting its
existing text retrieval component with for high-
precision retrieval system capable of checking lin-
guistic and semantic constraints at retrieval time.

2.1 The OpenEphyra QA System

OpenEphyra is the freely-available, open-source
version of the Ephyra1 QA system (Schlaefer et
al., 2006; Schlaefer et al., 2007). OpenEphyra is a
pipelined modular QA system having four stages:
question analysis, query generation, search and an-
swer extraction and selection. OpenEphyra also
includes support for answer projection, or the use
of the web to find answers to the question, which
are then used to find supporting text in the cor-
pus. Answer projection support was disabled for
the purposes of this paper.

1See:http://www.ephyra.info

The common representation in OpenEphyra is
a verb predicate-argument structure, augmented
with named entity types, in which verb arguments
are labeled with semantic roles in the style of Prop-
Bank (Kingsbury et al., 2002). This feature re-
quires the separate download2 of a semantic parser
called ASSERT (Pradhan et al., 2004), which was
trained on PropBank. See Figure 1 for an example
representation for the sentence,John loves Mary.

OpenEphyra comes packaged with standard
baseline methods for answer extraction and se-
lection. For example, it extracts answers from
retrieved text based on named entity instances
matching the expected answer type as determined
by the question analysis module. It can also look
for predicate-argument structures that match the
question structure, and can extract the argument
corresponding to the argument in the question rep-
resenting the interrogative phrase. OpenEphyra’s
default answer selection algorithm filters out an-
swers containing question keyterms, merges sub-
sets, and combines scores of duplicate answers.

2.2 Test Collection

The corpus used in this experiment is the
AQUAINT corpus (Graff, 2002), the standard
corpus for the TREC3 QA evaluations held in
2002 through 2005. The corpus was prepared
using MXTerminator (Reynar and Ratnaparkhi,
1997) for sentence segmentation, BBN Identi-
finder (Bikel et al., 1999) for named entity recog-
nition, as well as the aforementioned ASSERT
for identification of verb predicate-argument struc-
tures and PropBank-style semantic role labeling of
the arguments.

The test collection consists of 109 questions
from the QA track at TREC 2002 with extensive
document-level relevance judgments (Bilotti et al.,
2004; Lin and Katz, 2006) over the AQUAINT
corpus. A set of sentence-level judgments was pre-

2See:http://www.cemantix.org
3Text REtrieval Conferences organized by the U.S. Na-

tional Institute of Standards and Technology
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Existing query #combine[sentence]( #any:person first person reach
south pole )

Top-ranked result Dufek became the first person to land an airplane atthe South Pole.
Second-ranked result He reached the North Pole in 1991.

High-precision query #combine[sentence]( #max( #combine[target]( scored
#max( #combine[./arg1]( #any:person ))
#max( #combine[./arg2](
#max( #combine[target]( reach
#max( #combine[./arg1]( south pole )))))))))

Top-ranked result [ARG1 Norwegian explorer[PERSONRoald Admundsen]] [ TARGET becomes]
(relevant) [ARG2 [ARG0 first man] to [TARGET reach] [ ARG1 [LOCATION South Pole]]]

Figure 2: Retrieval comparison between OpenEphrya’s existing text retrieval component, and the high-
precision version it was a replaced with, for question 1475,Who was the first person to reach the South
Pole? Note that the top two results retrieved by the existing text retrieval componentare not relevant,
and the top result from the high-precision component is relevant. The existing component does retrieve
this answer-bearing sentence, but ranks it third.

pared by manually determining whether each sen-
tence matching the TREC-provided answer pattern
for a given question wasanswer-bearingaccording
to the definition that an answer-bearing sentence
completely contains and supports the answer to the
question, without requiring inference or aggrega-
tion outside of that sentence. Questions without
any answer-bearing sentences were removed from
the test collection, leaving 91 questions.

Questions were manually reformulated so that
they contain predicates. For example, question
1432, Where is Devil’s Tower?was changed to
Where is Devil’s Tower located?, because AS-
SERT does not cover verbs, includingbeandhave,
that do not occur in its training data. Hand-
corrected ASSERT parses for each question were
were cached in the question analysis module. Re-
formulated questions are used as input to both the
existing and high-precision text retrieval modules,
to avoid advantaging one system over the other.

2.3 High-Precision Text Retrieval

OpenEphyra’s existing text retrieval module was
replaced with a high-precision text retrieval sys-
tem based on a locally-modified version of the In-
dri (Strohman et al., 2005) search engine, a part of
the open-source Lemur toolkit4. While the existing
version of the text retrieval component supports
querying on keyterms, phrases and placeholders

4See:http://www.lemurproject.org

for named entity types, the high-precision version
also supports retrieval-time constraint-checking
against the semantic representation based on verb
predicate-argument structures, PropBank-style se-
mantic role labels, and named entity recognition.

To make use of this expanded text retrieval ca-
pability, OpenEphyra’s query formulation module
was changed to source pre-prepared Indri queries
that encode using structured query operators the
predicate-argument and named entity constraints
that match the answer-bearing sentences for each
question. If questions have multiple queries asso-
ciated with them, each query is evaluated individu-
ally, with the resulting ranked lists fused by Round
Robin (Voorhees et al., 1994). Round Robin,
which merges ranked lists by taking the top-ranked
element from each list in order followed by lower-
ranking elements, was chosen because Indri, the
underlying retrieval engine, gives different queries
scores that are not comparable in general, making
it difficult to choose a fusion method that uses re-
trieval engine score as a feature.

Figure 2 shows a comparison of querying and
retrieval behavior between OpenEphyra’s existing
text retrieval module and the high-precision ver-
sion with which it is being replaced for question
1475,Who was the first person to reach the South
Pole? The bottom of the figure shows an answer-
bearing sentence with the correct answer,Roald
Admundsen. The predicate-argument structure, se-

3



mantic role labels and named entities are shown.
The high-precision text retrieval module sup-

ports storing of extents representing sentences, tar-
get verbs and arguments and named entity types
as fields in the index. At query time, con-
straints on these fields can be checked using struc-
tured query operators. The queries in Figure 2
are shown in Indri syntax. Both queries begin
with #combine[sentence], which instructs
Indri to score and rank sentence extents, rather
than entire documents. The query for the ex-
isting text retrieval component contains keyterms
as well an#any:type operator that matches in-
stances of the expected answer type, which in this
case isperson. The high-precision query encodes
a verb predicate-argument structure. The nested
#combine[target] operator scores a sentence
by the predicate-argument structures it contains.
The#combine[./role] operators are used to in-
dicate constraints on specific argument roles. The
dot-slash syntax tells Indri that the argument ex-
tents are related to but not enclosed by the target
extent. Throughout, the#max operator is used to
select the best matching extent in the event that
more than one satisfy the constraints.

Figure 3 compares average precision at the top
twenty ranks over the entire question set between
OpenEphyra’s existing text retrieval module and
the high-precision text retrieval module, showing
that the latter performs better.

2.4 Results

To determine what effect improving text retrieval
quality has on the end-to-end QA system, it suf-
fices to run the system on the entire test collection,
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Figure 3: Comparison of average precision at top
twenty ranks between OpenEphyra’s existing text
retrieval module, and the high-precision version
that took its place.

replace the text retrieval component with the high-
precision version while holding the other modules
constant, and repeat the test run. Table 1 summa-
rizes the MAP, average end-to-end system accu-
racy (whether the top-ranked returned answer is
correct), and the mean reciprocal rank (MRR) of
the correct answer (one over the rank at which the
correct answer is returned). If the correct answer
to a question is returned beyond rank twenty, the
reciprocal rank for that question is considered to
be zero.

Table 1: Summary of end-to-end QA system ac-
curacy and MRR when the existing text retrieval
module is replaced with a high-precision version

Retrieval MAP Accuracy MRR
Existing 0.3234 0.1099 0.2080
High-precision 0.5487 0.1319 0.2020

Table 1 shows that, despite the improvement in
average precision, the end-to-end system did not
realize a significant improvement in accuracy or
MRR. Viewed in the aggregate, the results are dis-
couraging, because it seems that the performance
gains realized after the text retrieval stage of the
pipeline are lost in downstream answer extraction
components.

Figure 4 compares OpenEphyra both before and
after the integration of the high-precision text re-
trieval component on the basis of average precision
and answer MRR. The horizontal axis plots the dif-
ference in average precision; a value of positive
one indicates that the high-precision version of the
module was perfect, ranking all answer-bearing
sentences at the top of the ranked list, and that the
existing version retrieved no relevant text at all.
Negative one indicates the reverse. The vertical
axis plots the difference in answer MRR. As be-
fore, positive one indicates that the high-precision
component led the system to rank the correct an-
swer first, and the existing component did not, and
negative one indicates the reverse. The zero point
on each axis is where the high-precision and ex-
isting text retrieval components performed equally
well.

The expectation is that there will be a posi-
tive correlation between average precision and an-
swer MRR; when the retrieval component provides
higher quality results, the job of the answer extrac-
tion module should be easier. This is illustrated
in the bottom portion of Figure 4, which was cre-

4



-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1

Difference in Average Precision

Ideal Answer Extraction

OpenEphyra

D
if
fe

re
n
c
e
 i
n
 A

n
s
w

e
r 

M
R

R

-1

-0.5

0

0.5

1

-1 -0.5 0 0.5 1

Figure 4: Scatter plot comparing the difference in
average precision between the high-precision re-
trieval component and the existing retrieval com-
ponent on the horizontal axis, to the difference in
answer MRR on the vertical axis. Ideally, there
would be a high correlation between the two; as av-
erage precision improves, so should answer MRR.

ated by assuming that the answer extraction mod-
ule could successfully extract answers without er-
ror from all answer-bearing sentences returned by
the text retrieval component.

Interestingly, actual extraction performance,
shown in the top portion of Figure 4, bears lit-
tle resemblance to the ideal. Note the large con-
centration of data points along the line represent-
ing zero difference in answer MRR. This indicates
that, regardless of improvement in average pre-
cision of the results coming out of the retrieval
module, the downstream answer extraction perfor-
mance remains the same as it was when the ex-
isting text retrieval component was in use. This
occurs because the answer extraction module does
not know how to extract answers from some of the
types of answer-bearing sentences retrieved by the
high-precision version of the retrieval module and
not by the existing version.

There are several data points in the top right-
hand quadrant of the top half of Figure 4, indicat-
ing that for some questions, answer extraction was
able to improve as average precision improved.
This is likely due to better rankings for types of
answer-bearing sentences that answer extraction
already knows how to handle. Data points occur-
ring in the lower right-hand portion of the graph in-

dicate depressed answer extraction performance as
average precision is increasing. This phenomenon
can be explained by the higher-precision text re-
trieval module ranking answer-bearing sentences
that answer extraction can not handle ahead of
those that it can handle.

3 Failure Analysis

The results presented in the previous section con-
firm that an improvement made to the text retrieval
component, in isolation, without a corresponding
improvement to the downstream answer extraction
modules, can fail to translate into a corresponding
improvement in end-to-end QA system accuracy.
The increased average precision in the retrieved re-
sults is coming in the form of answer-bearing sen-
tences of types that the answer extraction machin-
ery does not know how to handle. To address this
gap in answer extraction coverage, it is first nec-
essary to examine examples of the types of errors
made by the OpenEphyra answer extraction mod-
ule, summarized in Table 2.

Question 1497,What was the original name be-
fore “The Star Spangled Banner”?is an exam-
ple of a question for which OpenEphyra’s answer
extraction machinery failed outright. An answer-
bearing sentence was retrieved, however, contain-
ing the answer inside a quoted phrase:His poem
was titled “Defense of Fort M’Henry” and by
November 1814 had been published as “The Star-
Spangled Banner”. The expected answer type of
this question does not match a commonly-used
named entity type, so OpenEphrya’s named entity-
based answer extractor found no candidates in this
sentence. Predicate-argument structure-based an-
swer extraction fails as well because the old and
new names do not appear within the same struc-
ture. Because OpenEphyra does not include sup-
port for positing quoted phrases as answer candi-
dates, no answer to this question can be found de-
spite the fact that an answer-bearing sentence was
retrieved.

Question 1417,Who was the first person to run
the mile in less than four minutes?is an exam-
ple of a question for which average precision im-
proved greatly, by 0.7208, but for which extraction
quality remained the same. The existing text re-
trieval module ranks 14 sentences ahead of the first
answer-bearing sentence, but only one contains a
named entity of type person, so despite the im-
provement in retrieval quality, the correct answer
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Table 2: Summary of end-to-end QA system results on the question set

Result Type Count
Extraction failure 42
Retrieval better, extraction same 20
Retrieval better, extraction worse13
Retrieval better, extraction better 10
Retrieval worse, extraction better3
Retrieval worse, extraction worse3
Total 91

moves up only one rank in the system output.
For ten questions, extraction performance does

improve as average precision improves. Ques-
tion 1409,Which vintage rock and roll singer was
known as “The Killer”? For each of these ques-
tions, OpenEphyra’s existing text retrieval module
could not rank an answer-bearing sentence highly
or retrieve one at all. Adding the high-precision
version of the text retrieval component solved this
problem. In each case, named entity-based an-
swer extraction was able extract the correct an-
swer. These eleven questions range over a variety
of answer types, and have little in common except
for the fact that there are relatively few answer-
bearing sentences in the corpus, and large numbers
of documents matched by a bag-of-words query
formulated using the keyterms from the question.

There are three questions for which extraction
performance degrades as retrieval performance de-
grades. Question 1463,What is the North Korean
national anthem? is an example. In this case,
there is only one relevant sentence, and, owing
to an annotation error, it has a predicate-argument
structure that is very generic, havingNorth Korea
as the only argument:Some of the North Korean
coaches broke into tears as the North’s anthem,
the Patriotic Song, played.The high-precision re-
trieval component retrieved a large number of sen-
tences matching the that predicate-argument struc-
ture, but ranked the one answer-bearing sentence
very low.

Some questions actually worsened in terms of
the reciprocal rank of the correct answer when av-
erage precision improved. An example is question
1504,Where is the Salton Sea?The high-precision
text retrieval module ranked answer-bearing sen-
tences such asThe combination could go a long
way to removing much of the pesticides, fertilizers,
raw sewage carried by the river into the Salton
Sea, the largest lake in California, but a failure

of the named entity recognition tool did not iden-
tify California as an instance of the expected an-
swer type, and therefore it was ignored. Sen-
tences describing other seas near other locations
provided answers such asCentral Asia, Russia,
TurkeyandUkrainethat were ranked ahead ofCal-
ifornia, which was eventually extracted from an-
other answer-bearing sentence.

And finally, for some questions, high-precision
retrieval was more of a hindrance than a help,
retrieving more noise than answer-bearing sen-
tences. A question for which this is true is ques-
tion 1470, When did president Herbert Hoover
die? The high-precision text retrieval module uses
a predicate-argument structure to match the target
verb die, themeHoover and adate instance oc-
curring in a temporal adjunct. Interestingly, the
text collection contains a great deal ofdie struc-
tures that match partially, including those referring
to deaths of presidents of other nations, and those
referring to the death of J. Edgar Hoover, who was
not a U.S. president but the first director of the U.S.
Federal Bureau of Investigation (FBI). False posi-
tives such as these serve to push the true answer
down on the ranked list of answers coming out of
the QA system.

4 Improving Answer Extraction

The answer extraction and selection algorithms
packaged with OpenEphyra are widely-accepted
baselines, but are not sophisticated enough to
extract answer candidates from the additional
answer-bearing text retrieved by the high-precision
text retrieval module, which can check linguistic
and semantic constraints at query time.

The named-entity answer extraction method se-
lects any candidate answer that is an instance of
the expected answer type, so long as it co-occur
with query terms. Consider question 1467,What
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year did South Dakota become a state?Given
that the corpus consists of newswire text report-
ing on current events, years that are contempo-
rary to the corpus often co-occur with the ques-
tion focus, as in the following sentence,Monaghan
also seized about$87,000 from a Santee account
in South Dakota in 1997. Of the top twenty an-
swers returned for this question, all but four are
contemporary to the corpus or in the future. Min-
imal sanity-checking on candidate answers could
save the system the embarrassment of returning a
date in the future as the answer. Going one step
further would involve using external sources to de-
termine that1997is too recent to be the year a state
was admitted to the union.

OpenEphyra’s predicate-argument structure-
based answer extraction algorithm can avoid
some of these noisy answers by comparing some
constraints from the question against the retrieved
text and only extracting answers if the constraints
are satisfied. Consider question 1493,When was
Davy Crockett born?One relevant sentence says
Crockett was born Aug. 17, 1786, in what is now
eastern Tennessee, and moved to Lawrenceburg
in 1817. The SRL answer extraction algorithm
extractsAug. 17, 1786because it is located in an
argument labeledargm-tmp with respect to the
verb, and ignores the other date in the sentence,
1817. The named entity-based answer extraction
approach proposes both dates as answer candi-
dates, but the redundancy-based answer selection
prefers1786.

The predicate-argument structure-based answer
extraction algorithm is limited because it only ex-
tracts arguments from text that shares the structure
as the question. The high-precision text retrieval
approach is actually able to retrieve additional
answer-bearing sentences with different predicate-
argument structures from the question, but answer
extraction is not able to make use of it. Consider
the sentence,At the time of his 100 point game with
the Philadelphia Warriors in 1962, Chamberlain
was renting an apartment in New York. Though
this sentence answers the questionWhat year did
Wilt Chamberlain score 100 points?, its predicate-
argument structure is different from that of the
question, and predicate-argument structure-based
answer extraction will ignore this result because it
does not contain ascoreverb.

In addition to answer extraction, end-to-end per-
formance could be improved by focusing on an-

swer selection. OpenEphyra does not include sup-
port for sanity-checking the answers it returns,
and its default answer selection mechanism is
redundancy-based. As a result, nonsensical an-
swers are occasionally retrieved, such asmoon
for question 1474,What is the lowest point on
Earth? Sophisticated approaches, however, do ex-
ist for answer validation and justification, includ-
ing use of resources such as gazetteers and ontolo-
gies (Buscaldi and Rosso, 2006), Wikipedia (Xu
et al., 2002), the Web (Magnini et al., 2002), and
combinations of the above (Ko et al., 2007).

5 Conclusions

This paper set out to challenge the assumption of
compositionality in pipelined modular QA systems
that suggests that an improvement in an individual
module should lead to an improvement in the over-
all end-to-end system performance. An attempt
was made to validate the assumption by showing
an improvement in the end-to-end system accu-
racy of an off-the-shelf QA system by substitut-
ing its existing text retrieval component for a high-
precision retrieval component capable of checking
linguistic and semantic constraints at query time.
End-to-end system accuracy remained roughly un-
changed because the downstream answer extrac-
tion components were not able to extract answers
from the types of the answer-bearing sentences re-
turned by the improved retrieval module.

The reality of QA systems is that there is a
high level of coupling between the different system
components. Ideally, text retrieval should have an
understanding of the kinds of results that answer
extraction is able to utilize to extract answers, and
should not offer text beyond the capabilities of the
downstream modules. Similarly, question analy-
sis and answer extraction should be agreeing on
a common representation for what constitutes an
answer to the question so that answer extraction
can use that information to locate answers in re-
trieved text. When a retrieval module is available
that is capable of making use of the semantic rep-
resentation of the answer, it should do so, but an-
swer extraction needs to know what it can assume
about incoming results so that it does not have to
re-check constraints already guaranteed to hold.

The coupling between text retrieval and answer
extraction is important for a QA system to per-
form well. Improving the quality of text retrieval
is essential because once the likely location of
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the answer is narrowed down to a subset of the
text collection, anything not retrieved text can not
be searched for answers in downstream modules.
Equally important is the role of answer extraction.
Even the most relevant retrieved text is useless to
a QA system unless answers can be extracted from
it. End-to-end QA system performance can not
be improved by improving text retrieval quality
in isolation. Improvements in answer extraction
must keep pace with progress on text retrieval tech-
niques to reduce errors resulting from a mismatch
in capabilities. Going forward, research on the lin-
guistic and semantic constraint-checking capabili-
ties of text retrieval systems to support the QA task
can drive research in answer extraction techniques,
and in QA systems in general.
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Abstract

Question answering (QA) is the task of
finding a concise answer to a natural lan-
guage question. The first stage of QA in-
volves information retrieval. Therefore,
performance of an information retrieval
subsystem serves as an upper bound for the
performance of a QA system. In this work
we use phrases automatically identified
from questions as exact match constituents
to search queries. Our results show an im-
provement over baseline on several docu-
ment and sentence retrieval measures on
the WEB dataset. We get a 20% relative
improvement in MRR for sentence extrac-
tion on the WEB dataset when using au-
tomatically generated phrases and a fur-
ther 9.5% relative improvement when us-
ing manually annotated phrases. Surpris-
ingly, a separate experiment on the indexed
AQUAINT dataset showed no effect on IR
performance of using exact phrases.

1 Introduction

Question answering can be viewed as a sophisti-
cated information retrieval (IR) task where a sys-
tem automatically generates a search query from
a natural language question and finds a concise
answer from a set of documents. In the open-
domain factoid question answering task systems
answer general questions likeWho is the creator of
The Daily Show?, or When was Mozart born?. A
variety of approaches to question answering have
been investigated in TREC competitions in the last

c© 2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unportedli-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

decade from (Vorhees and Harman, 1999) to (Dang
et al., 2006). Most existing question answering
systems add question analysis, sentence retrieval
and answer extraction components to an IR sys-
tem.

Since information retrieval is the first stage of
question answering, its performance is an up-
per bound on the overall question answering sys-
tem’s performance. IR performance depends on
the quality of document indexing and query con-
struction. Question answering systems create a
search query automatically from a user’s question,
through various levels of sophistication. The sim-
plest way of creating a query is to treat the words
in the question as the terms in the query. Some
question answering systems (Srihari and Li, 1999)
apply linguistic processing to the question, iden-
tifying named entities and other query-relevant
phrases. Others (Hovy et al., 2001b) use ontolo-
gies to expand query terms with synonyms and hy-
pernyms.

IR system recall is very important for question
answering. If no correct answers are present in a
document, no further processing will be able to
find an answer. IR system precision and rank-
ing of candidate passages can also affect question
answering performance. If a sentence without a
correct answer is ranked highly, answer extrac-
tion may extract incorrect answers from these erro-
neous candidates. Collins-Thompsonet al. (2004)
show that there is a consistent relationship between
the quality of document retrieval and the overall
performance of question answering systems.

In this work we evaluate the use ofexact phrases
from a question in document and passage retrieval.
First, we analyze how different parts of a ques-
tion contribute to the performance of the sentence
extraction stage of question answering. We ana-
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lyze the match between linguistic constituents of
different types in questions and sentences contain-
ing candidate answers. For this analysis, we use a
set of questions and answers from the TREC 2006
competition as agold standard.

Second, we evaluate the performance of doc-
ument retrieval in ourStoQAquestion answering
system. We compare the performance of docu-
ment retrieval from the Web and from an indexed
collection of documents using different methods of
query construction, and identify the optimal algo-
rithm for query construction in our system as well
as its limitations.

Third, we evaluate passage extraction from a set
of documents. We analyze how the specificity of a
query affects sentence extraction.

The rest of the paper is organized as follows:
In Section 2, we summarize recent approaches to
question answering. In Section 3, we describe the
dataset used in this experiment. In Section 5, we
describe our method and data analysis. In Sec-
tion 4, we outline the architecture of our question
answering system. In Section 6, we describe our
experiments and present our results. We summa-
rize in Section 7.

2 Related Work

Information retrieval (IR) for question answering
consists of 2 steps: document retrieval and passage
retrieval.

Approaches to passage retrieval include sim-
ple word overlap (Light et al., 2001), density-
based passage retrieval (Clarke et al., 2000), re-
trieval based on the inverse document frequency
(IDF) of matched and mismatched words (Itty-
cheriah et al., 2001), cosine similarity between a
question and a passage (Llopis and Vicedo, 2001),
passage/sentence ranking by weighting different
features (Lee and others, 2001), stemming and
morphological query expansion (2004), and vot-
ing between different retrieval methods (Tellex
et al., 2003). As in previous approaches, we
use words and phrases from a question for pas-
sage extraction and experiment with using exactly
matched phrases in addition to words. Similarly
to Lee (2001), we assign weights to sentences in
retrieved documents according to the number of
matched constituents.

Systems vary in the size of retrieved passages.
Some systems identify multi-sentence and variable
size passages (Ittycheriah et al., 2001; Clarke et

al., 2000). An optimal passage size may depend
on the method of answer extraction. We use single
sentence extraction because our system’s semantic
role labeling-based answer extraction functions on
individual sentences.

White and Sutcliffe (2004) performed a man-
ual analysis of questions and answers for 50 of the
TREC questions. The authors computed frequency
of terms matching exactly, with morphological, or
semantic variation between a question and a an-
swer passage. In this work we perform a similar
analysis automatically. We compare frequencies
of phrases and words matching between a question
and candidate sentences.

Query expansion has been investigated in sys-
tems described in (Hovy et al., 2001a; Harabagiu
et al., 2006). They use WordNet (Miller, 1995) for
query expansion, and incorporate semantic roles in
the answer extraction process. In this experiment
we do not expand query terms.

Corpus pre-processing and encoding informa-
tion useful for retrieval was shown to improve doc-
ument retrieval (Katz and Lin, 2003; Harabagiu
et al., 2006; Chu-Carroll et al., 2006). In our
approach we evaluate linguistic question process-
ing technique which does not require corpus pre-
processing.

Statistical machine translation model is used
for information retrieval by (Murdock and Croft,
2005). The model estimates probability of a ques-
tion given an answer and is trained on<question,
candidate sentence> pairs. It capturing synonymy
and grammar transformations using a statistical
model.

3 Data

In this work we evaluate our question answering
system on two datasets: the AQUAINT corpus, a 3
gigabyte collection of news documents used in the
TREC 2006 competition; and the Web.

We use questions from TREC, a yearly ques-
tion answering competition. We use a subset
of questions with non-empty answers1 from the
TREC 2006 dataset2. The dataset provides a list
of matching documents from the AQUAINT cor-
pus and correct answers for each question. The
dataset contains 387 questions; the AQUAINT cor-
pus contains an average of 3.5 documents per ques-

1The questions where an answer was not in the dataset
were not used in this analysis

2http://trec.nist.gov/data/qa/t2006qadata.html
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tion that contain the correct answer to that ques-
tion. Using correct answerswe find thecorrect
sentencesfrom thematching documents. We use
this information as a gold standard for the IR task.

We index the documents in the AQUAINT cor-
pus using the Lucene (Apache, 2004 2008) engine
on the document level. We evaluate document re-
trieval usinggold standarddocuments from the
AQUAINT corpus. We evaluate sentence extrac-
tion on both AQUAINT and the Web automatically
using regular expressions for correct answers pro-
vided by TREC.

In our experiments we use manually and auto-
matically created phrases. Our automatically cre-
ated phrases were obtained by extracting noun,
verb and prepositional phrases and named entities
from the question dataset using then NLTK (Bird
et al., 2008) and Lingpipe (Carpenter and Bald-
win, 2008) tools. Our manually created phrases
were obtained by hand-correcting these automatic
annotations (e.g. to remove extraneous words and
phrases and add missed words and phrases from
the questions).

4 System

For the experiments in this paper we use theStoQA
system. This system employs a pipeline architec-
ture with three main stages as illustrated in Fig-
ure 1: question analysis, document and sentence
extraction (IR), and answer extraction. After the
user poses a question, it is analyzed. Target named
entities and semantic roles are determined. A
query is constructed, tailored to the search tools in
use. Sentences containing target terms are then ex-
tracted from the documents retrieved by the query.
The candidate sentences are processed to identify
and extract candidate answers, which are presented
to the user.

We use the NLTK toolkit (Bird et al., 2008)
for question analysis and can add terms to search
queries using WordNet (Miller, 1995). Our system
can currently retrieve documents from either the
Web (using the Yahoo search API (Yahoo!, 2008)),
or the AQUAINT corpus (Graff, 2002) (through
the Lucene indexer and search engine (Apache,
2004 2008)). When using Lucene, we can assign
different weights to different types of search term
(e.g. less weight to terms than to named entities
added to a query) (cf. (Lee and others, 2001)).

We currently have two modules for answer ex-
traction, which can be used separately or together.

Candidate sentences can be tagged with named en-
tity information using the Lydia system (Lloyd et
al., 2005). The tagged word/phrase matching the
target named entity type most frequently found is
chosen as the answer. Our system can also extract
answers through semantic role labeling, using the
SRL toolkit from (Punyakanok et al., 2008). In
this case, the tagged word/phrase matching the tar-
get semantic role most frequently found is chosen
as the answer.

Figure 1: Architecutre of our question answering
system

5 Method

5.1 Motivation

Question answering is an engineering-intensive
task. System performance improves as more so-
phisticated techniques are applied to data process-
ing. For example, the IR stage in question an-
swering is shown to improve with the help of tech-
niques like predictive annotations and relation ex-
traction; matching of semantic and syntactic re-
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Target United Nations
Question What was the number of member nations of the U.N. in 2000?

Named Entity U.N., United Nations
Phrases “member nations of the U.N.”
Converted Q-phrase “member nations of the U.N. in 2000”

Baseline Query was the number of member nations of the U.N. in 2000
United Nations

Lucene Query with phraseswas the number of member nations of the U.N. in 2000
and NE “United Nations”, ”member nations of the u.n.”

Cascaded web query
query1 “member nations of the U.N. in 2000” AND ( United Nations )
query2 ”member nations of the u.n.” AND ( United Nations )
query3 (number of member nations of the U.N. in 2000) AND ( United

Nations )
query4 ( United Nations )

Table 1: Question processing example: terms of a query

lations in a question and a candidate sentence
are known to improve overall QA system perfor-
mance (Prager et al., 2000; Stenchikova et al.,
2006; Katz and Lin, 2003; Harabagiu et al., 2006;
Chu-Carroll et al., 2006).

In this work we analyze less resource expensive
techniques, such as chunking and named entity de-
tection, for IR in question answering. Linguistic
analysis in our system is applied to questions and
to candidate sentences only. There is no need for
annotation of all documents to be indexed, so our
techniques can be applied to IR on large datasets
such as the Web.

Intuitively, using phrases in query construction
may improve retrieval precision. For example,
if we search forIn what year did the movie win
academy awards?using a disjunction of words
as our query we may match irrelevant documents
about the militaryacademyor Nobel prizeawards.
However, if we use the phrase“academy awards”
as one of the query terms, documents with this
term will receive a higher ranking. A counterargu-
ment for using phrases is thatacademyandawards
are highly correlated and therefore the documents
that contain both will be more highly ranked. We
hypothesize that for phrases where constituents are
not highly correlated, exact phrase extraction will
give more benefit.

5.2 Search Query

We process each TREC question and target3 to
identify named entities. Often, the target is a com-
plete named entity (NE), however, in some of the
TREC questions the target contains a named entity,
e.g. tourists massacred at Luxor in 1997, or 1991
eruption of Mount Pinatubowith named entities
Luxor andMount Pinatubo. For the TREC ques-
tion What was the number of member nations of
the U.N. in 2000?, the identified constituents and
automatically constructed query are shown in Ta-
ble 1. Named entities are identified using Ling-
pipe (Carpenter and Baldwin, 2008), which iden-
tifies named entities of typeorganization, location
andperson. Phrases are identified automatically
using the NLTK toolkit (Bird et al., 2008). We
extract noun phrases, verb phrases and preposi-
tional phrases. The rules for identifying phrases
are mined from a dataset of manually annotated
parse trees (Judge et al., 2006)4. Converted Q-
phrases are heuristically created phrases that para-
phrase the question in declarative form using a
small set of rules. The rules match a question to a
pattern and transform the question using linguistic
information. For example, one rule matchesWho
is|was NOUN|PRONOUN VBDand converts it to
NOUN|PRONOUN is|was VBD. 5

3The TREC dataset also provides atarget topicfor each
questions, and we include it in the query.

4The test questions are not in this dataset.
5Q-phrase is extracted only for who/when/where ques-

tions. We used a set of 6 transformation patterns in this ex-
periment.
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Named Entities Phrases

great pyramids; frank sinatra; mt.
pinatubo; miss america; manchester
united; clinton administration

capacity of the ballpark; groath rate; se-
curity council; tufts university endow-
ment; family members; terrorist organi-
zation

Table 2: Automatically identified named entities and phrases

A q-phrase represents how a simple answer is
expected to appear, e. g. aq-phrase for the ques-
tion When was Mozart born?is Mozart was born.
We expect a low probability of encountering aq-
phrase in retrieved documents, but a high prob-
ability of co-occurrence of q-phrases phrase with
correct answers.

In our basic system (baseline), words (trivial
query constituents) from question and target form
the query. In the experimental system, the query is
created from a combination of words, quoted exact
phrases, and quoted named entities. Table 2 shows
some examples of phrases and named entities used
in queries. The goal of our analysis is to evaluate
whether non-trivial query constituents can improve
document and sentence extraction.

We use a back-off mechanism with both of
our IR subsystems to improve document extrac-
tion. The Lucene API allows the user to cre-
ate arbitrarily long queries and assign a weight to
each query constituent. We experiment with as-
signing different weights based on the type of a
query constituent. Assigning a higher weight to
phrase constituents increases the scores for docu-
ments matching a phrase, but if no phrase matches
are found documents matching lower-scored con-
stituents will be returned.

The query construction system for the Web first
produces a query containing onlyconverted q-
phrases which have low recall and high precision
(query 1 in table 1). If this query returns less than
20 results, it then constructs a query usingphrases
(query 2 in table 1), if this returns less than 20 re-
sults, queries without exact phrases (queries 3 and
4) are used. Every query contains a conjunction
with the questiontarget to increase precision for
the cases where thetarget is excluded fromcon-
verted q-phrase or anexact phrase.

For both our IR subsystems we return a maxi-
mum of 20 documents. We chose this relatively
low number of documents because our answer ex-
traction algorithm relies on semantic tagging of
candidate sentences, which is a relatively time-

consuming operation.
The text from each retrieved documents is split

into sentences using Lingpipe. The same sen-
tence extraction algorithm is used for the output
from both IR subsystems (AQUAINT/Lucene and
Web/Yahoo). The sentence extraction algorithm
assigns a score to each sentence according to the
number of matched terms it contains.

5.3 Analysis of Constituents

For our analysis of the impact of different linguis-
tic constituent types on document retrieval we use
the TREC 2006 dataset which consists of ques-
tions, documents containing answers to each ques-
tion, and supporting sentences, sentences from
these documents that contain the answer to each
question.

Table 3 shows the number of times each con-
stituent type appears in asupporting sentenceand
the proportion ofsupporting sentencescontaining
each constituent type (sent w/answer column). The
“All Sentences” column shows the number of con-
stituents in all sentences of candidate documents.
The precisioncolumn displays the chance that a
given sentence is asupporting sentenceif a con-
stituent of a particular type is present in it.Con-
verted q-phrasehas the highest precision, followed
by phrases, verbs, and named entities. Words have
the highest chance of occurrence in asupporting
sentence(.907), but they also have a high chance
of occurrence in a document (.745).

This analysis supports our hypothesis that using
exact phrases may improve the performance of in-
formation retrieval for question answering.

6 Experiment

In these experiments we look at the impact of using
exact phrases on the performance of the document
retrieval and sentence extraction stages of question
answering. We use ourStoQAquestion answering
system. Questions are analyzed as described in the
previous section. For document retrieval we use
the back-off method described in the previous sec-
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sent w/ answer all sentences precision
num proportion num proportion

Named Entity 907 0.320 4873 0.122 .18
Phrases 350 0.123 1072 0.027 .34
Verbs 396 0.140 1399 0.035 .28
Q-Phrases 11 0.004 15 0.00038 .73
Words 2573 0.907 29576 0.745 .086

Total Sentences 2836 39688

Table 3: Query constituents in sentences of correct documents

avg doc avg doc overall avg overall avg corr avg corr avg corr
sent sent sent sent sent

recall MRR doc recall MRR recall in top 1 in top 10 in top 50
IR with Lucene on AQUAINT dataset

baseline (words disjunction 0.530 0.631 0.756 0.314 0.627 0.223 1.202 3.464
from target and question)
baseline 0.514 0.617 0.741 0.332 0.653 0.236 1.269 3.759
+ auto phrases
words 0.501 0.604 0.736 0.316 0.653 0.220 1.228 3.705
+ auto NEs & phrases
baseline 0.506 0.621 0.738 0.291 0.609 0.199 1.231 3.378
+ manual phrases
words 0.510 0.625 0.738 0.294 0.609 0.202 1.244 3.368
+ manual NEs & phrases

IR with Yahoo API on WEB
baseline - - - 0.183 0.570 0.101 0.821 2.316
words disjunction
cascaded - - - 0.220 0.604 0.140 0.956 2.725
using auto phrases
cascaded - - - 0.241 0.614 0.155 1.065 3.016
using manual phrases

Table 4: Document retrieval evaluation.

tion. We performed the experiments using first au-
tomatically generated phrases, and then manually
corrected phrases.

For document retrieval we report: 1) average re-
call, 2) average mean reciprocal ranking (MRR),
and 3) overall document recall. Each question has
a document retrieval recall score which is the pro-
portion of documents identified from all correct
documents for this question. Theaverage recall
is the individual recall averaged over all questions.
MRR is the inverse index of the first correct doc-
ument. For example, if the first correct document
appears second, the MRR score will be 1/2. MRR
is computed for each question and averaged over
all questions.Overall document recallis the per-
centage of questions for which at least one correct
document was retrieved. This measure indicates
the upper bound on the QA system.

For sentence retrieval we report 1) average sen-
tence MRR, 2) overall sentence recall, 3) average
precision of the first sentence, 4) number of cor-

rect candidate sentences in the top 10 results, and
5) number of correct candidate sentences in the top
50 results6.

Table 4 shows our experimental results. First,
we evaluate the performance of document retrieval
on the indexed AQUAINT dataset. Average doc-
ument recall for our baseline system is 0.53, in-
dicating that on average half of the correct doc-
uments are retrieved. Average document MRR
is .631, meaning that on average the first correct
document appears first or second. Overall docu-
ment recall indicates that 75.6% of queries con-
tain a correct document among the retrieved docu-
ments. Average sentence recall is lower than docu-
ment recall indicating that some proportion of cor-
rect answers is not retrieved using our heuristic
sentence extraction algorithm. The average sen-
tence MRR is .314 indicating that the first correct
sentence is approximately third on the list. With

6Although the number of documents is 20, multiple sen-
tences may be extracted from each document.
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the AQUAINT dataset, we notice no improvement
with exact phrases.

Next, we evaluate sentence retrieval from the
WEB. There is nogold standardfor the WEB
dataset so we do not report document retrieval
scores. Sentence scores on the WEB dataset are
lower than on the AQUAINT dataset7.

Using back-off retrieval with automatically cre-
ated phrases and named entities, we see an im-
provement over the baseline system performance
for each of the sentence measures on the WEB
dataset. Average sentence MRR increases 20%
from .183 in the baseline to .220 in the experimen-
tal system. With manually created phrases MRR
improves a further 9.5% to .241. This indicates
that information retrieval on the WEB dataset can
benefit from a better quality of chunker and from a
properly converted question phrase. It also shows
that the improvement is not due to simply match-
ing random substrings from a question, but that
linguistic information is useful in constructing the
exact match phrases. Precision of automatically
detected phrases is affected by errors during auto-
matic part-of-speech tagging of questions. An ex-
ample of an error due to POS tagging is the iden-
tification of a phrasewas Rowling borndue to a
failure to identify thatborn is averb.

Our results emphasize the difference between
the two datasets. AQUAINT dataset is a collec-
tion of a large set of news documents, while WEB
is a much larger resource of information from a
variety of sources. It is reasonable to assume
that on average there are much fewer documents
with query words in AQUAINT corpus than on the
WEB. Proportion ofcorrect documentsfrom all re-
trieved WEB documents on average is likely to be
lower than this proportion in documents retrieved
from AQUAINT. When using words on a query
to AQUAINT dataset, most of thecorrect docu-
mentsare returned in the top matches. Our results
indicate that over 50% ofcorrect documentsare
retrieved in the top 20 results. Results in table 3
indicate that exactly matched phrases from a ques-
tion are more precise predictors of presence of an
answer. Using exact matched phrases in a WEB
query allows a search engine to give higher rank to
more relevant documents and increases likelihood
of these documents in the top 20 matches.

Although overall performance on the WEB
dataset is lower than on AQUAINT, there is a po-

7Our decision to use only 20 documents may be a factor.

tential for improvement by using a larger set of
documents and improving our sentence extraction
heuristics.

7 Conclusion and Future Work

In this paper we present a document retrieval ex-
periment on a question answering system. We
evaluate the use of named entities and of noun,
verb, and prepositional phrases as exact match
phrases in a document retrieval query. Our re-
sults indicate that using phrases extracted from
questions improves IR performance on WEB data.
Surprisingly, we find no positive effect of using
phrases on a smaller closed set of data.

Our data analysis shows that linguistic phrases
are more accurate indicators for candidate sen-
tences than words. In future work we plan to evalu-
ate how phrase type (noun vs. verb vs. preposition)
affects IR performance.
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Abstract

Passage retrieval is used in QA to fil-
ter large document collections in order
to find text units relevant for answering
given questions. In our QA system we ap-
ply standard IR techniques and index-time
passaging in the retrieval component. In
this paper we investigate several ways of
dividing documents into passages. In par-
ticular we look at semantically motivated
approaches (using coreference chains and
discourse clues) compared with simple
window-based techniques. We evaluate
retrieval performance and the overall QA
performance in order to study the impact
of the different segmentation approaches.
From our experiments we can conclude
that the simple techniques using fixed-
sized windows clearly outperform the se-
mantically motivated approaches, which
indicates that uniformity in size seems to
be more important than semantic coher-
ence in our setup.

1 Introduction

Passage retrieval in question answering is differ-
ent from information retrieval in general. Extract-
ing relevant passages from large document col-
lections is only one step in answering a natural
language question. There are two main differ-
ences: i) Passage retrieval queries are generated
from complete sentences (questions) compared to
bag-of-keyword queries usually used in IR. ii) Re-
trieved passages have to be processed further in or-

c© 2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unported li-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

der to extract concrete answers to the given ques-
tion. Hence, the size of the passages retrieved is
important and smaller units are preferred. Here,
the division of documents into passages is crucial.
The textual units have to be big enough to en-
sure IR works properly and they have to be small
enough to enable efficient and accurate QA. In this
study we investigate whether semantically moti-
vated passages in the retrieval component lead to
better QA performance compared to the use of
document retrieval and window-based segmenta-
tion approaches.

1.1 Index-time versus Search-time Passaging

In this paper, we experiment with various possi-
bilities of dividing documents into passagesbefore
indexing them. This is also calledindex-time pas-
saging and refers to a one-step process of retriev-
ing appropriate textual units for subsequent an-
swer extraction modules (Roberts and Gaizauskas,
2004; Greenwood, 2004). This is in contrast to
other strategies using a two-step procedure consist-
ing of document retrieval andsearch-time passag-
ing thereafter. Here, we can distinguish between
approaches that only return one passage per rel-
evant document (see, for example, (Robertson et
al., 1992)) and the ones that allow multiple pas-
sages per document (see, for example (Moldovan
et al., 2000)). In general, allowing multiple pas-
sages per document is preferable for QA as possi-
ble answers can be contained at various positions
in a document (Roberts and Gaizauskas, 2004).
For this, an index-time approach has the advan-
tage that the retrieval of multiple passages per doc-
uments is straightforward because all of them com-
pete which each other in the same index using the
same metric for ranking.

A comparison between index-time and search-
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time passaging has been carried out in (Roberts
and Gaizauskas, 2004). In their experiments,
index-time passaging performs similarly to search-
time passaging in terms of coverage and redun-
dancy (measures which have been introduced in
the same paper; see section 4.2 for more informa-
tion). Significant differences between the various
approaches can only be observed in redundancy on
higher ranks (above 50). However, as we will see
later in our experiments (section 4.2), redundancy
is not as important as coverage for our QA system
. Furthermore, retrieving more than about 40 pas-
sages does not produce significant improvements
of the QA system anymore but slows down the pro-
cessing time substantially.

Another argument for our focus on a one-step
retrieval procedure can be taken from (Tellex et al.,
2003). In this paper, the authors do not actually use
any index-time passaging approach but compare
various search-time passage retrieval algorithms.
However, they obtain a huge performance differ-
ence when applying an oracle document retriever
(only returning relevant documents in the first re-
trieval step) instead of a standard IR engine. Com-
pared to this, the differences between the various
passage retrieval approaches tested is very small.
From this we can conclude that much improve-
ment can be gained by improving the initial re-
trieval step, which seems to be the bottleneck in the
entire process. Unfortunately, the authors do not
compare their results with index-time approaches.
However, looking at the potential gain in document
retrieval and keeping in mind that the performance
of index-time and search-time approaches is rather
similar (as we have discussed earlier) we believe
that the index-time approach is preferable.

1.2 Passages in IR

Certainly, IR performance is effected by chang-
ing the size of the units to be indexed. The task
in document segmentation for our index-time pas-
saging approach is to find the proper division of
documents into text passages which optimize the
retrieval in terms of overall QA performance.

The general advantages of passage retrieval over
full-text document retrieval has been investigated
in various studies, e.g., (Kaszkiel and Zobel, 2001;
Callan, 1994; Hearst and Plaunt, 1993; Kaszkiel
and Zobel, 1997). Besides the argument of de-
creasing the search space for subsequent answer
extraction modules in QA, passage retrieval also

improves standard IR techniques by “normaliz-
ing” textual units in terms of size which is espe-
cially important in cases where documents come
from very diverse sources. IR is based on similar-
ity measures between documents and queries and
standard approaches have shortcomings when ap-
plying them to documents of various sizes and text
types. Often there is a bias for certain types raising
problems of discrimination between documents of
different lengths and content densities. Passages
on the other hand provide convenient units to be
returned to the user avoiding such ranking difficul-
ties (Kaszkiel and Zobel, 2001). For IR, passage-
level evidence may be incorporated into document
retrieval (Callan, 1994; Hearst and Plaunt, 1993)
or passages may be used directly as retrieval unit
(Kaszkiel and Zobel, 2001; Kaszkiel and Zobel,
1997). For QA only the latter is interesting and
will be applied in our experiments.

Passages can be defined in various ways. The
most obvious way is to use existing markup (ex-
plicit discourse information) to divide documents
into smaller units. Unfortunately, such markup is
not always available or ambiguous with other types
of separators. For example, headers, list elements
or table cells might be separated in the same way
(for example using an empty line) as discourse
related paragraphs. Also, the division into para-
graphs may differ a lot depending on the source
of the document. For example, Wikipedia entries
are divided on various levels into rather small units
whereas newspaper articles often include very long
paragraphs.

There are several ways of automatically divid-
ing documents into passages without relying on
existing markup. One way is to search for linguis-
tic clues that indicate a separation of consecutive
text blocks. These clues may include lexical pat-
terns and relations. We refer to such approaches
assemantically motivated document segmentation.
Another approach is to cut documents into arbi-
trary pieces ignoring any other type of informa-
tion. For example, we can use fixed-sized win-
dows to divide documents into passages of simi-
lar size. Such windows can be defined in terms of
words and characters (Kaszkiel and Zobel, 2001;
Monz, 2003) or sentences and paragraphs (Zobel
et al., 1995; Llopis et al., 2002). It is also possi-
ble to allow varying window sizes and overlapping
sections to be indexed (Kaszkiel and Zobel, 2001;
Monz, 2003). In this case it is up to the IR engine
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to decide which of the competing window types is
preferred and it may even return overlapping sec-
tions multiple times.

In the following sections we will discuss
two techniques of semantically motivated docu-
ment segmentation and compare them to simple
window-based techniques in terms of passage re-
trieval and QA performance.

2 Passage Retrieval in our QA system

Our QA system is an open-domain question an-
swering system for Dutch. It includes two
strategies: (1) A table-lookup strategy using fact
databases that have been created off-line, and, (2)
an “on-line” answer extraction strategy with pas-
sage retrieval and subsequent answer identification
and ranking modules. We will only look at the
second strategy as we are interested in the passage
retrieval component and its impact on QA perfor-
mance.

The passage retrieval component is imple-
mented as an interface to several open-source IR
engines. The query is generated from the given
natural language question after question analysis.
Keywords are sent to the IR engine(s) and results
(in form of sentence IDs) are returned to the QA
system.

In the experiments described here, we apply
Zettair (Lester et al., 2006), an open-source IR en-
gine developed by the search engine group at the
RMIT University in Melbourne, Australia. It im-
plements a very efficient standard IR engine with
high retrieval performance according to our exper-
iments with various alternative systems. Zettair is
optimized for speed and is very efficient in both
indexing and retrieval. The outstanding speed in
indexing is very fortunate for our experiments in
which we had to create various indexes with dif-
ferent document segmentation strategies.

3 Document Segmentation

We now discuss the different methods for docu-
ment segmentation, starting with the semantically
motivated ones and then looking at the window-
based techniques.

3.1 Using Coreference Chains

Coreference is the relation which holds between
two NPs both of which are interpreted as refer-
ring to the same unique referent in the context
in which they occur ((Van Deemter and Kibble,

2000)). Since the coreference relation is an equiv-
alence relation and consequently a transitive rela-
tion chains of coreferring entities can be detected
in arbitrary documents. We can use these coref-
erence chains to demarcate passages in the text.
The assumption in this approach is that corefer-
ence chains mark semantically coherent passages,
which are good candidates for splitting up docu-
ments.

Figure 1 illustrates chains detected by a resolu-
tion system in five successive sentences.

1. [Jim McClements en Susan Sandvig-Shobe]i hebben
een onrechtmatig argument gebruikt.

2. [De Nederlandse scheidsrechter]j [Jacques de Koning]j

bevestigt dit.

3. [Kuipers]k versloeg zondag in een rechtstreeks duel
[Shani Davis]m.

4. Toch werd [hij]k in de rangschikking achter [de
Amerikaan]m geklasseerd.

5. [De twee hoofdarbiters]i verklaarden dat [Kuipers’]k

voorste schaats niet op de grond stond.

Cluster i (1,5): [Jim McClements en Susan Sandvig-Shobe]
[De twee hoofdarbiters]

Cluster j (2): [De Nederlandse scheidsrechter]
[Jacques de Koning]

Cluster k (3-5): [Kuipers] [hij] [Kuipers’]

Cluster m (3,4): [Shani Davis] [de Amerikaan]

Figure 1: Example of coreference chains used for
document segmentation

The coreferential units can then be used to form
passages consisting of all sentences the corefer-
ence chain spans over, i.e. the boundaries of pas-
sages are sentences containing the first occurrence
of the referent and the last occurrence of a refer-
ent. Thus, in the example in figure 1 we obtain
four passages: 1) sentence one to sentence five, 2)
sentence two, 3) sentence three to five, and, 4) sen-
tence three and four. Note that such passages can
be included in others and may overlap with yet oth-
ers. Furthermore, there might be sentences which
are not included in any chain which have to be han-
dled by some other techniques.

For our purposes we used our own coreference
resolution system which is based on information
derived from Alpino, a wide-coverage dependency
parser for Dutch (van Noord, 2006). We ap-
proached the task of coreference resolution as a
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clustering-based ranking task. Some NP pairs are
more likely to be coreferent than others. The sys-
tem ranks possible antecedents for each anaphor
considering syntactic features, semantic features
and surface structure features from the anaphor
and the candidate itself, as well as features from
the cluster to which the candidate belongs. It picks
the most likely candidate as the coreferring an-
tecedent.

References relations are detected between pro-
nouns, common nouns and named entities. The
resolution system yields a precision of 67.9% and
a recall of 45.6% (F-score = 54.5%) using MUC
scores (Vilain et al., 1993) on the annotated test
corpus developed by (Hoste, 2005) which consist
of articles taken from KNACK, a Flemish weekly
news magazine.

3.2 TextTiling

TextTiling is a well-known algorithm for segment-
ing texts into subtopic passages (Hearst, 1997).
It is based on the assumption that a significant
portion of a set of lexical items in use during
the course of a given subtopic discussion changes
when that subtopic in the text changes.

Topic shifts are found by searching for lexi-
cal co-occurrence patterns and comparing adja-
cent blocks. First the text is subdivided into
pseudo-sentences of a predefined size rather than
using syntactically-determined sentences. These
pseudo-sentences are called token-sequences by
Hearst.

The algorithm identifies discourse boundaries
by calculating a score for each token-sequence
gap. This score is based on two methods,
block comparison and vocabulary introduction.
The block comparison method compares adjacent
blocks of text to see how similar they are accord-
ing to how many words the adjacent blocks have
in common. The vocabulary introduction method
is based on how many new words were seen in
the interval in which the token-sequence gap is the
midpoint.

The boundaries are assumed to occur at the
largest valleys in the graph that results from plot-
ting the token-sequences against their scores. In
this way the algorithm produces a flat subtopic
structure from a given document.

3.3 Window-based

The simplest way of dividing documents into pas-
sages is to use a fixed-sized window. Here we

do not take any discourse information nor seman-
tic clue into account but split documents at arbi-
trary positions. Windows can be defined in various
ways, in terms of characters, words or sentences.
In our case it is important to keep sentences to-
gether because of the answer extraction compo-
nent in our QA system that works on that level
and expects complete sentences. Window-based
segmentation techniques may be applied with var-
ious amounts of overlaps. The simplest method is
to split documents into passages in a greedy way,
starting a new passage immediately after the pre-
vious one (and starting the entire process at the be-
ginning of each document)1. Another method is to
allow some overlap between consecutive passages,
i.e. starting a new passage at some position within
the previous one. If we use the maximum possible
overlap such an approach is usually called a “slid-
ing window” in which the difference between two
consecutive passages is only two basic units (sen-
tences) - the first and the last one.

4 Experiments

4.1 Setup

For our experiments we applied the Dutch news-
paper corpus used at the QA track at CLEF, the
cross-language evaluation forum. It contains about
190,000 documents consisting of about 4,000,000
sentences (roughly 80 million words). As men-
tioned earlier, we applied the open-source IR en-
gine, Zettair, in our experiments and used a lan-
guage modeling metric with Dirichlet smoothing,
which is implemented in the system.

The evaluation is based on 778 Dutch CLEF
questions from the QA tracks in the years 2003 –
2005 which are annotated with their answers. We
use simple matching of possible answer strings to
determine if a passage is relevant for finding an
accepted answer or not. Similarly, answer string
matching is applied to evaluate the output of the
entire QA system; i.e. an answer by the system
is counted as correct if it is identical to one of the
accepted answer strings without looking at the sup-
porting sentence/passage. For evaluation we used
the standard measure ofMRR which is defined as
follows:

1Note that in our approach we still keep the document
boundaries intact, i.e. the segmentation ends at the end of
each document and starts from scratch at the beginning of the
next document. In this way, the last passage in a document
may be smaller than the pre-defined fixed size.
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MRRQA =
1
N

N∑
1

1
rank(first correctanswer)

Using the string matching strategy for evalu-
ation this corresponds to thelenient MRR mea-
sures frequently used in the literature.Strict MRR
scores (requiring a match with supporting docu-
ments) is less appropriate for our data coming from
the CLEF QA tracks. In CLEF there are usually
only a few participants and, therefore, only a small
fraction of relevant documents are known for the
given questions.

4.2 Evaluation of Passage Retrieval

There are various metrics that can be employed for
evaluating passage retrieval. Commonly it is ar-
gued that passage retrieval for QA is merely a fil-
tering task and ranking (precision) is less impor-
tant than recall. Therefore, the measure ofredun-
dancy has been introduced which is defined as the
average number of relevant passages retrieved per
question (independent of any ranking). Passage re-
trieval is, of course, a bottleneck in QA systems
that make use of such a component. The system
has no chance to find an answer if the retrieval en-
gine fails to return relevant passages. Therefore,
another measure,coverage is often used in combi-
nation with redundancy. It is defined as the pro-
portion of questions for which at least one relevant
passage is found. In order to validate the use of
these measures in our setup we experimented with
retrieving various amounts of paragraphs. Figure 2
illustrates the relation of coverage and redundancy
scores compared to the overall QA performance
measured in terms ofMRR scores.

From the figure we can conclude that cover-
age is more important than redundancy in our sys-
tem. In other words, our QA system is quite good
in finding appropriate answers if there is at least
one relevant passage in the set of retrieved ones.
Redundancy on the other hand does not seem to
provide valuable insides for the end-to-end perfor-
mance of our QA system.

However, our system also uses the passage re-
trieval score (and, hence, the ranking) as a clue
for answer extraction. Therefore, other standard
IR measures might be interesting for our investi-
gations as well. The following three metrics are
common in the IR literature.
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Figure 2: The correlation between coverage and
redundancy andMRRQA with varying numbers
of paragraphs retrieved. Note that redundancy and
coverage use different scales on the y-axis which
makes them not directly comparable. The inten-
tion of this plot is to illustrate the tendency of both
measures in comparison with QA performance.

Mean average precision (MAP): Average of
precision scores for topk documents; MAP
is the mean of these averages over all theN
queries.

MAP =
1
N

N∑
n=1

1
K

K∑
k=1

Pn(1..k)

(Pn(1..k) is the precision of the topk docu-
ments retrieved for queryqn)

Uninterpolated average precision (UAP):
Average of precision scores at eachrelevant
document retrieved; UAP is the mean of
these averages over theN queries.

UAP =
1
N

N∑
n=1

1
|Dn

r |
∑

k:dk∈Dn
r

Pn(1..k)

(Dn
r is the set of relevant documents among

the ones retrieved for questionn)

Mean reciprocal ranks: The mean of the recip-
rocal rank of the first relevant passage re-
trieved.

MRRIR =
1
N

N∑
1

1
rank(first relevantpassage)

In figure 3 the correlation of these measures with
the overall QA performance is illustrated.
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Figure 3: The correlation between IR evaluation
measures (MAP , UAP and MRRIR) and QA
evaluation scores (MRRQA) with varying num-
bers of paragraphs retrieved.

From the picture we can clearly see that the
MRRIR scores correlate the most with the QA
evaluation scores when retrieving different num-
bers of paragraphs. This, again, confirms the im-
portance of coverage as theMRRIR score only
takes the first relevant passage into account and ig-
nores the fact that there might be more answers
to be found in lower ranked passages. Hence,
MRRIR seems to be a good measure that com-
bines coverage with an evaluation of the rank-
ing and, therefore, we will use it as our main IR
evaluation metric instead of coverage, redundancy,
MAP & UAP.

4.3 Baselines

The CLEF newspaper corpus comes with para-
graph markup which can easily be used as the seg-
mentation granularity for passage retrieval. Table
1 shows the scores obtained by different baseline
retrieval approaches using either sentences, para-
graphs or documents as base units.

We can see from the results that document re-
trieval (used for QA) is clearly outperformed by
both sentence and paragraph retrieval. Surpris-
ingly, sentence retrieval works even better than
paragraph retrieval when looking at the QA per-
formance even though all IR evaluation measures
(cov, red,MRRIR) suggest a lower score. Note
that MRRIR is almost as good asMRRQA for
sentence retrieval whereas the difference between
them is quite large for the other settings. This indi-
cates the importance of narrowing down the search
space for the answer extraction modules. The

MRR
#sent cov red IR QA CLEF

sent 16,737 0.784 2.95 0.490 0.487 0.430
par 80,046 0.842 4.17 0.565 0.483 0.416
doc 618,865 0.877 6.13 0.666 0.457 0.387

Table 1: Baselines with sentence (sent), paragraph
(par) and document (doc) retrieval (20 units).
MRRQA is measured on the top 5 answers re-
trieved. CLEF is the accuracy of the QA system
measured on the top answer provided by the sys-
tem.cov refers to coverage andred refers to redun-
dancy. #sent gives the total number of sentences
included in the retrieved text units to give an im-
pression about the amount of text to be processed
by subsequent answer extraction modules.

amount of data to be processed is much smaller
for sentence retrieval than for the other two while
coverage is still reasonably high. The CLEF scores
(accuracy measured on the top answer provided by
the system) follow the same pattern. Here, the dif-
ference between sentence retrieval and document
retrieval is even more apparent.

Certainly, the success of the retrieval compo-
nent depends on the metric used for ranking doc-
uments as implemented in the IR engine. In or-
der to verify the importance of document seg-
mentation in a QA setting we also ran experi-
ments with another standard metric implemented
in Zettair, the Okapi BM-25 metric (Robertson et
al., 1992). Similar to the previous setting using
the LM metric, QA with paragraph retrieval (now
yielding MRRQA = 0.460) outperforms QA with
document retrieval (MRRQA = 0.449). How-
ever, sentence retrieval does not perform as well
(MRRQA = 0.420) which suggests that the Okapi
metric is not suited for very small retrieval units.
Still, the success of paragraph retrieval supports
the advantage of passage retrieval compared to
document retrieval and suggests potential QA per-
formance gains with improved document segmen-
tation strategies. In the remaining we only report
results using the LM metric for retrieval due to its
superior performance.

4.4 Semantically Motivated Passages

As described earlier, coreference chains can be
used to extract semantically coherent passages
from textual documents. In our experiments we
used several settings for the integration of such
passages in the retrieval engine. First of all, coref-
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erence chains have been used as the only way
of forming passages. Sentences which are not
included in any passage are included as single-
sentence passages. This settings is referred to as
sent/coref.

In the second setting we restrict the passages in
length. Coreference chains can be arbitrary long
and, as we can see in the results in table 2, the
IR engine tends to prefer long passages which is
not desirable in the QA setting. Hence, we define
the constraint that passages have to be longer than
200 characters and shorter than 1000. This setup is
referred to assent/coref (200-1000).

In the third setting we combine paragraphs (us-
ing existing markup) and coreference chain pas-
sages including the length restriction. This is
mainly to get rid of the single-sentence passages
included in the previous settings. Note that all
paragraphs are used even if all sentences within
them are included in coreferential passages. Note
also that in all settings passages may refer to
overlapping text units as coreference chains may
stretch over various overlapping passages of a doc-
ument.

We did not perform an exhaustive optimization
of the length restriction. However, we experi-
mented with various settings and 200-1000 was the
best performing one in our experiments. For illus-
tration we include one additional experiment using
a slightly different length constraint (200-400) in
table 2.

For the document segmentation strategy us-
ing TextTiling we used a freely available im-
plementation of that algorithm (the Perl Module
Lingua::EN::Segmenter::TextTiling available
at CPAN). Note that we do not include other pas-
sages in this approach (paragraphs using existing
markup nor single-sentence passages).

Table 2 summarizes the scores obtained by the
various settings when applied for passage retrieval
and when embedded into the QA system.

It is worth noting that including coreferential
chains without length restriction forced the re-
trieval engine to return a lot of very long passages
which resulted in a degraded QA performance
(also in terms of processing time which is not
shown here). The combination of paragraphs and
coreferential passages with length restrictions pro-
ducedMRRQA scores above the baseline. How-
ever, these improvements are not statistically sig-
nificant according to the Wilcoxon matched-pair

MRR
#sent IR QA CLEF

sent/coref 490,968 0.604 0.469 0.405
sent/coref(200-1000) 76,865 0.535 0.462 0.395
par+coref(200-1000) 82,378 0.560 0.493 0.426
par+coref(200-400) 67,580 0.555 0.489 0.422
TextTiling 107,879 0.586 △ 0.503 0.434

Table 2: Passage retrieval with document segmen-
tation using coreference chains and TextTiling (re-
trieving a maximum of 20 passages;△ means sig-
nificant withp < 0.05 and Wilcoxon Matched-pair
Signed-Ranks Test compared to paragraph base-
line – only tested forMRRQA)

signed-ranks test and looking at the corresponding
CLEF scores we can even see a slight drop in per-
formance. Applying TextTiling yielded improved
scores in both passage retrieval and QA perfor-
mance (MRRQA and CLEF). TheMRRQA im-
provement is statistically significant according to
the same test.

4.5 Window-based Passages

In comparison to the semantically motivated pas-
sages discussed above we also looked at simple
window-based passages as described earlier. Here
we do not consider any linguistic clues for divid-
ing the documents besides the sentence and docu-
ment boundaries. Table 3 summarizes the results
obtained for various fixed-sized windows used for
document segmentation.

MRR
#sent IR QA CLEF

2 sentences 33468 0.545 △ 0.506 0.443
3 sentences 50190 0.554 0.504 0.436
4 sentences 66800 0.581 △ 0.512 0.447
5 sentences 83575 0.588 0.493 0.422
6 sentences 100110 0.583 0.489 0.423
7 sentences 116872 0.572 0.491 0.422
8 sentences 133504 0.577 0.481 0.409
9 sentences 150156 0.578 0.475 0.405
10 sentences 166810 0.596 0.470 0.396

Table 3: Passage retrieval with window-based doc-
ument segmentation (△ means significant with
p < 0.05 and Wilcoxon Matched-pair Signed-
Ranks Test)

Surprisingly, we can see that window-based seg-
mentation approaches with small sizes between 2
and 7 sentences yield improved scores compared
to the baseline. Two of the improvements (using
2-sentence passages and 4-sentence passages) are
statistically significant. Three settings also out-
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perform the best semantically motivated segmen-
tation approach. This result was unexpected espe-
cially considering the naive way of splitting docu-
ments into parts disregarding any discourse struc-
ture (besides document boundaries) and other se-
mantic clues.

We did another experiment using window-based
segmentation and a sliding window approach.
Here, fixed-sized passages are included starting at
every point in the document and, hence, various
overlapping passages are included in the index. In
this way we split documents at various points and
leave it to the IR engine to select the most ap-
propriate ones for a given query. The results are
shown in table 4.

MRR
#sent IR QA CLEF

2 sent (sliding) 29095 0.548 △ 0.516 0.456
3 sent (sliding) 36415 0.549 0.484 0.411
4 sent (sliding) 41565 0.546 0.476 0.409
5 sent (sliding) 45737 0.534 0.465 0.403
6 sent (sliding) 49091 0.528 0.454 0.390
7 sent (sliding) 51823 0.529 0.439 0.372
8 sent (sliding) 54600 0.535 0.428 0.360
9 sent (sliding) 57071 0.531 0.420 0.351
10 sent (sliding) 59352 0.542 0.420 0.354

Table 4: Passage retrieval with window-based doc-
ument segmentation and a sliding window

Again, we see a significant improvement with
2-sentence passages (the overall best score so far)
but the performance degrades when increasing the
window size. Note that the number of sentences re-
trieved is growing very slowly for larger windows.
This is because more and more of the overlapping
regions are retrieved and, hence, the total number
of unique sentences does not grow with the size
of the window as we have seen in the non-sliding
approach.

5 Discussion & Conclusions

Our experiments show that passage retrieval is in-
deed different to general document retrieval. Im-
proved retrieval scores do not necessarily lead to
better QA performance. Important for QA is to
reduce the search space for subsequent answer ex-
traction modules and, hence, passage retrieval has
to balance retrieval accuracy and retrieval size. In
our setup it seems to be preferable to return very
small units with a reasonable coverage. For this,
index-time passaging is very effective.

In this study we were especially interested in se-
mantically motivated approaches to document seg-

mentation. In particular, two techniques have been
investigated, one using the well-known TextTil-
ing algorithm and one using coreference chains for
passage boundary detection. We compared them
to simple window-based techniques using various
sizes. From our experiments we can conclude that
simple document segmentation techniques using
small fixed-sized windows work best among the
ones tested here. Semantically motivated passages
in the retrieval component helped to slightly im-
prove QA performance but do not justify the effort
spent in producing them. One of the main reasons
for the failure of using coreference chains for seg-
mentation might be the fact that this approach pro-
duces many overlapping passages which does not
seem to be favorable for passage retrieval. This can
also be seen in the sliding window approach which
did not perform as well as the one without over-
lapping units (except for two-sentence passages).
In conclusion,uniformity in terms of length and
uniqueness (in terms of non-overlapping contents)
seem to be more important than semantic coher-
ence for one-step passage retrieval in QA. A fu-
ture direction could be to test an approach that bal-
ances both a uniform document segmentation and
semantic coherence.
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Abstract

The information retrieval (IR) commu-
nity has investigated many different tech-
niques to retrieve passages from large col-
lections of documents for question answer-
ing (QA). In this paper, we specifically ex-
amine and quantitatively compare the im-
pact of passage retrieval for QA using slid-
ing windows and disjoint windows. We
consider two different data sets, the TREC
2002–2003 QA data set, and 93why-
questions against INEX Wikipedia. We
discovered that, compared to disjoint win-
dows, using sliding windows results in im-
proved performance of TREC-QA in terms
of TDRR, and in improved performance of
why-QA in terms of success@n and MRR.

1 Introduction

In question answering (QA), text passages are an
important intermediary between full documents
and exact answers. They form a very natural unit
of response for QA systems (Tellex et al., 2003)
and it is known from user studies that users pre-
fer answers to be embedded in paragraph-sized
chunks (Lin et al., 2003) because they can provide
the context of an answer. Therefore, almost all
state-of-the-art QA systems implement some tech-
nique for extracting paragraph-sized fragments of
text from a large corpus.

Most QA systems have a pipeline architecture
consisting of at least three components: ques-
tion analysis, document/passage retrieval, and an-
swer extraction (Hirschman and Gaizauskas, 2001;

c©2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unportedli-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

Voorhees, 2001). The quality of a QA sys-
tem heavily depends on the effectiveness of the
integrated retrieval system (second step of the
pipeline): if a retrieval system fails to find any rel-
evant documents for a question, further processing
steps to extract an answer will inevitably fail too
(Monz, 2003). This motivates the need to study
passage retrieval for QA.

There are two common approaches to retriev-
ing passages from a corpus: one is to index each
passage as separate document and retrieve them as
such. The other option is to first retrieve relevant
documents for a given question and then retrieve
passages from the retrieved documents. The pas-
sages themselves can vary in size and degree of
overlap. Their size can be fixed as a number of
words or characters, or varying with the semantic
content (Hearst and Plaunt, 1993) or the structure
of the text (Callan, 1994). The overlap between
two adjacent passages can be either zero, in which
case we speak ofdisjoint passages, or the passages
may be overlapping, which we refer to assliding
passages.

In this paper, we compare the effectiveness of
several passage retrieval techniques with respect to
their usefulness for QA. Our main interest is the
contribution of sliding passages as apposed to dis-
joint passages, and we will experiment with a num-
ber of retrieval models. We evaluate the retrieval
approaches on two different QA tasks: (1) factoid-
QA, as defined by the test collection provided by
TREC (Voorhees, 2002; Voorhees, 2003), and (2)
a relatively new problem in the QA field: that of
answeringwhy-questions (why-QA).

The remainder of the paper is organized as fol-
lows. In the next section, we describe related work
on passage retrieval for QA and we motivate what
the main contribution of the current paper is. In
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section 3 we describe our general set-up for pas-
sage retrieval in both QA tasks that we consider. In
section 4, we present the results of the experiments
on TREC-QA data, and in section 5 we present our
results onwhy-QA. Section 6 gives an overall con-
clusion.

2 Related work

The use of passage retrieval for QA has been stud-
ied before. For example, (Tellex et al., 2003)
performed a quantitative evaluation of passage re-
trieval algorithms for QA. They compared differ-
ent passage retrieval algorithms in the context of
their QA system. Their system first returns a
ranked list of 200 documents and then applies dif-
ferent passage retrieval algorithms to the retrieved
documents. They find that the performance of pas-
sage retrieval depends on the performance of the
pre-applied document retrieval step, and therefore
they suggest that document and passage retrieval
technology should be developed independently.

A similar message is conveyed by (Roberts and
Gaizauskas, 2004). They investigate different ap-
proaches to passage retrieval for QA. They iden-
tify each paragraph as a seperate passage. They
find that the optimal approach is to allow multiple
passages per document to be returned and to score
passages independently of their source document.

(Tiedemann, 2007) studies the impact of doc-
ument segmentation approaches on the retrieval
performance of IR for Dutch QA. He finds that
segmentation based on document structure such
as the use of paragraph markup (discourse-based
segmentation) works well with standard informa-
tion retrieval techniques. He tests various other
techniques for document segmentation and various
passage sizes. In his experimental setting, larger
text units (such as documents) produce better per-
formance in passage retrieval. Tiedemann com-
pares different sizes of discourse-based segmen-
tation: sentences, paragraphs and documents. He
finds that larger text units result in a large search
space for subsequent QA modules and hence re-
duce the overall performance of the QA system.
That is why we do not conduct experiments with
different passage sizes in this paper: it is difficult
to measure the outcome of such experiments in-
dependently of the specific answer extraction sys-
tem. We adopt Tiedemann’s best strategy of docu-
ment segmentation strategy, i.e., paragraph-based,
but with equally sized passages instead.

3 General experiment set-up

The main purpose of our experiments is to study
the contribution of sliding windows as apposed to
disjoint windows in the context of QA. Therefore,
in our experiment setup, we have kept fixed the
other segmentation variables, passage size and de-
gree of overlap. We set out to examine two differ-
ent strategies of document segmentation (disjoint
and sliding passages) with a number of retrieval
models for two different QA tasks: TREC factoid-
QA andwhy-QA.

3.1 Retrieval models

We use the Lemur retrieval engine1 for passage re-
trieval because it provides a flexible support for
different types of retrieval models including vec-
tor space models and language models. In this
paper we have selected two vector space mod-
els: TFIDF and Okapi BM25 (Robertson and
Walker, 1999), and one language model based on
Kullback-Leibler (KL) divergence (Lafferty and
Zhai, 2001).

The TFIDF weighting scheme is often used in
information retrieval. There are several variations
of the TFIDF weighting scheme that can effect the
performance significantly. The Lemur toolkit pro-
vides a variant of the TFIDF model based on the
Okapi TF formula (Robertson et al., 1995).

Lemur also provides the implementation of the
original Okapi BM25 model, and we have used
this model with default values of 1.2 fork1, 0.75
for b and 7 for k3 as suggested by (Robertson
and Walker, 1999). The KL-divergence retrieval
model, which implements the cross entropy of the
query model with respect to the document model,
is a standard metric for comparing distributions,
which has proven to work well in IR experiments
in the past. To address the data sparseness prob-
lem during model estimation, we use the Dirichlet
smoothing method (Zhai and Lafferty, 2004) with
default parameter values provided in the Lemur
toolkit.

Currently, however, the Lemur2 does not sup-
port direct passage retrieval. For these experi-
ments, therefore, we first need to segment docu-
ments into passages before indexing them into the

1Lemur toolkit: http://www.lemurproject.org
2Lemur and Indri are different search engines. Indri pro-

vides the#passage operator, but it doesn’t consider para-
graph boundaries or sentence boundaries for constructing pas-
sages.
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Lemur retrieval engine. Our segmenting strategy
is explained below.

3.2 Passage identification

For our experiments, we take into account two
different corpora: AQUAINT and the Wikipedia
XML corpus as used in INEX (Denoyer and Gal-
linari, 2006). The AQUAINT corpus consists of
news articles from the Associated Press, New York
Times, and Xinhua News Agency (English ver-
sion) from 1996 to 2000. The Wikipedia XML
collection consists of 659,388 articles as they oc-
cured in the online Wikipedia in the summer of
2006. As we have discussed in Section 2, (Tiede-
mann, 2007) discovered that discourse-based seg-
mentation into paragraphs works well with stan-
dard information retrieval techniques. They also
observe that larger retrieval units produce better re-
sults for passage retrieval, since larger units have
higher chance to cover the required information.
Therefore, we decide to segment each document
into similar sized passages while taking into ac-
count complete paragraphs only.

For document segmentation, our method first
detects sentences in the text using punctuation
marks as separators, and then paragraphs using
empty lines as separators. Sentence boundaries
are necessary because we aim at retrieving pas-
sages that do not contain any broken sentences.
The required passages are identified by aligning
over paragraph boundaries (merging paragraphs
into units until they have the required length ,i.e.
500 characters). The disjoint passages do not share
any content with each other, and the sliding pas-
sages slide with the difference of one paragraph
boundary, i.e., we start forming a new passage
from beginning of each paragraph of the docu-
ment. If paragraph boundaries are not detected,
then these sliding passages are half-overlapped
with each other.

For the Wikipedia XML corpus, we have found
that documents have already been annotated with
<p> elements. Thus we consider these elemens
as paragraph boundaries instead of empty lines as
we did for the AQAINT corpus. We observe that
some textual parts of the documents are not cov-
ered by the XML paragraph boundaries. Therefore
we have extended the existing paragraph bound-
aries such that the missing text fragments become
part of the paragraphs.

We split both corpora into disjoint and slid-

ing windows as we have discussed above. After
splitting the 1.03M documents of the AQUAINT-
1 collection we have 14.2M sliding passages, and
4.82M disjoint passages. And similarly we got
4.1M sliding passages and 2M disjoint passages
from the Wikipedia XML collection of 659,388
documents.

3.3 Evaluation metrics

For our experiments, we use the following metrics
for evaluation:

Mean reciprocal rank (MRR) at n is the mean
(calculated over all questions) of the recipro-
cal rank (which is 1 divided by the rank or-
dinal) of the highest ranked relevant (i.e. an-
swer bearing) passage. RR is zero for a ques-
tion if no relevant passage is returned by the
system at limitn.

Success at nfor a question is 1 if the answer
to this question is found in topn passages
fetched up by our system. Success@n is av-
eraged over all questions.

Total document reciprocal rank (TDRR)
(Bilotti et al., 2004) is the sum of all recipro-
cal ranks of all answer bearing passages per
question (averaged over all questions). The
value of TDRR is maximum if all retrieved
passages are relevant. TDRR is an extension
of MRR that favors a system that ranks more
that one relevant passage higher than all
non-relevant passages. This way, TDRR
extends MRR with a notion of recall.

When we compare retrieval performance of two
retrieval settings (such as the use ofdisjointversus
sliding windows), then we obtain a list of paired
scores. That’s why we use the Wilcoxon signed-
rank test to show the statistical significance of the
improvements.

In summary, we experiment with three retrieval
models in Lemur: TFIDF, Okapi, and a language
model based on the Kullback-Leibler divergence.
For each of these retrieval models, we evaluate the
use of both sliding and disjoint passages. This
makes a total of six retrieval settings.

4 Evaluating passage retrieval for
TREC-QA

As test collection for factoid QA, we use a standard
set of 822 question/answer pairs from the TREC
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QA tasks of 2002-2003. For evaluation of the
passage retrieval approaches that we consider, we
compute strict scores as defined by (Tellex et al.,
2003). Strict scoring means that a retrieved pas-
sage is considered relevant if the passage not only
matches one of the answer patterns provided by
NIST, but its associated document is also listed as
one of the relevant documents assessed by NIST.
(Bilotti et al., 2004) have reviewed 109 factoid
questions of the TREC-2002 task and they have
extended the existing set of relevant documents by
adding more relevant documents. We have also in-
cluded this extended list of relevant documents for
these questions in our experiment setup.

We evaluate the impact of disjoint and sliding
windows on passage retrieval for QA using three
different retrieval models, using the MRR@n, Suc-
cess@n and TDRR@n metrics as described in sec-
tion 3.3. Table 1 shows the evaluation results (best
scores for each measure in bold face). The ex-
periment results show that language model based
on Kullback-Leibler divergence shows better per-
formance than two vector space models for both
types of windows retrieval according to MRR, suc-
cess@n and TDRR evaluation metrics.

4.1 Discussion

In a pipeline QA system, the answer extraction
module depends on the performance of passage re-
trieval. If more answer bearing passages are pro-
vided in the stream, then there is a high chance
of selecting the correct answer from the stream
in later stages of QA. (Roberts and Gaizauskas,
2004) have also discussed the importance of this
aspect of passage retrieval for QA. They have mea-
sured theanswer redundancyof a retrieval system
which measures how many answer bearing pas-
sages are returned per question at limitn. (Tiede-
mann, 2007) have also used this metric and argue
that highredundancyis desired to make it easier
for the answer extraction module to spot possible
answers. We consider TDRR as the most impor-
tant measure for the passage retrieval task since
it does not only measure theredundancyof a re-
trieval system but also measures how much im-
provement there is in returning the relevant pas-
sages at top ranks.

According to TDRR@n in table 1, retrieval of
sliding windows outperforms retrieval of disjoint
windows at all limits ofn for all retrieval mod-
els. Forn = 100, the improvement is significant

at p = 0.01 level. This high value of TDRR@n
suggests that segmenting the documents into slid-
ing windows is a better choice in order to return as
many relevant passages as possible at top ranks.

If we consider Success@n as evaluation mea-
sure instead of TDRR, retrieval of disjoint win-
dows outperforms retrieval of sliding windows.
We think that one of the reasons for this behaviour
is that since sliding windows overlap with their
neighbours, they are more pair-wise similar than
disjoint windows. Therefore, it is possible that for
some non-answered questions many irrelevant pas-
sages are returned at top ranks and that relevant
passages are surpressed down.

5 Evaluating passage retrieval for
why-QA

In the previous section, we showed that for TREC
data, the choice of the retrieval model and the type
of windows to be retrieved influence on the re-
trieval performance. We found that for the TREC
data, a language modeling approach (based on
Kullback-Leibler divergence) on sliding windows
gives the best results in terms of TDRR. In this
section, we aim to find out what the optimal pas-
sage retrieval approach is for a very different type
of QA, namelywhy-QA.

5.1 Background ofwhy-QA system
development

In (Verberne et al., 2008), we present an approach
for why-QA that is based on paragraph retrieval
from the INEX Wikipedia corpus (Denoyer and
Gallinari, 2006). Our system forwhy-QA con-
sists of two modules: a passage retrieval mod-
ule and a re-ranking module. In earlier retrieval
experiments, we used the Wumpus retrieval sys-
tem (Buttcher, 2007), and we defined passages
simply by the XML paragraph markup<p>. Pas-
sage ranking in Wumpus is done by the QAP pas-
sage scoring algorithm (Buttcher et al., 2004).

The second module of ourwhy-system is a re-
ranking step that uses syntactic features of the
question and the retrieved answers for adapting the
scores of the answers and changing the ranking or-
der. The weights of the re-ranking features have
been optimized by training on our question answer
data in five folds3 using a genetic algorithm. We
let Wumpus retrieve and rank 150 paragraphs per

3In five turns, we tune the feature weights on four of the
five folds and evaluate them on the fifth
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Table 1: Results for passage retrieval for TREC-QA using disjoint windows (DW) and sliding windows
(SW).∗∗ indicates a significant improvements of sliding windows over disjoint windows at thep = 0.01
level.

MRR Success@n TDRR
n retrieval model DW SW DW SW DW SW
10 TFIDF 0.327 0.326 51.8% 50.1% 0.465 0.637

Okapi 0.322 0.328 51.9% 51.2% 0.459 0.649
KL 0.355 0.345 55.7% 51.3% 0.518 0.710

100 TFIDF 0.336 0.386 54.1% 53.3% 0.517 0.819∗∗

Okapi 0.333 0.339 77.0% 76.2% 0.535 0.835∗∗

KL 0.363 0.353 77.1% 75.2% 0.525 0.902∗∗

question. This number of 150 answers was chosen
as a trade-off between covering as many as possi-
ble of the relevant answers retrieved by Wumpus,
and the system load that was needed for automatic
syntactic analysis of all answers in the second (re-
ranking) module of the system. For evaluation of
the results, we performed manual assessment of
all answers retrieved, starting at the highest-ranked
answer and ending as soon as we encountered a
relevant answer4.

The results for our originalwhy-system are in
Table 2. We show the results in terms of suc-
cess@n and MRR@n. As opposed to the evalua-
tion of TREC-QA, we do not consider TDRR as
evaluation measure for experiments onwhy-QA.
This is because inwhy-QA, we are only interested
in the top-ranked answer-bearing passage. For cal-
culating TDRR, assessment of all 150 retrieved an-
swers would be necessary.

Table 2 shows that success@150 for the retrieval
module (Wumpus/QAP) is 73.1%. This means that
for 26.9% of the questions, no relevant answer is
retrieved in the first module. Re-ranking the an-
swers cannot increase MRR for these questions,
since none of the 150 answers in the result list
is relevant. We consider a success@150 score of
73.1% to be quite low. We aim to improve the
performance of our system by optimizing its first
module, passage retrieval.

We experiment with a number of passage re-
trieval approaches in order to reach better retrieval
in the first module of our system. We aim to find
out which type of retrieval model and what win-
dow type (disjoint or sliding) gives optimal results
for retrieving passages relevant towhy-questions.
If the retrieval performance indeed goes up, we

4We didn’t need to assess the tail since we were only in-
terested in the highest-ranked relevant answer for calculating
MRR and success@n

will apply our re-ranking module to the newly
retrieved data to see what overall system perfor-
mance we can reach with the new retrieval ap-
proach.

5.2 Data and evaluation setup

For development and testing purposes, we use the
Webclopedia question set by (Hovy et al., 2002).
This set contains questions that were asked to the
online QA systemanswers.com . 805 of these
questions arewhy-questions. We manually in-
spect a sample of 400 of the Webclopediawhy-
questions. Of these, 93 have an answer in the
Wikipedia XML corpus (see section 3). Manual
extraction of one correct answer for each of these
questions results in a set of 93why-questions and
their reference answer.

In order to be able to do fast evaluation of the
different evaluation settings, we manually create
an answer pattern for each of the questions in our
set. These answer patterns are based on a set of 93
reference answers (one answer per question) that
we have manually extracted from the Wikipedia
corpus. An answer pattern is a regular expres-
sion that defines which of the retrieved passages
are considered a relevant answer to the input ques-
tion.

As opposed to the answer patterns provided by
NIST for the evaluation of factoid QA (see sec-
tion 4), our answer patterns forwhy-questions are
relatively strict. Awhy-answer can be formulated
in many different ways with different words, which
may not all be in the answer pattern. For a factoid
question such as “When was John Lennon born?”,
the answer is only one phrase, and the answer
pattern is short and unambiguous, i.e./1940/ .
However, if we consider thewhy-question “Why
are some organ transplants unsuccessful?”, the
answer pattern cannot be stated in one phrase. For
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Table 2: Results for the originalwhy-QA pipeline system
success@10 success@150 MRR@150

Wumpus/QAP Retrieval 43.0% 73.1% 0.260
+ Re-ranking module 54.8% 73.1% 0.380

this example, we created the following answer
pattern based on the pre-extracted reference
answer5: /.*immune system.*foreign
tissues.*destroy.*/ . It is however pos-
sible that a relevant answer is formulated in a
way that does not match this regular expression.
Thus, the use of answer patterns for the evaluation
of why-QA leads to conservative results: some
relevant answers may be missed in the evaluation
procedure.

After applying the answer patterns, we count the
questions that have at least one relevant answer
in the top 10 and the top 150 of the results (suc-
cess@10, success@150). For the highest ranked
relevant answer per question, we determine the re-
ciprocal rank (RR). If there is no correct answer
retrieved by the system atn = 150, the RR is0.
Over all questions, we calculate the MRR@150.

5.3 Passage retrieval results

We segment and index the Wikipedia corpus as de-
scribed in section 3 and run all six retrieval set-
tings on our set of 93why-questions. For consis-
tent evaluation, we applied the answer patterns that
we created to the newly retrieved Lemur data as
well as to the original Wumpus output.

The retrieval results for all settings are in Table
3. We show both success@10 and success@150,
and MRR@150 for each setting. Success@150 is
important if we consider the current results as input
for the re-ranking module. As explained before,
re-ranking can only be successful if at least one rel-
evant answer is retrieved by the retrieval module.
For each measure (s@10, s@150 and MRR@150),
the score of the highest-scoring setting is printed in
bold face.

As expected, the evaluation of the Wumpus data
with the use of answer patterns gives somewhat
lower scores than evaluation based on manual as-
sessment of all answers (table 2). This confirms
our idea that the use of answer patterns forwhy-
QA leads to conservative results. Thus we can

5The pre-extracted reference answer is: “This is because
a normal healthy human immune system can distinguish for-
eign tissues and attempts to destroy them, just as it attempts
to destroy infective organisms such as bacteria and viruses.”

state that the Lemur scores shown in table 3 are
not overestimated and therefore reliable.

Since we are using the output of the passage re-
trieval module as input for our re-ranking mod-
ule, we are mainly interested in the scores for
success@150. For the four retrieval models, we
see that TFIDF seems to score somewhat better
on retrieving sliding windows in terms of suc-
cess@150 than Okapi and the Kullback-Leibler
language model. On the other hand, Kullback-
Leibler and QAP seem to perform better on retriev-
ing disjoint windows. However, these differences
are not significant at thep = 0.01 level. For the
differences between disjoint and sliding windows
for all retrieval models together, we see that re-
trieval of sliding windows gives significantly bet-
ter results than disjoint windows in terms of suc-
cess@150 (p < 0.001).

5.4 The influence of passage retrieval on our
pipeline system

As described in section 5.1, our system is a
pipeline: after passage retrieval, we apply a re-
ranking module that uses syntactic information for
re-scoring the results from the retrieval module. As
input for our re-ranking module we use the out-
put of the retrieval setting with the highest suc-
cess@150 score: Lemur/TFIDF on sliding win-
dows. For 81.7% of the questions in our set,
Lemur/TFIDF retrieved an answer in the top-150.
This means that the maximum success@10 score
that we can obtain by re-ranking is 81.7%.

For weighting the feature values, we re-use the
weights that we had earlier found from training on
our set of 93 questions and the 150 answers that
were retrieved by Wumpus. We again take into
account five-fold cross validation for evaluation.
For a detailed description of our re-ranking mod-
ule and the syntactic features that we exploit, we
refer to (Verberne et al., 2008).

The results from re-ranking are in Table 4.
In the table, four system versions are compared:
(1) the original Wumpus/QAP module, (2) the
original why-pipeline system: Wumpus/QAP with
re-ranking, (3) TFIDF-sliding and (4) the new
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Table 3: Results for passage retrieval onwhy-questions against Wikipedia using disjoint windows (DW)
and sliding windows (SW)

Success@10 Success@150 MRR@150
Retrieval model DW SW DW SW DW SW
Baseline: Wumpus/QAP 40.9% 72.0% 0.229
Lemur/TFIDF 43.0% 45.2% 71.1% 81.7% 0.247 0.338
Lemur/Okapi 41.9% 44.1% 67.7% 79.6% 0.243 0.320
Lemur/KL 48.9% 50.0% 72.8% 77.2% 0.263 0.324

pipeline system: TFIDF-sliding with re-ranking.
We again show MRR, success@10 and suc-
cess@150. For each measure, the score of the
highest-scoring setting is printed in bold face.

After applying our re-ranking module (right bot-
tom setting), we find a significant improvement
over bare TFIDF (left bottom setting). In terms
of MRR, we also see an improvement over the re-
sults that we had obtained by re-ranking the Wum-
pus/QAP output (right top setting). However, suc-
cess@10 does not show significant improvement.
The improvement that the re-ranking module gives
is smaller for the TFIDF retrieval results (MRR
goes from 0.338 to 0.359) than for the QAP results
(MRR increases from 0.260 to 0.328). We suspect
that this may be due to the fact that we used feature
weights for re-ranking that we had earlier obtained
from training on the Wumpus/QAP data (see sec-
tion 5.4). It would be better to re-train our feature
weights on the Lemur data. Probably, re-ranking
can then make a bigger contribution than it does
now for the Lemur data.

6 Overall conclusion

In this paper we have investigated the contribu-
tion of sliding windows as apposed to disjoint win-
dows with different retrieval modules for two dif-
ferent QA tasks: the TREC-QA 2002–2003 task
andwhy-QA.

For the TREC factoid-QA task, we have found
that retrieval of sliding windows outperfoms re-
trieval of disjoint windows in returning as many
relevant passages as possible on top ranks (accord-
ing to the TDRR metric). The experimental results
show that a language model based on Kullback-
Leibler divergence gives better performance than
two vector space models for both types of win-
dows retrieval according to MRR, success@n and
TDRR evaluation metrics. We found that the
number of answered questions (success@n) was
slightly lower when we used sliding windows for

passage retrieval than disjoint windows, but we
think one of the reasons is that sliding windows
are more homogeneous than disjoint windows, and
therefore for some questions more irrelevant pas-
sages are returned at top ranks and relevant pas-
sages are surpressed down.

For the task of retrieving answers towhy-
questions from Wikipedia data, we found that the
best retrieval model is TFIDF, and sliding win-
dows give significantly better results than disjoint
windows. We also found better performance for
our completewhy-pipeline system after applying
our existing re-ranking module to the passages re-
trieved with TFIDF-sliding.

In general, we find that for QA, sliding win-
dows give better results than disjoint windows in
the passage retrieval step. The best scoring re-
trieval model depends on the task under consid-
eration, because the nature of the documents and
question sets differ. This shows that for each spe-
cific QA task, different retrieval models should be
considered.

In the future, we aim to boost passage retrieval
for QA even more by applying query expansion
techniques that are specific to the QA tasks that
we consider, i.e. TREC factoid-QA andwhy-QA.
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Abstract

Automated answering of natural language
questions is an interesting and useful prob-
lem to solve. Question answering (QA)
systems often perform information re-
trieval at an initial stage. Information re-
trieval (IR) performance, provided by en-
gines such as Lucene, places a bound on
overall system performance. For example,
no answer bearing documents are retrieved
at low ranks for almost 40% of questions.

In this paper, answer texts from previous
QA evaluations held as part of the Text
REtrieval Conferences (TREC) are paired
with queries and analysed in an attempt
to identify performance-enhancing words.
These words are then used to evaluate the
performance of a query expansion method.

Data driven extension words were found
to help in over 70% of difficult questions.
These words can be used to improve and
evaluate query expansion methods. Sim-
ple blind relevance feedback (RF) was cor-
rectly predicted as unlikely to help overall
performance, and an possible explanation
is provided for its low value in IR for QA.

1 Introduction

The task of supplying an answer to a question,
given some background knowledge, is often con-
sidered fairly trivial from a human point of view,
as long as the question is clear and the answer is

c© 2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unportedli-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

known. The aim of an automated question answer-
ing system is to provide a single, unambiguous re-
sponse to a natural language question, given a text
collection as a knowledge source, within a certain
amount of time. Since 1999, the Text Retrieval
Conferences have included a task to evaluate such
systems, based on a large pre-defined corpus (such
as AQUAINT, containing around a million news
articles in English) and a set of unseen questions.

Many information retrieval systems perform
document retrieval, giving a list of potentially rel-
evant documents when queried – Google’s and Ya-
hoo!’s search products are examples of this type of
application. Users formulate a query using a few
keywords that represent the task they are trying to
perform; for example, one might search for “eif-
fel tower height” to determine how tall the Eiffel
tower is. IR engines then return a set of references
to potentially relevant documents.

In contrast, QA systems must return an exact an-
swer to the question. They should be confident
that the answer has been correctly selected; it is
no longer down to the user to research a set of doc-
ument references in order to discover the informa-
tion themselves. Further, the system takes a natural
language question as input, instead of a few user-
selected key terms.

Once a QA system has been provided with a
question, its processing steps can be described in
three parts - Question Pre-Processing, Text Re-
trieval and Answer Extraction:

1. Question Pre-Processing TREC questions
are grouped into series which relate to a given
target. For example, the target may be “Hinden-
burg disaster” with questions such as “What type
of craft was the Hindenburg?” or “How fast could
it travel?”. Questions may include pronouns ref-
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erencing the target or even previous answers, and
as such require processing before they are suitable
for use.

2. Text Retrieval An IR component will return
a ranked set of texts, based on query terms. At-
tempting to understand and extract data from an
entire corpus is too resource intensive, and so an IR
engine defines a limited subset of the corpus that
is likely to contain answers. The question should
have been pre-processed correctly for a useful set
of texts to be retrieved – including anaphora reso-
lution.

3. Answer Extraction (AE) Given knowledge
about the question and a set of texts, the AE sys-
tem attempts to identify answers. It should be clear
that only answers within texts returned by the IR
component have any chance of being found.

Reduced performance at any stage will have a
knock-on effect, capping the performance of later
stages. If questions are left unprocessed and full
of pronouns (e.g.,“When did it sink?”) the IR com-
ponent has very little chance of working correctly
– in this case, the desired action is to retrieve
documents related to the Kursk submarine, which
would be impossible.

IR performance with a search engine such as
Lucene returns no useful documents for at least
35% of all questions – when looking at the top
20 returned texts. This caps the AE component
at 65% question “coverage”. We will measure the
performance of different IR component configura-
tions, to rule out problems with a default Lucene
setup.

For each question, answers are provided in the
form of regular expressions that match answer text,
and a list of documents containing these answers
in a correct context. As references to correct doc-
uments are available, it is possible to explore a
data-driven approach to query analysis. We deter-
mine which questions are hardest then concentrate
on identifying helpful terms found in correct doc-
uments, with a view to building a system than can
automatically extract these helpful terms from un-
seen questions and supporting corpus. The avail-
ability and usefulness of these terms will provide
an estimate of performance for query expansion
techniques.

There are at least two approaches which could
make use of these term sets to perform query ex-
pansion. They may occur in terms selected for

blind RF (non-blind RF is not applicable to the
TREC QA task). It is also possible to build a cata-
logue of terms known to be useful according to cer-
tain question types, thus leading to a dictionary of
(known useful) expansions that can be applied to
previously unseen questions. We will evaluate and
also test blind relevance feedback in IR for QA.

2 Background and Related Work

The performance of an IR system can be quanti-
fied in many ways. We choose and define mea-
sures pertinent to IR for QA. Work has been done
on relevance feedback specific to IR for QA, where
it is has usually be found to be unhelpful. We out-
line the methods used in the past, extend them, and
provide and test means of validating QA relevance
feedback.

2.1 Measuring QA Performance

This paper uses two principle measures to describe
the performance of the IR component.Coverage
is defined as the proportion of questions where at
least one answer bearing text appears in the re-
trieved set. Redundancyis the average number
of answer bearing texts retrieved for each ques-
tion (Roberts and Gaizauskas, 2004).

Both these measures have a fixed limitn on the
number of texts retrieved by a search engine for a
query. As redundancy counts the number of texts
containing correct answers, and not instances of
the answer itself, it can never be greater than the
number of texts retrieved.

The TREC reference answers provide two ways
of finding a correct text, with both a regular expres-
sion and a document ID. Lenient hits (retrievals of
answer bearing documents) are those where the re-
trieved text matches the regular expression; strict
hits occur when the document ID of the retrieved
text matches that declared by TREC as correctand
the text matches the regular expression. Some doc-
uments will match the regular expression but not
be deemed as containing a correct answer (this
is common with numbers and dates (Baeza-Yates
and Ribeiro-Neto, 1999)), in which case a lenient
match is found, but not a strict one.

The answer lists as defined by TREC do not in-
clude every answer-bearing document – only those
returned by previous systems and marked as cor-
rect. Thus, false negatives are a risk, and strict
measures place an approximate lower bound on
the system’s actual performance. Similarly, lenient
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matches can occur out of context, without a sup-
porting document; performance based on lenient
matches can be viewed as an approximate upper
bound (Lin and Katz, 2005).

2.2 Relevance Feedback

Relevance feedback is a widely explored technique
for query expansion. It is often done using a spe-
cific measure to select terms using a limited set of
ranked documents of sizer; using a larger set will
bring term distribution closer to values over the
whole corpus, and away from ones in documents
relevant to query terms. Techniques are used to
identify phrases relevant to a query topic, in or-
der to reduce noise (such as terms with a low cor-
pus frequency that relate to only a single article)
and query drift (Roussinov and Fan, 2005; Allan,
1996).

In the context of QA, Pizzato (2006) employs
blind RF using the AQUAINT corpus in an attempt
to improve performance when answering factoid
questions on personal names. This is a similar ap-
proach to some content in this paper, though lim-
ited to the study of named entities, and does not
attempt to examine extensions from the existing
answer data.

Monz (2003) finds a negative result when apply-
ing blind feedback for QA in TREC 9, 10 and 11,
and a neutral result for TREC 7 and 8’s ad hoc re-
trieval tasks. Monz’s experiment, usingr = 10
and standard Rocchio term weighting, also found
a further reduction in performance whenr was
reduced (from 10 to 5). This is an isolated ex-
periment using just one measure on a limited set
of questions, with no use of the available answer
texts.

Robertson (1992) notes that there are issues
when using a whole document for feedback, as
opposed to just a single relevant passage; as men-
tioned in Section 3.1, passage- and document-level
retrieval sets must also be compared for their per-
formance at providing feedback. Critically, we
will survey the intersection between words known
to be helpful and blind RF terms based on initial
retrieval, thus showing exactly how likely an RF
method is to succeed.

3 Methodology

We first investigated the possibility of an IR-
component specific failure leading to impaired
coverage by testing a variety of IR engines and

configurations. Then, difficult questions were
identified, using various performance thresholds.
Next, answer bearing texts for these harder ques-
tions were checked for words that yielded a per-
formance increase when used for query expansion.
After this, we evaluated how likely a RF-based ap-
proach was to succeed. Finally, blind RF was ap-
plied to the whole question set. IR performance
was measured, and terms used for RF compared to
those which had proven to be helpful as extension
words.

3.1 IR Engines

A QA framework (Greenwood, 2004a) was origi-
nally used to construct a QA system based on run-
ning a default Lucene installation. As this only
covers one IR engine in one configuration, it is
prudent to examine alternatives. Other IR engines
should be tested, using different configurations.
The chosen additional engines were: Indri, based
on the mature INQUERY engine and the Lemur
toolkit (Allan et al., 2003); and Terrier, a newer en-
gine designed to deal with corpora in the terabyte
range and to back applications entered into TREC
conferences (Ounis et al., 2005).

We also looked at both passage-level and
document-level retrieval. Passages can be de-
fined in a number of ways, such as a sentence,
a sliding window ofk terms centred on the tar-
get term(s), parts of a document of fixed (and
equal) lengths, or a paragraph. In this case,
the documents in the AQUAINT corpus contain
paragraph markers which were used as passage-
level boundaries, thus making “passage-level”
and “paragraph-level” equivalent in this paper.
Passage-level retrieval may be preferable for AE,
as the number of potential distracters is some-
what reduced when compared to document-level
retrieval (Roberts and Gaizauskas, 2004).

The initial IR component configuration was with
Lucene indexing the AQUAINT corpus at passage-
level, with a Porter stemmer (Porter, 1980) and an
augmented version of the CACM (Jones and van
Rijsbergen, 1976) stopword list.

Indri natively supports document-level indexing
of TREC format corpora. Passage-level retrieval
was done using the paragraph tags defined in the
corpus as delimiters; this allows both passage- and
document-level retrieval from the same index, ac-
cording to the query.

All the IR engines were unified to use the Porter

36



Coverage Redundancy
Year Len. Strict Len. Strict

Lucene

2004 0.686 0.636 2.884 1.624
2005 0.703 0.566 2.780 1.155
2006 0.665 0.568 2.417 1.181

Indri

2004 0.690 0.554 3.849 1.527
2005 0.694 0.512 3.908 1.056
2006 0.691 0.552 3.373 1.152

Terrier

2004 - - - -
2005 - - - -
2006 0.638 0.493 2.520 1.000

Table 1: Performance of Lucene, Indri and Terrier at para-
graph level, over top 20 documents. This clearly shows the
limitations of the engines.

stemmer and the same CACM-derived stopword
list.

The topn documents for each question in the
TREC2004, TREC2005 and TREC2006 sets were
retrieved using every combination of engine, and
configuration1. The questions and targets were
processed to produce IR queries as per the default
configuration for the QA framework. Examining
the top 200 documents gave a good compromise
between the time taken to run experiments (be-
tween 30 and 240 minutes each) and the amount
one can mine into the data. Tabulated results are
shown in Table 1 and Table 2. Queries have had
anaphora resolution performed in the context of
their series by the QA framework. AE compo-
nents begin to fail due to excess noise when pre-
sented with over 20 texts, so this value is enough to
encompass typical operating parameters and leave
space for discovery (Greenwood et al., 2006).

A failure analysis (FA) tool, an early version
of which is described by (Sanka, 2005), provided
reporting and analysis of IR component perfor-
mance. In this experiment, it provided high level
comparison of all engines, measuring coverage
and redundancy as the number of documents re-
trieved,n, varies. This is measured because a per-
fect engine will return the most useful documents
first, followed by others; thus, coverage will be
higher for that engine with low values ofn.

3.2 Identification of Difficult Questions

Once the performance of an IR configuration over
a question set is known, it’s possible to produce
a simple report listing redundancy for each ques-
tion. A performance reporting script accesses the

1Save Terrier / TREC2004 / passage-level retrieval;
passage-level retrieval with Terrier was very slow using our
configuration, and could not be reliably performed using the
same Terrier instance as document-level retrieval.

Coverage Redundancy
Year Len. Strict Len. Strict

Indri

2004 0.926 0.837 7.841 2.663
2005 0.935 0.735 7.573 1.969
2006 0.882 0.741 6.872 1.958

Terrier

2004 0.919 0.806 7.186 2.380
2005 0.928 0.766 7.620 2.130
2006 0.983 0.783 6.339 2.067

Table 2: Performance of Indri and Terrier at document level
IR over the AQUAINT corpus, withn = 20

FA tool’s database and lists all the questions in
a particular set with the strict and lenient redun-
dancy for selected engines and configurations. En-
gines may use passage- or document-level config-
urations.

Data on the performance of the three engines is
described in Table 2. As can be seen, the cover-
age with passage-level retrieval (which was often
favoured, as the AE component performs best with
reduced amounts of text) languishes between 51%
and 71%, depending on the measurement method.
Failed anaphora resolution may contribute to this
figure, though no deficiencies were found upon vi-
sual inspection.

Not all documents containing answers are noted,
only those checked by the NIST judges (Bilotti
et al., 2004). Match judgements are incomplete,
leading to the potential generation of false nega-
tives, where a correct answer is found with com-
plete supporting information, but as the informa-
tion has not been manually flagged, the system will
mark this as a failure. Assessment methods are
fully detailed in Dang et al. (2006). Factoid per-
formance is still relatively poor, although as only
1.95 documents match per question, this may be an
effect of such false negatives (Voorhees and Buck-
land, 2003). Work has been done into creating
synthetic corpora that include exhaustive answer
sets (Bilotti, 2004; Tellex et al., 2003; Lin and
Katz, 2005), but for the sake of consistency, and
easy comparison with both parallel work and prior
local results, the TREC judgements will be used to
evaluate systems in this paper.

Mean redundancy is also calculated for a num-
ber of IR engines. Difficult questions were those
for which no answer bearing texts were found by
either strict or lenient matches in any of the topn
documents, using a variety of engines. As soon as
one answer bearing document was found by an en-
gine using any measure, that question was deemed
non-difficult. Questions with mean redundancy of
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zero are markeddifficult, and subjected to further
analysis. Reducing the question set to just diffi-
cult questions produces a TREC-format file for re-
testing the IR component.

3.3 Extension of Difficult Questions

The documents deemed relevant by TREC must
contain some useful text that can help IR engine
performance. Such words should be revealed by
a gain in redundancy when used to extend an ini-
tially difficult query, usually signified by a change
from zero to a non-zero value (signifying that rele-
vant documents have been found where none were
before). In an attempt to identify where the use-
ful text is, the relevant documents for each difficult
question were retrieved, and passages matching the
answer regular expression identified. A script is
then used to build a list of terms from each passage,
removing words in the question or its target, words
that occur in the answer, and stopwords (based on
both the indexing stopword list, and a set of stems
common within the corpus). In later runs, num-
bers are also stripped out of the term list, as their
value is just as often confusing as useful (Baeza-
Yates and Ribeiro-Neto, 1999). Of course, answer
terms provide an obvious advantage that would not
be reproducible for questions where the answer is
unknown, and one of our goals is to help query ex-
pansion for unseen questions. This approach may
provide insights that will enable appropriate query
expansion where answers are not known.

Performance has been measured with both the
question followed by an extension (Q+E), as well
as the question followed by the target and then
extension candidates (Q+T+E). Runs were also
executed with just Q and Q+T, to provide non-
extended reference performance data points. Ad-
dition of the target often leads to gains in perfor-
mance (Roussinov et al., 2005), and may also aid
in cases where anaphora resolution has failed.

Some words are retained, such as titles, as in-
cluding these can be inferred from question or tar-
get terms and they will not unfairly boost redun-
dancy scores; for example, when searching for a
“Who” question containing the word “military”,
one may want to preserve appellations such as
“Lt.” or “Col.”, even if this term appears in the an-
swer.

This filtered list of extensions is then used to cre-
ate a revised query file, containing the base ques-
tion (with and without the target suffixed) as well

as new questions created by appending a candidate
extension word.

Results of retrievals with these new question are
loaded into the FA database and a report describ-
ing any performance changes is generated. The
extension generation process also creates custom
answer specifications, which replicate the informa-
tion found in the answers defined by TREC.

This whole process can be repeated with vary-
ing question difficulty thresholds, as well as alter-
nativen values (typically from 5 to 100), different
engines, and various question sets.

3.4 Relevance Feedback Performance

Now that we can find the helpful extension words
(HEWs) described earlier, we’re equipped to eval-
uate query expansion methods. One simplistic ap-
proach could use blind RF to determine candidate
extensions, and be considered potentially success-
ful should these words be found in the set of HEWs
for a query. For this, term frequencies can be
measured given the topr documents retrieved us-
ing anaphora-resolved queryQ. After stopword
and question word removal, frequent terms are ap-
pended toQ, which is then re-evaluated. This
has been previously attempted for factoid ques-
tions (Roussinov et al., 2005) and with a limited
range ofr values (Monz, 2003) but not validated
using a set of data-driven terms.

We investigated how likely term frequency (TF)
based RF is to discover HEWs. To do this, the
proportion of HEWs that occurred in initially re-
trieved texts was measured, as well as the propor-
tion of these texts containing at least one HEW.
Also, to see how effective an expansion method is,
suggested expansion terms can be checked against
the HEW list.

We used both the top 5 and the top 50 documents
in formulation of extension terms, with TF as a
ranking measure; 50 is significantly larger than the
optimal number of documents for AE (20), without
overly diluting term frequencies.

Problems have been found with using entire
documents for RF, as the topic may not be the
same throughout the entire discourse (Robertson
et al., 1992). Limiting the texts used for RF to
paragraphs may reduce noise; both document- and
paragraph-level terms should be checked.
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Engine
Year Lucene

Para
Indri
Para

Indri
Doc

Terrier
Doc

2004 76 72 37 42
2005 87 98 37 35
2006 108 118 59 53

Table 3: Number of difficult questions, as defined by those
which have zero redundancy over both strict and lenient mea-
sures, atn = 20. Questions seem to get harder each year.
Document retrieval yields fewer difficult questions, as more
text is returned for potential matching.

Engine
Lucene Indri Terrier

Paragraph 226 221 -
Document - 121 109

Table 4: Number of difficult questions in the 2006 task, as de-
fined above, this time withn = 5. Questions become harder
as fewer chances are given to provide relevant documents.

4 Results

Once we have HEWs, we can determine if these
are going to be of significant help when chosen as
query extensions. We can also determine if a query
expansion method is likely to be fruitful. Blind RF
was applied, and assessed using the helpful words
list, as well as RF’s effect on coverage.

4.1 Difficult Question Analysis

The number of difficult questions found atn =
20 is shown in Table 3. Document-level retrieval
gave many fewer difficult questions, as the amount
of text retrieved gave a higher chance of finding
lenient matches. A comparison of strict and lenient
matching is in Table 5.

Extensions were then applied to difficult ques-
tions, with or without the target. The performance
of these extensions is shown in Table 6. Results
show a significant proportion (74.4%) of difficult
questions can benefit from being extended with
non-answer words found in answer bearing texts.

4.2 Applying Relevance Feedback

Identifying HEWs provides a set of words that
are useful for evaluating potential expansion terms.

Match type
Strict Lenient

Year
2004 39 49
2005 56 66
2006 53 49

Table 5: Common difficult questions (over all three engines
mentioned above) by year and match type;n = 20.

Difficult questions used 118
Variations tested 6683
Questions that benefited 87 (74.4%)
Helpful extension words (strict) 4973
Mean helpful words per question 42.144
Mean redundancy increase 3.958

Table 6: Using Terrier Passage / strict matching, retrieving 20
docs, with TREC2006 questions / AQUAINT. Difficult ques-
tions are those where no strict matches are found in the top 20
IRT from just one engine.

2004 2005 2006
HEW found in IRT 4.17% 18.58% 8.94%
IRT containing HEW 10.00% 33.33% 34.29%
RF words in HEW 1.25% 1.67% 5.71%

Table 7: “Helpful extension words”: the set of extensions that,
when added to the query, move redundancy above zero.r =
5, n = 20, using Indri at passage level.

Using simple TF based feedback (see Section 3.4),
5 terms were chosen per query. These words had
some intersection (see Table 7) with the exten-
sion words set, indicating that this RF may lead to
performance increases for previously unseen ques-
tions. Only a small number of the HEWs occur in
the initially retrieved texts (IRTs), although a no-
ticeable proportion of IRTs (up to 34.29%) contain
at least one HEW. However, these terms are prob-
ably not very frequent in the documents and un-
likely to be selected with TF-based blind RF. The
mean proportion of RF selected terms that were
HEWs was only 2.88%. Blind RF for question an-
swering fails here due to this low proportion. Strict
measures are used for evaluation as we are inter-
ested in finding documents which were not pre-
viously being retrieved rather than changes in the
distribution of keywords in IRT.

Document and passage based RF term selection
is used, to explore the effect of noise on terms, and
document based term selection proved marginally
superior. Choosing RF terms from a small set of
documents (r = 5) was found to be marginally
better than choosing from a larger set (r = 50).
In support of the suggestion that RF would be un-

r
5 50 Baseline

Rank Doc Para Doc Para
5 0.253 0.251 0.240 0.179 0.312
10 0.331 0.347 0.331 0.284 0.434
20 0.438 0.444 0.438 0.398 0.553
50 0.583 0.577 0.577 0.552 0.634

Table 8: Coverage (strict) using blind RF. Both document-
and paragraph-level retrieval used to determine RF terms.

39



Question:
Who was the nominal leader after the overthrow?
Target: Pakistani government overthrown in 1999
Extension word Redundancy
Kashmir 4
Pakistan 4
Islamabad 2.5
Question:Where did he play in college?
Target: Warren Moon
Extension word Redundancy
NFL 2.5
football 1
Question:Who have commanded the division?
Target: 82nd Airborne division
Extension word Redundancy
Gen 3
Col 2
decimated 2
officer 1

Table 9: Queries with extensions, and their mean redundancy
using Indri at document level withn = 20. Without exten-
sions, redundancy is zero.

likely to locate HEWs, applying blind RF consis-
tently hampered overall coverage (Table 8).

5 Discussion

HEWs are often found in answer bearing texts,
though these are hard to identify through sim-
ple TF-based RF. A majority of difficult questions
can be made accessible through addition of HEWs
present in answer bearing texts, and work to deter-
mine a relationship between words found in initial
retrieval and these HEWs can lead to coverage in-
creases. HEWs also provide an effective means
of evaluating other RF methods, which can be de-
veloped into a generic rapid testing tool for query
expansion techniques. TF-based RF, while finding
some HEWs, is not effective at discovering exten-
sions, and reduces overall IR performance.

There was not a large performance change
between engines and configurations. Strict
paragraph-level coverage never topped 65%, leav-
ing a significant number of questions where no
useful information could be provided for AE.

The original sets of difficult questions for in-
dividual engines were small – often less than the
35% suggested when looking at the coverage fig-
ures. Possible causes could include:

Difficult questions being defined as those for
which average redundancy is zero: This limit
may be too low. To remedy this, we could increase
the redundancy limit to specify an arbitrary num-
ber of difficult questions out of the whole set.
The use of both strict and lenient measures:It

is possible to get a lenient match (thus marking a
question as non-difficult) when the answer text oc-
curs out of context.

Reducingn from 20 to 5 (Table 4) increased
the number of difficult questions produced. From
this we can hypothesise that although many search
engines are succeeding in returning useful docu-
ments (where available), the distribution of these
documents over the available ranks is not one that
bunches high ranking documents up as those im-
mediately retrieved (unlike a perfect engine; see
Section 3.1), but rather suggests a more even dis-
tribution of such documents over the returned set.

The number of candidate extension words for
queries (even after filtering) is often in the range
of hundreds to thousands. Each of these words
creates a separate query, and there are two varia-
tions, depending on whether the target is included
in the search terms or not. Thus, a large number
of extended queries need to be executed for each
question run. Passage-level retrieval returns less
text, which has two advantages: firstly, it reduces
the scope for false positives in lenient matching;
secondly, it is easier to scan result by eye and de-
termine why the engine selected a result.

Proper nouns are often helpful as extensions.
We noticed that these cropped up fairly regularly
for some kinds of question (e.g. “Who”). Espe-
cially useful were proper nouns associated with
locations - for example, adding “Pakistani” to
a query containing the word Pakistan lifted re-
dundancy above zero for a question on President
Musharraf, as in Table 9. This reconfirms work
done by Greenwood (2004b).

6 Conclusion and Future Work

IR engines find some questions very difficult and
consistently fail to retrieve useful texts even with
high values ofn. This behaviour is common over
many engines. Paragraph level retrieval seems to
give a better idea of which questions are hard-
est, although the possibility of false negatives is
present from answer lists and anaphora resolution.

Relationships exist between query words and
helpful words from answer documents (e.g. with
a military leadership themes in a query, adding the
term “general” or “gen” helps). Identification of
HEWs has potential use in query expansion. They
could be used to evaluate RF approaches, or asso-
ciated with question words and used as extensions.

Previous work has ruled out relevance feedback
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in particular circumstances using a single ranking
measure, though this has not been based on analy-
sis of answer bearing texts. The presence of HEWs
in IRT for difficult questions shows that guided RF
may work, but this will be difficult to pursue. Blind
RF based on term frequencies does not increase IR
performance. However, there is an intersection be-
tween words in initially retrieved texts and words
data driven analysis defines as helpful, showing
promise for alternative RF methods (e.g. based on
TFIDF). These extension words form a basis for
indicating the usefulness of RF and query expan-
sion techniques.

In this paper, we have chosen to explore only
one branch of query expansion. An alternative data
driven approach would be to build associations be-
tween recurrently useful terms given question con-
tent. Question texts could be stripped of stopwords
and proper nouns, and a list of HEWs associated
with each remaining term. To reduce noise, the
number of times a particular extension has helped
a word would be counted. Given sufficient sample
data, this would provide a reference body of HEWs
to be used as an aid to query expansion.
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Abstract

In this paper,an information distance based
approach is proposed to perform answer
validation for question answering system.
To validate an answer candidate, the ap-
proach calculates the conditional informa-
tion distance between the question focus
and the candidate under certain condition
pattern set. Heuristic methods are de-
signed to extract question focus and gen-
erate proper condition patterns from ques-
tion. General search engines are employed
to estimate the Kolmogorov complexity,
hence the information distance. Experi-
mental results show that our approach is
stable and flexible, and outperforms tradi-
tional tfidf methods.

1 Introduction

Question answering(QA) system aims at finding
exact answers to a natural language question. In
order to correctly answer a question, several com-
ponents are implemented including question clas-
sification, passage retrieval, answer candidates
generation, answer validation etc. Answer Vali-
dation is to decide whether the candidate answers
are correct or not, or even to determine the accu-
rate confidence score to them. Most of QA systems
employ answer validation as the last step to iden-
tify the correct answer. If this component fails, it
is impossible to enable the question to be correctly
answered.

Automatic techniques for answer validation are
of great interest among question answering re-

c© 2008. Licensed under the Creative Commons
Attribution-Noncommercial-Share Alike 3.0 Unported li-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

search. With automatic answer validation, the
system will carry out different refinements of its
searching criteria to check the relevance of new
candidate answers. In addition, since most of
QA systems rely on complex architectures and the
evaluation of their performances requires a huge
amount of work, the automatic assessment of can-
didates with respect to a given question will speed
up both algorithm refinement and testing.

Currently, answer validation is mainly viewed
as a classification problem or ranking problem.
Different models, such as Support Vector Ma-
chine (Shen and Klakow, 2006) and Maximum En-
tropy Model (Ittycheriah et al., 2001), are used to
integrate sophisticated linguistic features to deter-
mine the correctness of candidates. The answer
validation exercise (Penas et al. , 2007) aims at
developing systems able to decide whether the an-
swer is correct or not. They formulate answer val-
idation as a text entailment problem. These ap-
proaches are dependent on sophisticated linguis-
tic analysis of syntactic and semantic relations be-
tween question and candidates. It is quite expen-
sive to use deep analysis for automatic answer val-
idation, especially in large scale data set. Thus it
is appropriate to find an alternative solution to this
problem. Here, we just consider the English an-
swer validation task.

This paper proposes a novel approach based on
information retrieval on the Web. The answer val-
idation problem is reformulated as distance calcu-
lation from an answer candidate to a question. The
hypothesis is that, among all candidates, the cor-
rect answer has the smallest distance from ques-
tion. We employ conditional normalized min dis-
tance, which is based on Kolmogorov Complexity
theory (Li and Vitanyi, 1997), for this task. The
distance measures the relevance between question
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focus and candidates conditioned on a surface pat-
tern set. For distance calculation, we first ex-
tract the question focus, and then a hierarchical
pattern set is automatically constructed as condi-
tion. Since Kolmogrov Complexity can be approx-
imated through frequency counts. Two types of
search engine “Google” and “Altavista” are used
to approximate the distance.

The paper is organized as follows: Section 2
describes related work. The fundamental Kol-
mogorov Complexity theory is introduced in Sec-
tion 3. Section 4 presents our proposed answer val-
idation method based on information retrieval. In
Section 5, we describe the experiments and discus-
sions. The paper is concluded in Section 6.

2 Related Work

Answer Validation is an emerging topic in Ques-
tion Answering, where open domain systems are
often required to rank huge amounts of answer
candidates. This task can be viewed as a classi-
fication problem or re-ranking problem.

Early question answering systems focused on
employing surface text patterns (Subbotin and
Subbotin, 2001) for answer validation. Xu et
al. (2003) identified that pattern-based approaches
got bad performances due to poor system recall.
Some researchers exploited machine learning tech-
niques with rich syntactic or semantic features to
measure the similarity between question and an-
swer. Ittycheriah et al. (2001) used Maximum En-
tropy model to combine rich features and automat-
ically learn feature weights. These features in-
cluded query expansion features, focus features,
named entity features, dependency relation fea-
tures, pattern features et al. Shen and Klakow
(2006) presented three methods, including feature
vector, string kernel and tree kernel, to represent
surface text features and parse tree features in Sup-
port Vector Machines. Ko et al. (2007) pro-
posed a probabilistic graphical model to estimate
the probability of correctness for all candidate an-
swers. Four types of features were employed,
including knowledge-based features, data-driven
features, string distance feature and synonym fea-
tures.

Started in 2006, the annual Answer Validation
Exercise (Penas et al. , 2007) aims to develop sys-
tems to decide if the answer to a question is correct
or not. The English answer validation task is refor-
mulated as a Text Entailment problem. The triplet,

including question, answer and supporting text, is
given. The system determines if the supporting
text can entail the hypothesis, which is a reformu-
lation from the question and answer. All partici-
pants used lexical processing, including lemmati-
zation and part-of speech tagging. Some systems
used first order logic representations, performed
semantic analysis and took the validation decision
with a theorem proof.

The above approaches should process deep syn-
tactic and semantic analysis for either questions or
candidate answers. The annotated linguistic re-
source is hard to acquire for the supervised clas-
sification problem. Another alternative solution
for answer validation is to exploit the redundancy
of large scale data. Eric et al. (2007) devel-
oped AskMSR question answering system. They
focus on the Web as a gigantic data repository
with tremendous redundancy that can be exploited
to extract the correct answer. Lin (2007) im-
plemented another Web-based question answering
system, named ARANEA, which is used approxi-
mate tfidf method for answer validation.

3 Preliminaries

3.1 Kolmogorov complexity

Kolmogorov complexity , or algorithm entropy ,
K(x) of a string x is the length of the shortest bi-
nary program to compute x. It defines randomness
of an individual string. Kolmogorov complexity
has been widely accepted as an information theory
for individual objects parallel to that of Shannon’s
information theory which is defined on an ensem-
ble of objects. It has also found many applications
in computer science such as average case analysis
of algorithms (Li and Vitanyi, 1997). For a uni-
versal Turing machine U , the Kolmogorov com-
plexity of a binary string x condition to another
binary string y, KU (x|y), is the length of the short-
est (prefix-free) program for U that outputs x with
input y. It has been proved that for different uni-
versal Turing machine U ′, for all x, y

KU (x|y) = KU ′(x|y) + C,

where the constant C depends only on U ′. Thus we
simply write KU (x|y) as K(x|y). Define K(x) =
K(x|ε), where ε is the empty string. For for-
mal definitions and a comprehensive study of Kol-
mogorov complexity, see (Li and Vitanyi, 1997).
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3.2 Information Distance

Based on the Kolmogovov complexity theory, in-
formation distance (Bennett et al., 1998) is a uni-
versal distance metric, which has been success-
fully applied to many applications. The informa-
tion distance D(x, y) is defined as the length of
a shortest binary program which can compute x
given y as well as compute y from x. It has been
proved that , up to an additive logarithmic term,
D(x, y) = max{K(x|y),K(y|x)}. The normal-
ized version of D(x, y), called the normalized in-
formation distance(NID), is defined as

dmax(x, y) =
max{K(x|y),K(y|x)}

max{K(x),K(y)} (1)

Parallel to this, the min distance is proposed in
(Zhang et al. , 2007), defined as

Dmin(x, y) = min{K(x|y),K(y|x)}. (2)

And the normalized version is

dmin(x, y) =
min{K(x|y),K(y|x)}

min{K(x),K(y)} . (3)

3.3 Conditional Information Distance

Conditional information distance is defined as

dmax(x, y|c) =
max{K(x|y, c),K(y|x, c)}

max{K(x|c),K(y|c)} , (4)

dmin(x, y|c) =
min{K(x|y, c),K(y|x, c)}

min{K(x|c),K(y|c)} . (5)

where c is given in both x to y and y to x compu-
tation.

The information distance is proved to be uni-
versal (Zhang et al. , 2007), that is, if x and y
are “close” under any distance measure, they are
“close” under the measure of information distance.
However, it is not clear yet how to find out such
“closeness” in traditional information distance the-
ory. Now the conditional information distance pro-
vides a possible solution.Figure 1 gives a more in-
terpretable explanation: the condition c could map
the original concepts x and y into different xc and
yc, thus the variant “closeness” could be reflected
by the distance between xc and yc, as shown in
Figure1.

Figure 1: Conditional information distances under different

conditions c’s

The Kolmogorov complexity is non-
computable, that is, to use the information
distance measures, we must estimate the K(x)
first. There are traditionally two ways to do
this: (1) by compression (Li et al. , 2001),
and (2) by frequency counting based on coding
theorem (Cilibrasi and Vitanyi, 2007). The second
approach is implemented in this paper.

4 Answer Validation with Information
Distance

Given a question q and a candidate answer c, the
answer validation task can be considered as deter-
mining the degree of relevance of c with respect
to q. The intuition of our approach is that the dis-
tance between question and the correct answer is
smaller than other candidates. Take the question
“What is the capital of the USA?” as an example,
among all candidates, the correct answer “Wash-
ington” is closest to the question under some dis-
tance measure. Thus the answer validation prob-
lem is to determine a proper distance measure.
Fortunately, it has been proved that the informa-
tion distance (Bennett et al., 1998) is universal so
that the similarity between the question and the an-
swer can surely be discovered using this measure.

Direct calculation of the unconditional distance
is difficult and non-flexible. We find it possible
and convenient to estimate the conditional infor-
mation distance between question focus and the
answers, under certain context as the condition. As
explained previously, different conditions lead to
different distance. With the most proper condition
and the nearest distance, the best answer can be
identified out of previously determined candidates.

The conditional normalized min distance is em-
ployed for distance calculation, which is defined
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Figure 2: Sample of conditional information distance calculation.

as:
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where x represents the answer candidates, y is

the question focus, and c is condition pattern. The
function c(x, y) will be described in the Distance
Calculation section.

Figure 2 shows the procedure of distance cal-
culation. Given a question and a set of candidates,
we calculate the min information distance between
question focus and candidates conditioned on sur-
face patterns. Obviously, in order to calculate in-
formation distance, there are three issues to be ad-
dressed:

1. Question Focus Extraction: since the question
answer distance is reformulated as the mea-
sure between question focus and answer con-
ditioned on the surface pattern, it is important
to extract some words or phrases as question
focus.

2. Condition Pattern Generation: Obviously, the
generation of the condition is the key part.
We have built a well revised algorithm, in
which proper conditions can be generated
from question sentence according to some
heuristic rules.

3. Distance Calculation: after question focus
and condition patterns are obtained, the last
step is calculating the conditional distance to
estimate the relevance between question and
answer candidates.

4.1 Question Focus Extraction
Most factoid questions refer to specific objects. A
question is asked to learn some knowledge for this
object from certain perspective. In our approach,
we take the key named entity or noun phrase, usu-
ally as the subject or the main object of the ques-
tion sentence as the reference object. Take the
question “What city is Lake Washington by” as ex-
ample, the specific object is “Lake Washington”.
The question focus is identified using some heuris-
tic rules as follows:

1. The question is processed by shallow parsing.
All the noun phrases(NP) are extracted as NP set.

2. All the named entities(NE) in the question are
extracted as NE set.

3. If only one same element is identified in both
NE and NP set, this element is considered as ques-
tion focus.

4. If step 3 fails, but two elements from NE and
NP set have overlap words, then choose the ele-
ment with more words as question focus.

5. If step 3 and 4 fail, choose the candidate,
which is nearest with verb phrase in dependency
tree, as question focus.

4.2 Condition Pattern Generation
A set of hierarchical patterns is automatically con-
structed for conditional min distance calculation.

4.2.1 Condition Pattern Construction
Several operations are defined for patterns con-

struction from the original question sentence. We
describe pattern set construction with a sam-
ple question “What year was President Kennedy
killed?”:

1. With linguistic analysis, the question is
split into pieces of tokens. These tokens in-
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clude wh-word phrases, preposition phrases, noun
phrases, verb phrases, key verb, etc. The exam-
ple question is split into “What year”(wh-word
phrase), “was”(key verb) “President Kennedy”
(noun phrases), “killed”(verb phrase).

2. Replace the wh-word phrases with the candi-
date placeholder 〈c〉. Then the words “What year”
is replaced with placeholder 〈c〉.

3. Replace the question focus with the focus
placeholder 〈f〉, and add this pattern to the pat-
tern set. The example question focus is identified
as “President Kennedy”. It is replaced with place-
holder 〈f〉. The first pattern “〈c〉 was 〈f〉 killed?”
is generated.

4. Voice Transformation: with morphology
techniques, verbs are expanded with all their tense
forms ( i.e. present, past tense and past participle).
The tokens’ order is adjusted to transform between
active voice and passive voice. Both patterns are
added to the patterns set. For sample question,
the passive pattern is translated into active pattern,
“〈c〉 kill 〈f〉”.

5. Preposition addition: for time and location
questions, the preposition (i.e. in, on and at) is
added before the candidate 〈c〉; Then the pattern
“〈c〉 was 〈f〉 killed” is reformulated as “(in |on)
〈c〉 was 〈f〉 killed”.

6. Tokens shift: preposition phrase token could
be shifted to the begin or the end of pattern, and
“key verb” must be shift before the “verb phrase”.
Then the pattern “(in |on) 〈c〉 was 〈f〉 killed” can
be reformulated as “〈f〉 was killed (in |on) 〈c〉”.

7. Definitional patterns: several heuristic pat-
terns, as introduced at (Hildebrandt et al. , 2004),
are added into our final pattern sets, such as “〈c〉,
〈f〉”.

By such heuristic rules, the original pattern set is
obtained from question sentence. The patterns are
initially enclosed in quotation marks, which means
exact matching. However, by eliminating these
quotations, or reducing the scope that they cover,
the matching is relaxed as words co-occurrence.
The patterns are expanded into different strict-level
patterns by adding or removing quotation marks
for each tokens or adjacent tokens combination.
Several condition pattern samples are shown in Ta-
ble 1

Table 1: Sample condition patterns, ‘ “” ’ denotes exact

match in web query.
À “ <f>(was | were) killed (in | on) <c>”
Á “ (in | on) <c>, <f>(was | were) killed”
Â “ (in | on) <c>” & “<f>(was | were) killed”
Ã “ (in | on) <c>” & “<f>” & “(was | were) killed”
Ä in | on <c><f>(was | were) killed

Each operation introduced above is given a pre-
defined confidence coefficient(cc). Then the con-
fidence coefficient of a pattern is defined as the
multiplication of cc for all performed operations
to generate this pattern.

4.2.2 Condition Pattern Ranking
From the previous step, a set of condition pat-

terns and corresponding confidence coefficient are
obtained. Let pi denotes the ith pattern in the pat-
tern set, and cci is the confidence coefficient for the
ith pattern. The confidence coefficient estimation
in previous section contains much noise. And the
patterns with similar confidence coefficient make
little difference. Therefore, the exact confidence
coefficient value is not directly used. We cluster
the patterns into different priority groups. Cj de-
notes the pattern cluster with jth priority. Here,
the smaller j means higher priority. The condi-
tion patterns are ranked mainly based on confi-
dence coefficient and the number of double quo-
tation marks. The following algorithm shows each
step in detail:

Table 2: patterns ranking algorithm
Input patterns set C = {(pi, cci)}
Algorithm
(1) Initialize Cj = Ø, j = 0
(2) if C is empty, end this algorithm
(3) Select (pmax, ccmax), where ccmax ≥

cci, (pi, cci) ∈ C
(4) if Cj is empty, add ccmax into Cj , jump to

(2)
(5) select the minimum confidence coefficient

(pmin, ccmin) from Cj , compare it with
(pmax, ccmax). if the number of double
quotes(“”) in pmin is equal to the number in
pmax, add pmax into Cj . otherwise, j =
j + 1, Cj = {pmax}.

(6) jump to (2) and repeat

4.3 Distance Calculation

Conditional min distance dmin is used to mea-
sure the relevance between question and candidate.
From section 3, dmin is not computable, but ap-
proximated by frequency counts based on the cod-
ing theory:
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The function c(x, ∅) means substituting 〈c〉 in c

by answer candidate x and removing placeholder
〈f〉 if any. Similar definition applies to c(y, ∅),
c(x, y). For example, given pattern “〈f〉 was in-
vented in 〈c〉”, question focus “the telegraph” and
a candidate “1867”. c(x, ∅) is “was invented in
1867”. c(y, ∅) is “the telegraph was invented”, and
c(x, y) is “the telegraph was invented in 1867”.
The frequency counts f(x) are estimated as the
number of returned pages by certain search en-
gine with respect to x . f(c(φ, φ)) denote the to-
tal pages indexed in search engine. Two types of
search engines “Google” and “Altavista” are em-
ployed.

The patterns are selected in priority order to cal-
culate the information distance for each candidate.

5 Experiment and Discussion

5.1 Experiment Setup
Data set: The standard QA test collection (Lin
and Katz, 2006) is employed in our experiments. It
consists of 109 factoid questions, covering several
domains including history, geography, physics, bi-
ology, economics, fashion knowledge, and etc.. 20
candidates are prepared for each questions. All an-
swer candidates are first extracted by the imple-
mented question answering system. Then we re-
view the candidate set for each question. If the cor-
rect answer is not in this set, it is manually added
into the set.
Performance Metric: The top 1 answer precision
and mean reciprocal rank (MRR) are used for per-
formance evaluation.The top 1 answer means the
correct answer ranks first with our distance calcu-
lation method, and MRR = 1

n ∗
∑

i(
1

ranki
), in

which the 1
ranki

is 1 if the correct answer occurs in
the first position; 0.5 if it firstly occurs in the sec-
ond position; 0.33 for the third, 0.25 for the fourth,
0.2 for the fifth and 0 if none of the first five an-
swers is correct.

The open source factoid QA system ARANEA
(downloaded from Jimmy Lin’s website in 2005)

is used for comparison, which implements an ap-
proximate tfidf algorithm for candidate scoring.
Both ARANEA and our proposed approaches use
the internet directly. Google is used as the search
engine for ARENEA, and our conditional normal-
ized min distance is calculated with Google and
Altavista respectively.

5.2 Experiment Results
The performances of our proposed approach and
ARANEA are shown in Table 3. For top 1 an-
swer precision, our conditional min distance cal-
culation method through Google achieves 69.7%,
and Altavista is 66.1%, which make 56.6%
(69.7% v.s.42.2% ) and 50.0% (66.1% v.s 42.2%)
improvement compared with ARENEA’s tfidf
method. Our proposed methods achieve 0.756 and
0.772 compared with ARENEA’s 0.581 for MRR
measure.

Table 3: Performance comparison, where dmin(G) denotes

the distance calculation through “Google”, dmin(A) through

“Altavista”
tfidf dmin(G) dmin(A)

# of Top 1 46 72 69
% of Top 1 42.2 69.7 66.1

MRR 0.581 0.772 0.756

Table 4 shows some correct answer validation
examples. the Google Condition(GC) and the Al-
tavista Condition(AC) columns are the employed
condition patterns for distance calculation. For
question 1400, the conditional normalized google
min distance calculates the distance between ques-
tion focus “the telegragh” and all 20 answer can-
didates. The minimum distance score is achieved
between “the telegraph” and “1837” with the con-
dition pattern “〈f〉 was invented in 〈c〉”. There-
fore, the candidate “1837” is validated as the cor-
rect answer. Meanwhile, the minimum value for
conditional normalized altavista min distance is
achieved on the same condition.

These results demonstrate that the distance cal-
culation method provides a feasible solution for
answer validation.

In discussion section, we will study three ques-
tions:

1. What is the role of search engine?

2. What is the role of condition pattern?

3. What is the role of question focus?
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Table 4: Question Examples in conditional information calculation through Google and Altavista. GC:Google Condition;

AC:Altavista Condition
ID Question GC AC Answer Question focus
1400 When was the telegraph

invented?
“?y was in-
vented in ?s”

“?y was
invented in
?x”

1837 the telegraph

1401 What is the democratic
party symbol?

“?y is ?x” “?y is ?x” the don-
key

the democratic
party symbol

1411 What Spanish explorer
discovered the Missis-
sippi River?

“?x discov-
ered ?y”

“?x” “dis-
covered”
“?y”

Hernando
de Soto

the Mississippi
River

1412 Who is the governor of
Colorado?

“?y is ?x” “?y, ?x” Gov. Bill
Ritter

the governor of
Colorado

1484 What college did Allen
Iverson attend?

“?y attended
?x”

“?x” “did
?y”

Georgetown
Univer-
sity

Allen Iverson at-
tend

5.3 Discussions

5.3.1 Role of Search Engine

The rise of world-wide-web has enticed millions
of users to create billions of web pages. The re-
dundancy of web information is an important re-
source for question answering. Our Kolmogorov
Complexity based information distance is approx-
imated with query frequency obtained by search
engine. Two types of search engines “Google” and
“Altavista” are employed in this paper. The num-
ber of top 1 correct answer is 72 through “Google”
and 69 through “Altavista”. There is little differ-
ence between two numbers, which shows that the
information distance based on Kolmogorov Com-
plexity is independent of special search engine.
The performance didn’t vary much with the change
of search engine. Actually, if the local data is ac-
cumulated large enough, the information distance
can be approximated without the internet. The
quality and size of data set affect the experiment
performance.

5.3.2 Role of Condition Pattern

Pattern set offers convenient and flexible condi-
tion for information distance calculation. In the
experiment, there are 61 questions correctly an-
swered by both Google and Altavista. 46 ques-
tions of them employ different patterns. Consider-
ing Question 1412, the condition pattern in Google
is “〈c〉 is 〈f〉”, while in Altavista, it is “〈f〉, 〈c〉”.
However, the correct answer “Gov. Bill Ritter” is
identified by both methods. The information dis-
tance is stable over specific condition patterns.

5.3.3 Role of Question Focus
Question focus is considered as the discrimina-

tor for the question. The distance between a ques-
tion and a candidate is reformulated as the distance
between question focus and candidate conditioned
on a set of surface patterns. The proposed ap-
proach may not properly extract the question fo-
cus, but the answers can be correctly identified
when the condition pattern becomes loose enough.
Take the question 1484 “What college did Allen
Iverson attend?” as example, the verb “attend” is
tagged as “noun”, then question focus is mistak-
enly extracted as “Allen Iverson attend”, instead of
the correct “Allen Iverson”. The two conditional
information distance method still identify the cor-
rect answer “Georgetown University”. Because
they both employed the looser condition patterns
’“〈c〉” “〈f〉”’ and ’“〈c〉” did “〈f〉”’.Therefore, our
proposed distance answer validation methods are
robust to the question focus selection component.

From the discussion above, it can be seen that
our algorithm is stable and robust, not depending
on the specific search engine, condition pattern,
and question focus.

6 Conclusions

We have presented a novel approach for answer
validation based on information distance. The an-
swer validation task is reformulated as distance
calculation between question focus and candidate
conditioned on a set of surface patterns. The ex-
periments show that our proposed answer valida-
tion method makes a great improvement compared
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with ARANEA’s tfidf method. Furthermore, The
experiments show that our approach is stable and
robust, not depending on the specific search en-
gine, condition pattern, and question focus. In fu-
ture work, we will try to calculate information dis-
tance in the local constructed data set, and expand
this distance measure into other application fields.
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Abstract

In this paper we investigate the use of sev-
eral types of lexico-semantic information
for query expansion in the passage retrieval
component of our QA system. We have
used four corpus-based methods to acquire
semantically related words, and we have
used one hand-built resource. We eval-
uate our techniques on the Dutch CLEF
QA track.1 In our experiments expansions
that try to bridge the terminological gap
between question and document collection
do not result in any improvements. How-
ever, expansions bridging the knowledge
gap show modest improvements.

1 Introduction

Information retrieval (IR) is used in most QA sys-
tems to filter out relevant passages from large doc-
ument collections to narrow down the search for
answer extraction modules in a QA system. Accu-
rate IR is crucial for the success of this approach.
Answers in paragraphs that have been missed by
IR are lost for the entire QA system. Hence, high
performance of IR especially in terms of recall is
essential. Furthermore, high precision is desirable
as IR scores are used for answer extraction heuris-
tics and also to reduce the chance of subsequent
extraction errors.

Because the user’s formulation of the question
is only one of the many possible ways to state the
information need that the user might have, there is

c© 2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unported li-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

1The Cross-Language Evaluation Forum (http://clef-
qa.itc.it/)

often a discrepancy between the terminology used
by the user and the terminology used in the doc-
ument collection to describe the same concept. A
document might hold the answer to the user’s ques-
tion, but it will not be found due to theTERMI-
NOLOGICAL GAP. Moldovan et al. (2002) show
that their system fails to answer many questions
(25.7%), because of the terminological gap, i.e.
keyword expansion would be desirable but is miss-
ing. Query expansion techniques have been devel-
oped to bridge this gap.

However, we believe that there is more than just
a terminological gap. There is also aKNOWLEDGE

GAP. Documents are missed or do not end up high
in the ranks, because additional world knowledge
is missing. We are not speaking of synonyms here,
but words belonging to the same subject field. For
example, when a user is looking for information
about the explosion of the first atomic bomb, in
his/her head a subject field is active that could in-
clude: war, disaster, World War II.

We have used three corpus-based methods
to acquire semantically related words: the
SYNTAX-BASED METHOD, the ALIGNMENT-
BASED METHOD, and the PROXIMITY-BASED

METHOD. The nature of the relations between
words found by the three methods is very differ-
ent. Ranging from free associations to synonyms.
Apart from these resources we have used cate-
gorised named entities, such asVan Gogh IS-A

painter and synsets from EWN as candidate ex-
pansion terms.

In this paper we have applied several types of
lexico-semantic information to the task of query
expansion for QA. We hope that the synonyms
retrieved automatically, and in particular the syn-
onyms retrieved by the alignment-based method,
as these are most precise, will help to overcome the
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terminological gap. With respect to the knowledge
gap, we expect that the proximity-based method
would be most helpful as well as the list of cate-
gorised named entities. For example, knowing that
Monica Seles is a tennis player helps to find rele-
vant passages regarding this tennis star.

2 Related work

There are many ways to expand queries and ex-
pansions can be acquired from several sources.
For example, one can make use of collection-
independent resources, such as EWN. In contrast,
collection-dependent knowledge structures are of-
ten constructed automatically based on data from
the collection.

The results from using collection-independent,
hand-built sources are varied. Moldovan et al.
(2003) show that using a lexico-semantic feed-
back loop that feeds lexico-semantic alternations
from WordNet as keyword expansions to the re-
trieval component of their QA system increments
the scores by 15%. Also, Pasça and Harabagiu
(2001) show substantial improvements when us-
ing lexico-semantic information from WordNet for
keyword alternation on the morphological, lexical
and semantic level. They evaluated their system on
question sets of TREC-8 and TREC-9. For TREC-
8 they reach a precision score of 55.3% with-
out including any alternations for question key-
words, 67.6% if lexical alternations are allowed
and 73.7% if both lexical and semantic alternations
are allowed.

However, Yang and Chua (2003) report that
adding additional terms from WordNet’s synsets
and glosses adds more noise than information to
the query. Also, Voorhees (1993) concludes that
expanding by automatically generated synonym
sets from EWN can degrade results.

In Yang et al. (2003) the authors use external
knowledge extracted from WordNet and the Web
to expand queries for QA. Minor improvements
are attained when the Web is used to retrieve a
list of nearby (one sentence or snippet) non-trivial
terms. When WordNet is used to rank the retrieved
terms, the improvement is reduced. The best re-
sults are reached when structure analysis is added
to knowledge from the Web and WordNet. Struc-
ture analysis determines the relations that hold be-
tween the candidate expansion terms to identify
semantic groups. Semantic groups are then con-
nected by conjunction in the Boolean query.

Monz (2003) ran experiments using pseudo rel-
evance feedback for IR in a QA system. The author
reports dramatic decreases in performance. He ar-
gues that this might be due to the fact that there
are usually only a small number of relevant doc-
uments. Another reason he gives is the fact that
he used the full document to fetch expansion terms
and the information that allows one to answer the
question is expressed very locally.

A global technique that is most similar to ours
uses syntactic context to find suitable terms for
query expansion (Grefenstette, 1992; Grefenstette,
1994). The author reports that the gain is mod-
est: 2% when expanded with nearest neighbours
found by his system and 5 to 6%, when apply-
ing stemming and a second loop of expansions
of words that are in the family of the augmented
query terms.2 Although the gain is greater than
when using document co-occurrence as context,
the results are mixed, with expansions improving
some query results and degrading others.

Also, the approach by Qiu and Frei (1993) is
a global technique. They automatically construct
a similarity thesaurus, based on what documents
terms appear in. They use word-by-document ma-
trices, where the features are document IDs, to de-
termine the similarity between words. Expansions
are selected based on the similarity to the query
concept, i.e. all words in the query together, and
not based on the single words in the query inde-
pendently. The results they get are promising.

Pantel and Ravichandran (2004) have used a
method that is not related to query expansion,
but yet very related to our work. They have se-
mantically indexed the TREC-2002 IR collection
with the ISA-relations found by their system for
179 questions that had an explicit semantic answer
type, such asWhat bandwas Jerry Garcia with?
They show small gains in performance of the IR
output using the semantically indexed collection.

Recent work (Shen and Lapata, 2007; Kaisser
and Webber, 2007) that falls outside the scope of
this paper, but that is worth mentioning success-
fully applies semantic roles to question answering.

3 Lexico-semantic information

We have used several types of lexico-semantic
information as sources for candidate expansion
terms. The first three are automatically acquired

2i.e. words that appear in the same documents and that
share the first three, four or five letters.
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from corpora by means of distributional methods.

• Nearest neighbours from proximity-based
distributional similarity

• Nearest neighbours from syntax-based distri-
butional similarity

• Nearest neighbours from alignment-based
distributional similarity

The idea behind distributional methods is rooted
in the DISTRIBUTIONAL HYPOTHESIS (Harris,
1968). Similar words appear in similar context.
The way words are distributed over contexts tells
us something about their meaning. Context can
be defined in several ways. The way the context
is defined determines the type of lexico-semantic
knowledge we will retrieve.

For example, one can define the context of a
word as then words surrounding it. In that case
proximity to the head word is the determining
factor. We refer to these methods that use un-
structured context asPROXIMITY-BASED METH-
ODS. The nearest neighbours resulting from such
methods are rather unstructured as well. They are
merely associations between words, such asbaby
andcry. We have used the 80 million-word corpus
of Dutch newspaper text (the CLEF corpus) that is
also part of the document collection in the QA task
to retrieve co-occurrences within sentences.

Another approach is one in which the context
of a word is determined by syntactic relations. In
this case, the head word is in a syntactic relation
to a second word and this second word accom-
panied by the syntactic relation form the context
of the head word. We refer to these methods as
SYNTAX-BASED METHODS. We have used several
syntactic relations to acquire syntax-based context
for our headwords. This method results in nearest
neighbours that at least belong to the same seman-
tic and syntactic class, for examplebaby andson.
We have used 500 million words of newspaper text
(the TwNC corpus parsed by Alpino (van Noord,
2006)) of which the CLEF corpus is a subset.

A third method we have used is the
ALIGNMENT-BASED METHOD. Here, trans-
lations of word, retrieved from the automatic
word alignment of parallel corpora are used to
determine the similarity between words. This
method results in even more tightly related data,
as it mainly finds synonyms, such asinfant and

baby. We have used the Europarl corpus (Koehn,
2003) to extract word alignments from.3

By calculating the similarity between the con-
texts words are found in, we can retrieve a
ranked list of nearest neighbours for any head-
word. We gathered nearest neighbours for a
frequency-controlled list of words, that was still
manageable to retrieve. We included all words
(nouns, verbs, adjectives and proper names) with
a frequency of 150 and higher in the CLEF cor-
pus. This resulted in a ranked list of nearest neigh-
bours for the 2,387 most frequent adjectives, the
5,437 most frequent nouns, the 1,898 most fre-
quent verbs, and the 1,399 most frequent proper
names. For all words we retrieved a ranked list
of its 100 nearest neighbours with accompanying
similarity score.

In addition to the lexico-semantic information
resulting from the three distributional methods we
used:

• Dutch EuroWordNet (Vossen, 1998)

• Categorised named entities

With respect to the first resource we can be
short. We selected the synsets of this hand-built
lexico-semantic resource for nouns, verbs, adjec-
tives and proper names.

The categorised named entities are a by-product
of the syntax-based distributional method. From
the example in (1) we extract the apposition rela-
tion betweenVan Gogh and schilder ‘painter’ to
determine that the named entityVan Gogh belongs
to the category of painters.

(1) Van Gogh, de beroemde schilder huurde
een atelier, Het Gele huis, in Arles.
‘Van Gogh, the famous painter, rented a
studio, The Yellow House, in Arles.’

We used the data of the TwNC corpus (500M
words) and Dutch Wikipedia (50M words) to ex-
tract apposition relations. The data is skewed. The
Netherlands appears with 1,251 different labels.
To filter out incorrect and highly unlikely labels
(often the result of parsing errors) we determined
the relative frequency of the combination of the
named entity and a category with regard to the fre-
quency of the named entity overall. All categorised
named entities with relative frequencies under 0.05

3In van der Plas and Tiedemann (2006) there is more in-
formation on the syntax-based and alignment-based distribu-
tional methods.

52



Lex. info Nouns Adj Verbs Proper
Proximity 5.3K 2.4K 1.9K 1.2K
Syntax 5.4K 2.3K 1.9K 1.4K
Align 4.0K 1.2K 1.6K
Cat. NEs 218K
EWN 44.9K 1.5K 9.0K 1.4K

Table 1: Number of words for which lexico-
semantic information is available

were discarded. This cutoff made the number of
unwanted labels considerably lower.

In Table 1 we see the amount of information
that is contained in individual lexico-semantic re-
sources. It is clear from the numbers that the
alignment-based method does not provide near-
est neighbours for all head words selected. Only
4.0K nouns from the 5.4K retrieve nearest neigh-
bours. The data is sparse. Also, the alignment-
based method does not have any nearest neigh-
bours for proper names, due to decisions we made
earlier regarding preprocessing: All words were
transformed to lowercase.

The proximity-based method also misses a num-
ber of words, but the number is far less impor-
tant. The amount of information the lists of cate-
gorised named entities provide is much larger than
the amount of information comprised in the list
provided by distributional methods. EWN also
provides more information than the distributional
methods, except for adjectives.4

4 Methodology

In order to test the performance of the var-
ious lexico-semantic resources we ran several
tests. The baseline is running a standard full-text
retrieval engine using Apache Lucene (Jakarta,
2004). Documents have been lemmatised and stop
words have been removed.

We applied the nearest neighbours resulting
from the three distributional methods as described
in section 3. For all methods we selected the top-
5 nearest neighbours that had a similarity score of
more than 0.2 as expansions.

For EWN all words in the same synset (for all
senses) were added as expansions. Since all syn-
onyms are equally similar, we do not have similar-
ity scores for them to be used in a threshold.

The categorised named entities were not only
used to expand named entities with the corre-

4Note that the number of nouns from EWN is the result of
subtracting the proper names.

sponding label, but also to expand nouns with
named entities. In the first case all labels were
selected. The maximum is not more than 18 la-
bels. In the second case some nouns get many
expansions. For example, a noun, such asvrouw
‘woman’, gets 1,751 named entities as expansions.
We discarded nouns with more than 50 expansions,
as these were deemed too general and hence not
very useful.

The last two settings are the same for the expan-
sions resulting from distributional methods and the
last two types of lexico-semantic information.

• Expansions were added as root forms

• Expansions were given a weight such that all
expansions for one original keyword add up
to 0.5.

5 Evaluation

For evaluation we used data collected from the
CLEF Dutch QA tracks. The CLEF text collec-
tion contains 4 years of newspaper text, approxi-
mately 80 million words and Dutch Wikipedia, ap-
proximately 50 million words. We used the ques-
tion sets from the competitions of the Dutch QA
track in 2003, 2004, and 2005 (774 in total). Ques-
tions in these sets are annotated with valid answers
found by the participating teams including IDs of
supporting documents in the given text collection.
We expanded these list of valid answers where nec-
essary.

We calculated for each run the Mean Reciprocal
Rank (MRR).5 The MRR measures the percentage
of passages for which a correct answer was found
in the top-k passages returned by the system. The
MRR score is the average of 1/R where R is the
rank of the first relevant passage computed over
the 20 highest ranked passages. Passages retrieved
were considered relevant when one of the possible
answer strings was found in that passage.

6 Results

In Table 2 the MRR (Mean Reciprocal Rank) is
given for the various expansion techniques. Scores
are given for expanding the several syntactic cat-
egories, where possible. The baseline does not

5We used MRR instead of other common evaluation mea-
sures because of its stronger correlation with the overall per-
formance of our QA system than, for example, coverage and
redundancy (see Tiedemann and Mur (2008)).
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MRR
SynCat EWN Syntax Align Proxi Cat.NEs
Nouns 51.52 51.15 51.21 51.38 51.75
Adj 52.33 52.27 52.38 51.71
Verbs 52.40 52.33 52.21 52.62
Proper 52.59 50.16 53.94 55.68
All 51.65 51.21 51.02 53.36 55.29

Table 2: MRR scores for the IR component with
query expansion from several sources

#questions (+/-)
SynCat EWN Syntax Align Proxi Cat.NEs
Nouns 27/50 28/61 17/58 64/87 17/37
Adj 3/6 1/2 1/2 31/47
Verbs 31/51 5/10 8/32 51/56
Proper 3/2 30/80 76/48 157/106
All 56/94 56/131 25/89 161/147 168/130

Table 3: Number of questions that receive a higher
(+) or lower (-) RR when using expansions from
several sources

make use of any expansion for any syntactic cat-
egory and amounts to 52.36.

In Table 3 the number of questions that get a
higher and lower reciprocal rank (RR) after ap-
plying the individual lexico-semantic resources are
given. Apart from expansions on adjectives and
proper names from EWN, the impact of the expan-
sion is substantial. The fact that adjectives have
so little impact is due to the fact that there are not
many adjectives among the query terms.6

The negligible impact of the proper names from
EWN is surprising since EWN provides more en-
tries for proper names than the proximity-based
method (1.2K vs 1.4K, as can be seen in 1). The
proximity-based method clearly provides informa-
tion about proper names that are more relevant for
the corpus used for QA, as it is built from a subset
of that same corpus. This shows the advantage of
using corpus-based methods. The impact of the ex-
pansions resulting from the syntax-based method
lies in between the two previously mentioned ex-
pansions. It uses a corpus of which the corpus used
for QA is a subset.

The type of expansions that result from the
proximity-based method have a larger effect on
the performance of the system than those result-
ing from the syntax-based method. In Chapter 5 of
van der Plas (2008) we explain in greater detail that
the proximity-based method uses frequency cut-

6Moreover, the adjectives related to countries, such as
German andFrench and their expansionGermany, France are
handled by a separate list.

offs to keep the co-occurrence matrix manageable.
The larger impact of the proximity-based nearest
neighbours is probably partly due to this decision.
The cutoffs for the alignment-based and syntax-
based method have been determined after evalu-
ations on EuroWordNet (Vossen, 1998) (see also
van der Plas (2008)).

The largest impact results from expanding
proper names with categorised named entities. We
know from Table 1 in section 3, that this resource
has 70 times more data than the proximity-based
resource.

For most of the resources the number of ques-
tions that show a rise in RR is smaller than the
number of questions that receive a lower RR, ex-
cept for the expansion of proper names by the cat-
egorised named entities and the proximity-based
method.

The expansions resulting from the syntax-based
method do not result in any improvements. As
expected, the expansion of proper names from
the syntax-based method hurts the performance
most. Remember that the nearest neighbours of the
syntax-based method often include co-hyponyms.
For example,Germany would getThe Netherlands
andFrance as nearest neighbours. It does not seem
to be a good idea to expand the wordGermany
with other country names when a user, for exam-
ple, asks the name of the Minister of Foreign Af-
fairs of Germany. However, also the synonyms
from EWN and the alignment-based method do not
result in improvements.

The categorised named entities provide the most
successful lexico-semantic information, when
used to expand named entities with their category
label. The MRR is augmented by almost 3,5%. It
is clear that using the same information in the other
direction, i.e. to expand nouns with named enti-
ties of the corresponding category hurts the scores.
The proximity-based nearest neighbours of proper
names raises the MRR scores with 1,5%.

Remember from the introduction that we made
a distinction between the terminological gap and
the knowledge gap. The lexico-semantic re-
sources that are suited to bridge the terminolog-
ical gap, such as synonyms from the alignment-
based method and EWN, do not result in improve-
ments in the experiments under discussion. How-
ever, the lexico-semantic resources that may be
used to bridge the knowledge gap, i.e. associations
from the proximity-based method and categorised
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CLEF score
EWN Syntax Align Proxi Cat.NEs Baseline
46.3 47.0 46.6 47.6 47.9 46.8

Table 4: CLEF scores of the QA system with query
expansion from several sources

named entities, do result in improvements of the
IR component.

To determine the effect of query expansion on
the QA system as a whole we determined the av-
erage CLEF score when using the various types
of lexico-semantic information for the IR com-
ponent. The CLEF score gives the precision of
the first (highest ranked) answer only. For EWN,
the syntax-based, and the alignment-based nearest
neighbours we have used all expansions for all syn-
tactic categories together. For the proximity-based
nearest neighbours and the categorised named en-
tities we have limited the expansions to the proper
names as these performed rather well.

The positive effect of using categorised named
entities and proximity-based nearest neighbours
for query expansion is visible in the CLEF scores
as well, although less apparent than in the MRR
scores from the IR component in Table 2.

6.1 Error analysis

Let us first take a look at the disappointing re-
sults regarding the terminological gap, before we
move to the more promising results related to the
knowledge gap. We expected that the expansions
of verbs would be particularly helpful to overcome
the terminological gap that is large for verbs, since
there is much variation. We will give some exam-
ples of expansion from EWN and the alignment-
based method.

(2) Wanneer werd het Verdrag van Rome getekend?
‘When was the Treaty of Rome signed?’

Align: teken ‘sign’ → typeer ‘typify’, onderteken ‘sign’
EWN: teken ‘sign’ → typeer ‘typify’, kentekenen ‘charac-
terise’, kenmerk ‘characterise’, schilder ‘paint’, kenschets
‘characterise’, signeer ‘sign’, onderteken ‘sign’, schets
‘sketch’, karakteriseer ‘characterise’.

For the example in (2) both the alignment-based
expansions and the expansion from EWN result in
a decrease in RR of 0.5. The verbteken ‘sign’ is
ambiguous. We see three senses of the verb repre-
sented in the EWN list, i.e. drawing, characteris-
ing, and signing as in signing an official document.
One out of the two expansions for the alignment-
based method and 2 out of 9 for EWN are in princi-

ple synonyms ofteken ‘sign’ in the right sense for
this question. However, the documents that hold
the answer to this question do not use synonyms
for the wordteken. The expansions only introduce
noise.

We found a positive example in (3). The RR
score is improved by 0.3 for both the alignment-
based expansions and the expansions from EWN,
when expandingexplodeer ‘explode’ with ontplof
‘blow up’.

(3) Waar explodeerde de eerste atoombom?
‘Where did the first atomic bomb explode?’

Align: explodeer ‘explode’→ ontplof ‘blow up’.
EWN: explodeer ‘explode’→ barst los ‘burst’, ontplof ‘blow
up’, barst uit ‘crack’, plof ‘boom’.

To get an idea of the amount of terminologi-
cal variation between the questions and the doc-
uments, we determined the optimal expansion
words for each query, by looking at the words
that appear in the relevant documents. When in-
specting these, we learned that there is in fact lit-
tle to be gained by terminological variation. In
the 25 questions we inspected we found 1 near-
synonym only that improved the scores:gekke-
koeienziekte ‘mad cow disease’→ Creutzfeldt-
Jacob-ziekte ‘Creutzfeldt-Jacob disease’.

The fact that we find only few synonyms might
be related to a point noted by Mur (2006): Some
of the questions in the CLEF track that we use for
evaluation look like back formulations.

After inspecting the optimal expansions, we
were under the impression that most of the expan-
sions that improved the scores were related to the
knowledge gap, rather than the terminological gap.
We will now give some examples of good and bad
expansions related to the knowledge gap.

The categorised named entities result in the best
expansions, followed by the proximity-based ex-
pansions. In (4) an example is given for which cat-
egorised named entities proved very useful:

(4) Wie is Keith Richard?
‘Who is Keith Richard?’

Cat. NEs: Keith Richard → gitarist ‘guitar player’, lid
‘member’, collega ‘colleague’, Rolling Stones-gitarist
‘Rolling Stones guitar player’, Stones-gitarist ‘Stones guitar
player’.

It is clear that this type of information helps a lot
in answering the question in (4). It contains the
answer to the question. The RR for this question
goes from 0 to 1. We see the same effect for the
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questionWat is NASA? ‘What is NASA?’.
It is a known fact that named entities are an im-

portant category for QA. Many questions ask for
named entities or facts related to named entities.
From these results we can see that adding the ap-
propriate categories to the named entities is useful
for IR in QA.

The categorised named entities were not always
successful. In (5) we show that the proximity-
based expansion proved more helpful in some
cases.

(5) Welke bevolkingsgroepen voerden oorlog in
Rwanda?
‘What populations waged war in Rwanda?’

Proximity: Rwanda→ Zaı̈re, Hutu, Tutsi, Ruanda, Rwandees
‘Rwandese’.
Cat. NEs: Rwanda → bondgenoot ‘ally’, land ‘country’,
staat ‘state’, buurland ‘neighbouring country’.

In this case the expansions from the proximity-
based method are very useful (except for Zaire),
since they include the answer to the question. That
is not always the case, as can be seen in (6). How-
ever, the expansions from the categorised named
entities are not very helpful in this case either.

(6) Wanneer werd het Verdrag van Rome getekend?
‘When was the treaty of Rome signed?’

Proximity: Rome → paus ‘pope’, Italië, bisschop ‘bishop’,
Italiaans ‘Italian’, Milaan ‘Milan’.
Cat. NEs: Rome → provincie ‘province’, stad ‘city’,
hoofdstad ‘capital’, gemeente ‘municipality’.

IR does identify Verdrag van Rome ‘Treaty of
Rome’ as a multi-word term, however it adds the
individual parts of multi-word terms as keywords
as a form of compound analysis. It might be bet-
ter to expand the multi-word term only and not
its individual parts to decrease ambiguity.Ver-
drag van Rome ‘Treaty of Rome’ is not found in
the proximity-based nearest neighbours, because it
does not include multi-word terms.

Still, it is not very helpful to expand the word
Rome with pope for this question that has nothing
to do with religious affairs. We can see this as a
problem of word sense disambiguation. The as-
sociationpope belongs to Rome in the religious
sense, the place where the Catholic Church is
seated. Rome is often referred to as the Catholic
Church itself, as inHenry VIII broke from Rome.
Gonzalo et al. (1998) showed in an experiment,
where words were manually disambiguated, that
a substantial increase in performance is obtained
when query words are disambiguated, before they

are expanded.

We tried to take care of these ambiguities by
using an overlap method. The overlap method
selects expansions that were found in the near-
est neighbours of more than two query words.
Unfortunately, as Navigli and Velardi (2003),
who implement a similar technique, using lexico-
semantic information from WordNet, note, the
COMMON NODES EXPANSION TECHNIQUEworks
very badly. Also, Voorhees (1993) who uses a
similar method to select expansions concludes that
the method has the tendency to select very general
terms that have more than one sense themselves.
In future work we would like to implement the
method by Qiu and Frei (1993), as discussed in
section 2, that uses a more sophisticated technique
to combine the expansions of several words in the
query.

7 Conclusion

We can conclude from these experiments on query
expansion for passage retrieval that query expan-
sion with synonyms to overcome the terminolog-
ical gap is not very fruitful. We believe that the
noise introduced by ambiguity of the query terms
is stronger than the positive effect of adding lexi-
cal variants. This is in line with findings by Yang
and Chua (2003). On the contrary, Pasça and
Harabagiu (2001) were able to improve their QA
system by using lexical and semantic alternations
from WordNet using feedback loops.

The disappointing results might also be due to
the small amount of terminological variation be-
tween questions and document collection.

However, adding extra information with regard
to the subject field of the query, query expansions
that bridge the knowledge gap, proved slightly
beneficial. The proximity-based expansions aug-
ment the MRR scores with 1.5%. Most successful
are the categorised named entities. These expan-
sions were able to augment the MRR scores with
nearly 3.5%.

The positive effect of using categorised named
entities and proximity-based nearest neighbours
for query expansion is visible in the CLEF scores
for the QA system overall as well. However, the
improvements are less apparent than in the MRR
scores from the IR component.

56



Acknowledgements

This research was carried out in the project
Question Answering using Dependency Relations,
which is part of the research program forInterac-
tive Multimedia Information eXtraction, IMIX , fi-
nanced byNWO, the Dutch Organisation for Scien-
tific Research and partly by the European Commu-
nity’s Seventh Framework Programme (FP7/2007-
2013) under grant agreement n 216594 (CLASSIC
project: www.classic-project.org).

References

Gonzalo, J., F. Verdejo, I. Chugur, and J. Cigarran.
1998. Indexing with WordNet synsets can improve
text retrieval. InProceedings of the COLING/ACL
Workshop on Usage of WordNet for NLP.

Grefenstette, G. 1992. Use of syntactic context to pro-
duce term association lists for text retrieval. InPro-
ceedings of the Annual International Conference on
Research and Development in Information Retrieval
(SIGIR).

Grefenstette, G. 1994.Explorations in automatic the-
saurus discovery. Kluwer Academic Publishers.

Harris, Z. S. 1968. Mathematical structures of lan-
guage. Wiley.

Jakarta, Apache. 2004. Apache Lucene - a high-
performance, full-featured text search engine library.
http://lucene.apache.org/java/docs/index.html.

Kaisser, M. and B. Webber. 2007. Question answering
based on semantic roles. InProceedings of de ACL
workshop on deep linguistic processing.

Koehn, P. 2003. Europarl: A multilingual corpus for
evaluation of machine translation.

Moldovan, D., M. Passça, S. Harabagiu, and M. Sur-
deanu. 2002. Performance issues and error analysis
in an open-domain question answering system. In
Proceedings of the 40th Annual Meeting of the Asso-
ciation for Computational Linguistics (ACL).

Moldovan, D., M. Pasça, S. Harabagiu, and M. Sur-
deanu. 2003. Performance issues and error analysis
in an open-domain question answering system.ACM
Transactions on Information Systems., 21(2):133–
154.

Monz, C. 2003.From Document Retrieval to Question
Answering. Ph.D. thesis, University of Amsterdam.

Mur, J. 2006. Increasing the coverage of answer ex-
traction by applying anaphora resolution. InFifth
Slovenian and First International Language Tech-
nologies Conference (IS-LTC).

Navigli, R. and P. Velardi. 2003. An analysis of
ontology-based query expansion strategies. InPro-
ceedings of the Workshop on Adaptive Text Extrac-
tion and Mining (ATEM), in the 14th European Con-
ference on Machine Learning (ECML 2003).

Pantel, P. and D. Ravichandran. 2004. Automati-
cally labeling semantic classes. InProceedings of
the Conference on Human Language Technology and
Empirical Methods in Natural Language Processing
(HLT/EMNLP).

Pasça, M. and S Harabagiu. 2001. The informative role
of wordnet in open-domain question answering. In
Proceedings of the NAACL 2001 Workshop on Word-
Net and Other Lexical Resources.

Qiu, Y. and H.P. Frei. 1993. Concept-based query ex-
pansion. InProceedings of the Annual International
Conference on Research and Development in Infor-
mation Retrieval (SIGIR), pages 160–169.

Shen, D. and M. Lapata. 2007. Using semantic roles
to improve question answering. InProceedings of
EMNLP.

Tiedemann, J. and J. Mur. 2008. Simple is best: Exper-
iments with different document segmentation strate-
gies for passage retrieval. InProceedings of the
Coling workshop Information Retrieval for Question
Answering. To appear.

van der Plas, L. and J. Tiedemann. 2006. Finding
synonyms using automatic word alignment and mea-
sures of distributional similarity. InProceedings of
COLING/ACL.

van der Plas, Lonneke. 2008.Automatic lexico-
semantic acquisition for question answering. Ph.D.
thesis, University of Groningen. To appear.

van Noord, G. 2006. At last parsing is now operational.
In Actes de la 13eme Conference sur le Traitement
Automatique des Langues Naturelles.

Voorhees, E.M. 1993. Query expansion using lexical-
semantic relations. InProceedings of the Annual
International Conference on Research and Develop-
ment in Information Retrieval (SIGIR).

Vossen, P. 1998. EuroWordNet a multilingual database
with lexical semantic networks.

Yang, H. and T-S. Chua. 2003. Qualifier: question an-
swering by lexical fabric and external resources. In
Proceedings of the Conference on European Chap-
ter of the Association for Computational Linguistics
(EACL).

Yang, H., T-S. Chua, Sh. Wang, and Ch-K. Koh. 2003.
Structured use of external knowledge for event-based
open domain question answering. InProceedings
of the Annual International Conference on Research
and Development in Information Retrieval (SIGIR).

57



Coling 2008: Proceedings of the 2nd workshop on Information Retrieval for Question Answering (IR4QA), pages 58–65
Manchester, UK. August 2008

Evaluation of Automatically Reformulated Questions in Question Series

Richard Shaw, Ben Solway, Robert Gaizauskas and Mark A. Greenwood
Department of Computer Science

University of Sheffield
Regent Court, 211 Portobello

Sheffield S1 4DP UK
{aca04rcs, aca04bs }@shef.ac.uk

{r.gaizauskas, m.greenwood }@dcs.shef.ac.uk

Abstract

Having gold standards allows us to evalu-
ate new methods and approaches against a
common benchmark. In this paper we de-
scribe a set of gold standard question re-
formulations and associated reformulation
guidelines that we have created to support
research into automatic interpretation of
questions in TREC question series, where
questions may refer anaphorically to the
target of the series or to answers to pre-
vious questions. We also assess various
string comparison metrics for their utility
as evaluation measures of the proximity of
an automated system’s reformulations to
the gold standard. Finally we show how
we have used this approach to assess the
question processing capability of our own
QA system and to pinpoint areas for im-
provement.

1 Introduction

The development of computational systems which
can answer natural language questions using large
text collections as knowledge sources is widely
seen as both intellectually challenging and prac-
tically useful. To stimulate research and devel-
opment in this area the US National Institute of
Standards and Technology (NIST) has organized a
shared task evaluation as one track at the annual
TExt Retrieval Conference (TREC) since 19991.
These evaluations began by considering factoid-
type questions only (e.g.How many calories are

c© 2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unportedli-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

1http://trec.nist.gov/

there in a Big Mac?) each of which was asked in
isolation to any of the others. However, in an effort
to move the challenge towards a long term vision
of interactive, dialogue-based question answer-
ing to support information analysts (Burger et al.,
2002), the track introduced the notion of question
targets and related question series in TREC2004
(Voorhees, 2005), and this approach to question
presentation has remained central in each of the
subsequent TRECs. In this simulated task, ques-
tions are grouped into series where each series has
a target of a definition associated with it (see Fig-
ure 1). Each question in the series asks for some
information about the target and there is a final
“other” question which is to be interpreted as “Pro-
vide any other interesting details about the target
that has not already been asked for explicitly”. In
this way “each series is a (limited) abstraction of
an information dialogue in which the user is trying
to define the target. The target and earlier ques-
tions in a series provide the context for the current
question.” (Voorhees, 2005).

One consequence of putting questions into se-
ries in this way is that questions may not make
much sense when removed from the context their
series provides. For example, the questionWhen
was he born?cannot be sensibly interpreted with-
out knowledge of the antecedent ofhe provided
by the context (target or prior questions). Inter-
preting questions in question series, therefore, be-
comes a critical component within a QA systems.
Many QA systems have an initial document re-
trieval stage that takes the question and derives a
query from it which is then passed to a search en-
gine whose task is to retrieve candidate answering
bearing documents for processing by the rest of
the system. Clearly a question such asWhen was
he born? is unlikely to retrieve documents rele-
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Target 136: Shiite
Q136.1 Who was the first Imam of the Shiite

sect of Islam?
Q136.2 Where is his tomb?
Q136.3 What was this persons relationship to

the Prophet Mohammad?
Q136.4 Who was the third Imam of Shiite

Muslims?
Q136.5 When did he die?

Figure 1: An Example Question Series

vant to answering a question about Kafka’s date
of birth if passed directly to a search engine. This
problem can be addressed in a naive way by sim-
ply appending the target to every question. How-
ever, this has several disadvantages: (1) in some
cases co-reference in a question series is to the
answer of a previous question and not to the tar-
get, so blindly substituting the target is not ap-
propriate; (2) some approaches to query formula-
tion and to answer extraction from retrieved docu-
ments may require syntactically well-formed ques-
tions and may be able to take advantage of the extra
information, such as syntactic dependencies, pro-
vided in a fully de-referenced, syntactically correct
question.

Thus, it is helpful in general if systems can auto-
matically interpret a question in context so as to re-
solve co-references appropriately, and indeed most
TREC QA systems do this to at least a limited ex-
tent as part of their question pre-processing. Ide-
ally one would like a system to be able to reformu-
late a question as a human would if they were to re-
express the question so as to make it independent
of the context of the preceding portion of the ques-
tion series. To support the development of such
systems it would useful if there were a collection
of “gold standard” reformulated questions against
which systems’ outputs could be compared. How-
ever, to the best of our knowledge no such resource
exists.

In this paper we describe the creation of such a
corpus of manually reformulated questions, mea-
sures we have investigated for comparing system
generated reformulations against the gold stan-
dard, and experiments we have carried out com-
paring our TREC system’s automatic question re-
formulator against the gold standard and insights
we have obtained therefrom.

2 The Gold Standard Corpus

Our aim was to take the questions in a TREC
question series and re-express them as questions
that would naturally be asked by a human ask-
ing them as a single, stand-alone question outside
the context of the question series. Our intuition
was that most adult native speakers would agree
on a small number of variant forms these refor-
mulated questions would take. We explored this
intuition by having two persons iteratively refor-
mulate some questions independently, compare re-
sults and evolve a small set of guidelines for the
process.

2.1 Creating the Gold Standard

Ten question sets were randomly selected from
sets available athttp://trec.nist.gov/
data/qa/t2007_qadata.html . These were
reformulated separately by two people and results
compared. From this an initial set of guidelines
was drawn up. Using these guidelines another 10
question sets from the TREC 2007 QA set were in-
dependently reformulated and then the guidelines
refined.

At this point the reformulators’ outputs were
sufficiently close to each other and the guidelines
sufficiently stable that, given limited resources, it
was decided reformulation could proceed singly.
Using the guidelines, therefore, a further 48 ques-
tion sets from 2007 were reformulated, where
this time each question set was only reformulated
by a single person. Each question set contained
between 5 and 7 individual questions therefore
around 406 questions were reformulated, creating
one or more gold standard forms for each question.
In total there are approximately 448 individual re-
formulations, with a maximum number of 3 refor-
mulations for any single question and a mean of
1.103 reformulations per question.

2.2 Guidelines

Using the above method we derived a set of simple
guidelines which anyone should be able to follow
to create a set of reformulated questions.

Context independence and readability: The
reformulation of questions should be understand-
able outside of the question series context. The re-
formulation should be written as a native speaker
would naturally express it; this means, for exam-
ple, that stop words are included.

Example:“How many people were killed 1991
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eruption of Mount Pinatubo?” vs “How many
people were killed in the 1991 eruption of Mount
Pinatubo”. The latter is preferred as it more read-
able due to the inclusion of stop words“in the” .

Reformulate questions so as to maximise
search results:

Example: “Who was William Shakespeare?”
vs “Who was Shakespeare?”. William should be
added to the phrase as it adds extra information
which could allow more results to be found.

Target matches a sub-string of the question:
If the target string matches a sub-string of the ques-
tion the target string should substitute the entirety
of the substring. Stop-words should not be used
when determining if strings and target match but
should usually be substituted along with the rest of
the target.

Example: Target:“Sony Pictures Entertainment
(SPE)”; Question:“What U.S. company did Sony
purchase to form SPE?”; Gold Standard:“What
U.S. company did Sony purchase to form Sony Pic-
tures Entertainment (SPE)?”

Rephrasing: A Question should not be unnec-
essarily rephrased.

Example: Target: “Nissan Corp”; Question:
“What was Nissan formerly known as?”; “What
was Nissan Corp. formerly known as?”is pre-
ferred over the other possible reformulation“Nis-
san Corp. was formerly known as what?”.

Previous Questions and Answers: Questions
which include a reference to a previous ques-
tion should be reformulated to include a PREVI-
OUS ANSWER variable. Another reformulation
should also be provided should a system know it
needs the answer to the previous question but has
not found one. This should be a reformulation of
the previous question within the current question.

Example: Target: “Harriet Miers withdraws
nomination to Supreme Court”; Question:“What
criterion did this person cite in nominating
Miers?”; Gold Standard 1:“What criterion did
PREVIOUSANSWER cite in nominating Harriet
Miers?”; Gold Standard 2:“What criterion did
this person who nominated Harriet Miers for the
post cite in nominating Harriet Miers?”

Targets that contain brackets: Brackets in tar-
get should be dealt with in the following way. The
full target should be substituted into the question
in the correct place as one of the Gold Standards.
The target without the bracketed word and with it
should also be included in the Gold Standard.

Example: Target: “Church of Jesus Christ
of Latter-day Saints (Mormons)”; Question:“Who
founded the Church of Jesus Christ of Latter-day
Saints?”; Gold Standard 1:“Who founded the
Church of Jesus Christ of Latter-day Saints (Mor-
mons)?”; Gold Standard 2:“Who founded the
Church of Jesus Christ of Latter-day Saints?”;
Gold Standard 3“Who founded the Mormons?”

Stemming and Synonyms: Words should not
be stemmed and synonyms should not be used un-
less they are found in the target or the current ques-
tion series. If they are found then both should be
used in the Gold Standard.

Example: Target:“Chunnel” ; Question:“How
long is the Chunnel?”; Gold Standard:“How long
is the Chunnel?”; Incorrect reformulation:“How
long is the Channel Tunnel?”

As the term “Channel Tunnel” is not referenced
in this section or hard-coded into the QA engine it
cannot be substituted for “Chunnel”, even though
doing so may increase the probability of finding
the correct answer.

It: The wordit should be interpreted as referring
to either the answer of the previous question of that
set or if no answer available to the target itself.

Example:Target:“1980 Mount St. Helens erup-
tion” ; Question: “How many people died when
it erupted?”; Gold Standard:“How many people
died when Mt. St. Helens’ erupted in 1980?”

Pronouns (1): If the pronounshe or she are
used within a question and the TARGET is of type
‘Person’ then substitute the TARGET string for the
pronoun. If however the PREVIOUSANSWER
is of type ‘Person’ then it should be substituted in-
stead as in this case the natural interpretation of the
pronoun is to the answer of the previous question.

Example: Target:“Jay-Z” ; Question: “When
was he born?”; Gold Standard:“When was Jay-Z
born?”

Pronouns (2): If the pronounshis/hers/their
are used within a question and the TARGET is of
type ‘Person’ then substitute the TARGET string
for the pronoun appending the string “’s” to the
end of the substitution. If however the PREVI-
OUS ANSWER is of type ‘Person’ then it should
be substituted as the natural interpretation of the
pronoun is to the answer of the previous question.

Example: Target:“Jasper Fforde”; Question:
“What year was his first book written?”; Gold
Standard: “What year was Jasper Fforde’s first
book written?”
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3 Evaluation against the Gold Standard

To assess how close a system’s reformulation of a
question in a questions series is to the gold stan-
dard requires a measure of proximity. Whatever
metric we adopt should have the property that re-
formulations that are closer to our gold standard re-
formulations get a higher score. The closest possi-
ble score is achieved by getting an identical string
to that of the gold standard. Following conven-
tional practice we will adopt a metric that gives us
a value between 0 and 1, where 1 is highest (i.e. a
score of 1 is achieved when the pre-processed re-
formulation and the gold standard are identical).

Another requirement for the metric is that the
ordering of the words in the reformulation is not
as important as the content of the reformulation.
We assume this because one key use for reformu-
lated questions in the retrieval of candidate answer
bearing documents and the presence of key content
terms in a reformulation can help to find answers
when it is used as a query, regardless of their order
Ordering does still need to be taken into account
by the metric but it should alter the score less than
the content words in the reformulation.

Related to this point, is that we would like refor-
mulations that simply append the target onto the
end of the original question to score more highly
on average than the original questions on their
own, since this is a default strategy followed by
many systems that clearly helps in many cases.
These requirement can help to guide metric selec-
tion.

3.1 Choosing a metric

There are many different systems which attempt
to measure string similarity. We considered a va-
riety of tools like ROUGE (Lin, 2004) and ME-
TEOR (Lavie and Agarwal, 2007) but decided they
were unsuitable for this task. ROUGE and ME-
TEOR were developed to compare larger stretches
of text – they are usually used to compare para-
graphs rather than sentences. We decided develop-
ing our own metric would be simpler than trying to
adapt one of these existing tools.

To explore candidate similarity measures we
created a program which would take as input a list
of reformulations to be assessed and a list of gold
standard reformulations and compare them to each
other using a selection of different string compar-
ison metrics. To find out which of these metrics
best scored reformulations in the way which we

expected, we created a set of test reformulations to
compare against the gold standard reformulations.

Three test data sets were created: one where
the reformulation was simply the original ques-
tion, one where the reformulation included the tar-
get appended to the end, and one where the refor-
mualation was identical to the gold standard. The
idea here was that the without target question set
should score less than the with target question set
and the identical target question set should have a
score of 1 (the highest possible score).

We then had to choose a set of metrics to test and
chose to use metrics from the SimMetrics library
as it is an open source extensible library of string
similarity and distance metrics2.

3.2 Assessing Metrics

After running the three input files against the met-
rics we could see that certain metrics gave a score
which matched our requirements more closely than
others.

Table 1 shows the metrics used and the mean
scores across the data set for the different question
sets. A description of each of these metrics can be
found in the SimMetrics library.

From these results we can see that certain met-
rics are not appropriate. SmithWaterman, Jaro and
JaroWinkler all do the opposite to what we require
them to do in that they score a reformulation with-
out the target higher than one with the target. This
could be due to over-emphasis on word ordering.
These metrics can therefore be discounted.

Levenshtein, NeedlemanWunch and QGrams-
Distance can also be discounted as the difference
between With target and Without target is not large
enough. It would be difficult to measure improve-
ments in the system if the difference is this small.
MongeElkan can also be discounted as overall its
scores are too large and for this reason it would be
difficult to measure improvements using it.

Of the five remaining metrics – DiceSimilar-
ity, JaccardSimilarity, BlockDistance, Euclidean-
Distance and CosineSimilarity – we decided that
we should discount EuclideanDistance as it had the
smallest gap between with target and without tar-
get. We now look at the other four metrics in more
detail3:

2http://www.dcs.shef.ac.uk/ ˜ sam/
simmetrics.html

3Refer to Manning and Schütze (2001) for more details on
these algorithms.
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Metric Without Target With Target Identical
JaccardSim. 0.798 0.911 1.0
DiceSim. 0.872 0.948 1.0
CosineSim. 0.878 0.949 1.0
BlockDistance 0.869 0.941 1.0
EuclideanDistance 0.902 0.950 1.0
MongeElkan 0.922 0.993 1.0
Levenshtein 0.811 0.795 1.0
NeedlemanWunch 0.830 0.839 1.0
SmithWaterman 0.915 0.859 1.0
QGramsDistance 0.856 0.908 1.0
JaroWinkler 0.855 0.831 0.993
Jaro 0.644 0.589 0.984

Table 1: Mean scores across the data set for each of the different question sets.

3.2.1 Block Distance

Block Distance metric is variously named block
distance, L1 distance or city block distance. It is a
vector-based approach, whereq andr are defined
in n-dimensional vector space. TheL1 or block
distance is calculated from summing the edge dis-
tances.

L1(q, r) =
∑
y

| q(y) − r(y)|

This can be described in two dimensions with
discrete-valued vectors. When we can picture the
set of points within a grid, the distance value is
simply the number of edges between points that
must be traversed to get fromq to r within the grid.
This is the same problem as getting from corner
a to b in a rectilinear street map, hence the name
“city-block metric”.

3.2.2 Dice Similarity

This is based on Dice coefficient which is a term
based similarity measure (0-1) whereby the simi-
larity measure is defined as twice the number of
terms common to compared entities divided by the
total number of terms in both. A coefficient result
of 1 indicates identical vectors while a 0 indicates
orthogonal vectors.

Dice Coefficient =
2 ∗ |S1 ∩ S2|
|S1| + |S2|

3.2.3 Jaccard Similarity

This is a token based vector space similarity
measure like the cosine distance. Jaccard Sim-
ilarity uses word sets from the comparison in-
stances to evaluate similarity. The Jaccard mea-
sure penalizes a small number of shared entries

(as a portion of all non-zero entries) more than
the Dice coefficient. Each instance is represented
as a Jaccard vector similarity function. The Jac-
card similarity between two vectorsX and Y is
(X · Y )/(|X||Y | − (X · Y )) where(X · Y ) is the
inner product ofX andY , and|X| = (X · X)1/2,
i.e. the Euclidean norm ofX. This can more easily
be described as(|X ∩ Y |)/(|X ∪ Y |)
3.2.4 Cosine similarity

This is a common vector based similarity mea-
sure similar to the Dice Coefficient. The input
string is transformed into vector space so that the
Euclidean cosine rule can be used to determine
similarity. The cosine similarity is often paired
with other approaches to limit the dimensionality
of the problem. For instance with simple strings a
list of stopwords is used to reduce the dimension-
ality of the comparison. In theory this problem has
as many dimensions as terms exist.

cos(q, r) =
∑

y q(y)r(y)√∑
y q(y)2

∑
y r(y)2

3.3 Using bigrams and trigrams

All four of these measures appear to value the con-
tent of the strings higher than ordering which is
what we want our metric to do. However the scores
are quite large, and as a result we considered refin-
ing the metrics to give scores that are not as close
to 1. To do this we decided to try and increase the
importance of ordering by also taking into account
shared bigrams and trigrams. As we do not want
ordering to be too important in our metric we intro-
duced a weighting mechanism into the program to
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Metric Without Target With Target ∆Gap
Dice 0.872 0.948 +0.076
Cosine 0.878 0.949 +0.071
Jaccard 0.798 0.911 +0.113
Block 0.869 0.941 +0.072

Table 2: Results for Unigram weighting

Metric Without Target With Target ∆Gap
Dice 0.783 0.814 -3.6
Cosine 0.789 0.816 -3.5
Jaccard 0.698 0.748 -5.5
Block 0.782 0.811 -3.5

Table 3: U:1, B:1, T:0

allow us to used a weighted combination of shared
unigrams, bigrams and trigrams.

The results for just unigram weighting is shown
in Table 2.

We began by testing the metrics by introduc-
ing just bigrams to give us an idea of what effect
they would have. A weight ratio of U:1, B:1, T:0
was used (where U:unigram, B:bigram, T:trigram).
The results are shown in Table 3.

The∆ Gap column is the increase in the differ-
ence between Without Target and With Target from
the first test run which used only unigrams.

The introduction of bigrams decreases the gap
between Without Target and With Target. It also
lowers the scores which is good as it is then eas-
ier to distinguish between perfect reformulations
and reformulations which are close but not perfect.
This means that the introduction of bigrams is al-
ways going to decrease a system’s ability to dis-
tinguish between Without Target and With Target.
We had to now find the lowest decrease in this gap
whilst still lowering the score of the with target re-
sult.

From the results of the bigrams we expected that
the introduction of trigrams would further decrease
the gap (U : 1, B : 1, T : 1). The results proved

Metric Without Target With Target ∆Gap
Dice 0.725 0.735 -6.4
Cosine 0.730 0.735 -6.3
Jaccard 0.639 0.663 -9.0
Block 0.724 0.733 -6.1

Table 4: U:1, B:1, T:1

Metric Without Target With Target ∆Gap
Dice 0.754 0.770 -4.8
Cosine 0.759 0.771 -4.9
Jaccard 0.664 0.694 -7.4
Block 0.753 0.767 -4.6

Table 5: U:1, B:2

Metric Without Target With Target ∆Gap
Dice 0.813 0.859 -2.4
Cosine 0.819 0.860 -2.4
Jaccard 0.731 0.802 -3.7
Block 0.811 0.854 -2.2

Table 6: U:2, B:1

this and are shown in Table 4.
The introduction of trigrams has caused the gaps

to significantly drop. It has also lowered the scores
too much. From this evidence we decided trigrams
are not appropriate to use to refine these metrics.

We now had to try and find the best weighting
of unigram to bigram that would lower the With
Target score from 1.0 whilst still keeping the gap
between Without Target and With Target high.

We would expect that further increasing the bi-
gram weighting would further decrease the gap
and the With Target score. The results in Table 5
show this to be the case. However this has de-
creased the gap too much. The next step was to
look at decreasing the weighting of the bigrams.

Table 6 shows that the gap has decreased slightly
but the With Target score has decreased by around
10% on average. The Jaccard score for this run is
particularly good as it has a good gap and is not
too close to 1.0. The Without Target is also quite
low which is what we want.

U : 2, B : 1 is currently the best weighting
found with the best metric being Jaccard. Fur-
ther work in this area could be directed at further
modifying these weightings using machine learn-
ing techniques to refine the weightings using linear
regression.

4 Our system against the Metric

Our current pre-processing system takes a question
and its target and looks to replace pronouns like
“he”, “she” and certain definite nominals with the
target and also to replace parts of the target with
the full target (Gaizauskas et al., 2005). Given
our choice of metric we would hope that this strat-
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Figure 2: Graph of Jaccard score distribution

egy gets a better score than just adding the target
on the end, as the ordering of the words is also
taken into account by our pre-processing as it tries
to achieve natural reformulations like those of our
gold standard. We would therefore expect that it
achieves at least the same score as adding the target
on the end, which is its default strategy when no
co-reference can be determined, though of course
incorrect coreference resolutions will have a neg-
ative effect. One of the aims of creating the gold
standard and a comparison metric was to quickly
identify whether strategies such as ours are work-
ing and if not where not.

A subset of the gold standard was preprocessed
by our system then compared against the results
of doing no reformulation and of reformulating by
simply appending the target.

Tables 7 and 8 shows how our system did in
comparison. Diff shows the difference between
WithTarget and Our System. Table 7 is results for
weightingU : 1, B : 0, T : 0, Table 8 is results for
U : 2, B : 1, T : 0.

Our system does do better than just adding the
target on the end, and this difference is exaggerated
(Table 8) when bigrams are taken into account, as
expected since this weighting increases the met-
ric’s sensitivity to recognising our system’s ability
to put the target in the correct place.

Mean scores across a data set tell part of the
story, but to gain more insight we need to exam-
ine the distribution of scores and then, in order to
improve the system, we need to look at questions
which have a low score and work out what has
gone wrong. Figure 2 shows the distribution of
Jaccard scores across the test data set. Looking at
the scores from the data set using the U:2,B:1,T:0
weighting we find that the minimum Jaccard score
was 0.44 and was for the following example:

Metric Score
Dice 0.574
Cosine 0.578
Jaccard 0.441
Block 0.574

Table 9: Finding Bad Reformulations

Target: “Hindenburg disaster”; Question:
“How many of them were killed”; Our System:
“How many of Hindenburg disaster were killed”;
Gold Standard:“How many people were killed
during the Hindenburg disaster”.

The results of comparing our system with the
gold standard for this question for all four metrics
are shown in Table 9.

The problem here is that our system has wrongly
replaced the term “them” with the target when in
fact its antecedent was in the previous question
in the seriesHow many people were on board?.
Once again the low score has helped us to quickly
identify a problem: the system is only interpret-
ing pronouns as references to the target, which is
clearly insufficient. Furthermore should the pre-
processing system be altered to address a problem
like this the gold system and scoring software can
be used for regression testing to ensure no previ-
ously correct reformulations have been lost.

Another example of a poor scoring reformula-
tion is:

Target: “Hindenburg disaster”; Question:
“What type of craft was the Hindenburg”; Our
System:“What type of craft was the Hindenburg
disaster”; Gold Standard:“What type of craft was
the Hindenburg”.

For this example Jaccard gave our system refor-
mulation a score of 0.61. The problem here is our
system blindly expanded a substring of the target
appearing in the question to the full target without
recognizing that in this case the substring is not an
abbreviated reference to the target (an event) but to
an entity that figured in the event.

5 Conclusions and Future Work

In this paper we have presented a Gold Standard
for question reformulation and an associated set of
guidelines which can be used to reformulate other
questions in a similar fashion. We then evaluated
metrics which can be used to assess the effective-
ness of the reformulations and validated the whole
approach by showing how it could be used to help
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Metric Without Target With Target Our System Diff
Dice 0.776 0.901 0.931 +3.1
Cosine 0.786 0.904 0.936 +3.1
Jaccard 0.657 0.834 0.890 +5.5
Block 0.772 0.888 0.920 +4.2

Table 7: How our system compared, U:1,B:0,T:0

Metric Without Target With Target Our System Diff
Dice 0.702 0.819 0.889 +8.7
Cosine 0.742 0.822 0.893 +9.2
Jaccard 0.616 0.738 0.839 +12.3
Block 0.732 0.812 0.884 +9.1

Table 8: How our system compared, U:2,B:1,T:0

improve the question pre-processing component of
a QA system.

Further work will aim to expand the Gold Stan-
dard to at least 1000 questions, refining the guide-
lines as required. The eventual goal is to incor-
porate the approach into an evaluation tool such
that a developer would have a convenient way
of evaluating any question reformulation strategy
against a large gold standard. Of course one also
needs to develop methods for observing and mea-
suring the effect of question reformulation within
question pre-processing upon the performance of
downstream components in the QA system, such
as document retrieval.
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Abstract

The method of Topic Indexing and Re-
trieval for QA persented in this paper
enables fast and efficent QA for ques-
tions with named entity answers. This is
achieved by identifying all possible named
entity answers in a corpus off-line and
gathering all possible evidence for their di-
rect retrieval as answer candidates using
standard IR techniques. An evaluation of
this method on 377 TREC questions pro-
duced a score of 0.342 in Accuracy and
0.413 in Mean Reciprocal Rank (MRR).

1 Introduction

Many textual QA systems use Information
Retrieval to retrieve a subset of the docu-
ments/passages from the source corpus in order to
reduce the amount of text that needs to be inves-
tigated in finding the correct answers. This use
of Information Retrieval (IR) plays an important
role, since it imposes an upper bound on the per-
formance of the entire QA system: Subsequent an-
swer extraction operations cannot make up for the
failure of IR to fetch text that contains correct an-
swers. Several techniques have been developed to
cut down the amount of text that must be retrieved
in order to ensure against the loss of answer mate-
rial, but processing any text for downstream oper-
ations still takes up valuable on-line time.

In this paper, we present a method, Topic Index-
ing and Retrieval for QA, that turns factoid Ques-
tion Answering into fine-grained Information Re-
trieval, where answer candidates are directly re-

c© 2008. Licensed under the Creative Commons
Attribution-Noncommercial-Share Alike 3.0 Unported li-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

trieved instead of documents/passages. The pri-
mary claim here is that for simple named entity
answers, this can make for fast and accurate re-
trieval.

2 The Overall Idea

The answers to many factoid questions are named
entities — eg, “Who is the president of India?”,
“Where was Eric Clapton born?”, etc. The basic
idea of this paper’s central method, Topic Indexing
and Retrieval for Question Answering (or TOQA
subsequently), is to extract such expressions off-
line from a textual corpus as potential answers and
gather evidence that supports their direct retrieval
as answers to questions using off-the-shelf IR.

Central here is the notion of topics. Under
this method, any named entities (proper names)
found in a corpus are regarded as potential an-
swers. However, named entities are not just treated
as words or phrases but as topics with three kinds
of information useful for Question Answering.

First, as a locus of information, a topic has tex-
tual content which talks about this topic. This
comprises the set of all sentences from the cor-
pus that mention this topic. Textual content is im-
portant because it provides the means to judge the
topic’s suitability as an answer to a question via
textual similarity between the question and some
part of the topic’s textual content.

Second, a topic has an ontological type (or
types). This type information is very important for
QA because the question requires the answer to be
of certain type. A topic must be of the same type
(or some compatible type via ISA relation) in or-
der to be considered as an answer candidate. For
example, the question, “Who is the president of In-
dia?” requires the answer to be of type PERSON
(or more specifically, PRESIDENT).
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Finally, a topic has relations to other topics. For
example, the topic, “Dolly the sheep”, is closely
related to the topic, “Ian Wilmut”. While the pre-
cise nature of this relation may vary, the frequent
co-occurence of two topics in sentences can be re-
garded as an evidence that the two are related. Re-
lated topics are useful for question answering be-
cause they reduce the search space. For exam-
ple, the answer to the question, e.g. “Who cre-
ated Dolly the sheep?” can be found among all the
topics that are related to the topic contained in the
question (or question topic), e.g. “Dolly” here.

These three kinds of information are the base
material for Question Answering using topics:
they provide the means to directly retrieve answers
to questions.

3 Preprocessing

This section describes the technical details of how
to collect these three kinds of information used for
topic based QA, and how to process and store them
off-line in order to enable fast and efficient on-
line question answering. The stored material con-
sists of (1) a Topic Repository, which stores topics
with their variant names and ontological types, (2)
a topic document collection that stores the textual
content of topics, and (3) a set of indices created
by indexing the topic document collection for fast
and efficient retrieval.

3.1 The Make Up of Topic Repository

The Topic Repository stores topics, along their
variant names and their ontological types, in hash
tables for fast look-up. Building a topic repos-
itory requires identifying topics within the given
corpus. For this we have used the C&C named en-
tity recogniser (Curran and Clark, 2003), which is
run on pos-tagged and chunked documents in the
corpus to identify and extract named entities as po-
tential topics. This also identifies the base type of a
subset of named entities as PERSON, LOCATION
and ORGANISATION. This is stored for later use
in building type-separated indices. When a named
entity is identified, we first check whether it repre-
sents a topic already found in the topic repository.
This is done by checking the topic-name hash ta-
ble in the repository, which serves as the main data
storage for the variant names of topics.

To resolve a target named entity to the appro-
priate topic, we use Wikipedia’s Redirect table,
which contains many common variant names for

the same topic. The topic-name hash table is up-
dated accordingly. Hash table entries consist of
pairs like (‘George Clooney’, 1745442), where the
name ‘George Clooney’ is one of the names that
belong to the unique topic with the ID number of
1745442. We currently do nothing to disambiguate
topics, so different individuals with the same name
will all be considered the same topic.

Fine-grained ontological types of topics are
identified and stored as well in a separate topic-
type table. In order to discover fine-grained
topic types, the ontology database Yago is used
(Suchanek et al., 2007). Yago contains such infor-
mation for Wikipedia topics, derived by mapping
the category information about target topic sup-
plied by a Wikipedia user to the appropriate Word-
Net concept. (Wikipedia categories are not consis-
tent and uniform, and they are more like tags that
characterise a topic rather than strictly classify it.)
Using this ontology to look up the type(s) of each
topic-type (i.e. the corresponding WordNet con-
cept) and by tracing up the WordNet concept hier-
archy, we created a fine-grained, multi-level (with
respect to ISA) topic-type hash table for all the top-
ics in the topic repository.

The topic-type hash table not only contains the
ontological type of a topic, but also a significant
amount of world knowledge typically associated to
the topic, due to the nature of Wikipedia categories
as descriptive tags. For example, ‘Bill Gates’ is
identified as ‘CEO’ (a title-role), and ‘Pusan’ as
‘a province of Korea’ (geographical knowledge).
Such diverse and significant knowledge, as well as
the breadth and the depth of the fine types con-
tained in the topic-type hash table, enable a very
powerful match between the answer type from a
question to that of a candidate topic.

The set of fine-grained answer types used here
differs from the set of answer types such as Li and
Roth (2002) used elsewhere in that the set is open-
ended, and new types can be added for an entity at
any time.

The topic repository is used in re-ranking an-
swer candidates by the fine-grained anwer type
and for question topic identification, as well as in
building topic document collection to be explained
next.

3.2 The Topic Document Collection

As noted, the textual content of a topic is the set of
all sentences in a corpus that mentions this topic.
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(Since anaphora resolution is not yet performed,
the sentences that only mention a particular topic
anaphorically are missed.) Such set of sentences is
assembled into one file per topic. This can then
be regarded as a document on its own with the
topic name as its title. We henceforth call such
a document, a topic document. Figure 1 illustrates
a topic document for the topic, Dolly the sheep.
The topic document collection thus created for all
topics identified can be regarded as a reorganised
corpus with respect to the original corpus as the
Figure ?? illustrates.

Figure 1: An Example Topic Document: Dolly the
sheep

The topic document collection for the full set of
topics is a subset of the original corpus, reorga-
nized around topics. The process of creating the
topic document collection (which we refer to as
the topic document method) is actually performed
at the same time as the creation of Topic Reposi-
tory. Any sentence that contains identifiable topics
is appended to the topic document of each topic
it contains. The topic document collection so cre-
ated is central to our Question Answering because
retrieving a topic document (specifically, its topic)
equates to generating an answer candidate for a
given question. Hence, via topic documents, fine-
grained IR can be used to retrieve answers directly.

In order to facilitate such retrieval, however, a
topic document collection needs to be indexed.
In our implemented system (described in Section
5), this is done using the indexing module of the
Lemur Toolkit. For type specific retrieval, three
separate indices corresponding to PERSON, LO-

CATION and ORGANISATION are created ac-
cording to the base types of the topics identified
at the time of Named Entity Recognition. In ad-
dition, an index for all topic documents regardless
of types, TOTAL, is also created for questions from
which the answer type cannot be determined or for
which their answer types differ from the three base
types. Of note here is that separate indices are
created only for these base types, as we have not
explored separate indexing by fine-grained answer
types. These fine-types are only used for reranking
after the candidate topics have been retrieved from
the base indices.

At the time of retrieval, an appropriate index is
to be chosen depending on the answer type iden-
tified from the question. This is discussed in the
next section.

4 Topic Retrieval and Reranking for QA

The goal is to retrieve a ranked list of topic doc-
uments (indicated by their topics) as answers to a
given question. In order to do this, the query for
the IR operation must be formulated from the ques-
tion, and the specific answer type must be identi-
fied both for retrieval and for any re-ranking of the
retrieved list of topics.

Thus, the first necessary operation is Question
Analysis. Question Analysis identifies the ques-
tion type (eg, definition question, factoid question,
list question, etc); the answer type, and the ques-
tion topics (if any) and produces a shallow parse
of the question text (pos-tagged and chunked) for
query formulation. (Identifying the question type
is a formality since the method only deals with fac-
toid questions.)

The question topic identification is straightfor-
ward: Any proper name present in a particular
question is a question topic. For answer type
identification, we use a simple rule based algo-
rithm that looks at the WH-word (e.g. “Where”
means location), the head noun of a WH-phrase
with “Which” or “What” (e.g. “Which president”
means the answer type is of president), and if the
main verb is a copula, the head of the post-copula
noun phrase (e.g. for “Who is the president ..”,
here again “president” is the answer type.) Word-
Net is used to identify the base type of the an-
swer type identified from the question when it is
not one of the base types (PERSON, LOCATION,
ORGANISATION). For example, “president” is
traced to its base type, “PERSON”.
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Next is the retrieval of topics as answer candi-
dates for a given question. This involves: (1) iden-
tifying the appropriate index, (2) formulating the
query, and (3) the actual retrieval operation. An ap-
propriate index is chosen based on the base answer
type. For example, for the question, “Who is the
president of Germany?”, the answer type is iden-
tified as ‘president’. But since the answer type,
‘president’, is not the base type, WordNet is used
to trace from ’president’ to a base type (PERSON)
and the corresponding index is selected (because
separate indices exist only for base types). If none
of the three base types is found by this process, the
total index is used.

Retrieval uses the InQuery retrieval system
within the Lemur Tool Kit (Ogilvie and Callan,
2002). InQuery supports a powerful and flexible
structured query language. Taking advantage of
this, a structured query is formulated from the tar-
get question. So for example, the parsed form of
the question, “Who is the president of Germany?”
is used to generate the following query

\sum(is president of germany
\phrase(president of germany)).

In this example, “president of germany” forms a
phrase, and it is inserted as part of the query el-
ement with the ‘\phrase’ operator. However, the
individual keywords are also included as bag of
words since we have found it to give better perfor-
mance in the trials that we have run. The overall
operator is then enclosed by the ‘\sum’ operator
that gives the overall score of the query with re-
spect to a document. With this query, search is
performed and a ranked list of topics is retrieved.
This ranked list is then run through the following
operations:

1. Filtering the retrieved list of topics to remove
question topics if present.

2. Re-ranking with respect to topic type, prefer-
ring the topic that matches the fine answer
type.

3. Choosing the highest ranking topic as the an-
swer to the question.

The question topic, in the above example, “Ger-
many”, is filtered out if it is found in the list of top-
ics retrieved (using topic-name hash table), which
can happen as it is one of the keywords in the
query. For the remaining topics in the list, the types

of each topic are fetched using the topic-type hash
table and matched up to the specific answer type.
Re-ranking is performed according to the follow-
ing rules:

• Topics whose type precisely matches the an-
swer type are ranked higher than any other
topics whose types do not precisely match the
answer type.

• Topics whose type do not precisely match
the answer type but still matches the base
type traced from the answer type are ranked
higher than any other topics whose types do
not match the answer type at all.

Based on these simple rules, the highest-ranking
topic is chosen as the answer. Because of the de-
tailed and precise type information stored for each
topic, we find this simple procedure works well
enough. However, a more sophisticated answer
candidate reranking strategy is conceivable based
on giving different weights to different degree of
match for an answer type.

5 Bi-Topic Indexing

The method described thus far ignores question
topics except for filtering them out during post-
processing. However, we mentioned in Section 2
that related topics can be exploited in answering
questions.

To take advantage of question topics within
Topic Indexing and Retrieval, we have adopted
the solution of constructing bi-topic documents in
contrast to the original topic documents with sin-
gle topics. An example of a bi-topic document is
the following Figure 2, which represents the two
topics (Dolly, Ian Wilmut). Such a bi-topic docu-
ment represents the general relation between two
topics via the context in which they co-occur. (As
already noted, the precise character of the rela-
tion is ignored.) The terms that more frequently
appear in such document characterise the relation
between the two topics in statistical fashion, and
this document would be given a higher score for
retrieval with respect to a question, if the ques-
tion contains such a relatively frequently appear-
ing term. For example, in scoring the bi-topic doc-
ument pertaining to (Dolly, Ian Wilmut) bi-topic
document with respect to the question, “Who cre-
ated the first cloned sheep, Dolly?”, the frequently
appearing term in the document, ‘cloned’ would
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give a very high mark for this document with re-
spect to this question.

Figure 2: A Bi-Topic Document: (Dolly, Ian
Wilmut)

We construct a bi-topic document collection
is a recursive application of the topic document
method first on the original documents and then
to the resulting topic documents. So given a single
topic document, e.g. for “Dolly”, the same topic
document generating process is then applied to this
document. This generates a new set of topic doc-
uments that, in addition to having their own top-
ics, e.g. “Ian Wilmut”, will also contain the topic
“Dolly” since the original topic document has the
topic “Dolly” in its every sentence. The result-
ing bi-topic documents would comprise (Dolly, Ian
Wilmut), (Dolly, Bonnie), (Dolly, Roslin), etc., all
as bi-topic documents. These topic documents all
concern the topic “Dolly”, which we call the an-
chor topic, and indexing these amounts to creating
a “Dolly” (anchored) index. Separate indices for
base types as in the case of the single topic doc-
uments need not be created since the number of
bi-topic documents anchored to one topic is some
magnitude smaller compared to the number of to-
tal single topic documents.

QA using a bi-topic document index is essen-
tially the same as for the single topic document in-
dex, except in selecting the appropriate anchored
index using the question topic identified from the
question. So the “Dolly” index is chosen if the
question topic is “Dolly”, as in the question, e.g.
“Who created the fist cloned sheep, Dolly?”. Re-
ranking based on fine-grained answer types can

still be performed although question topic filtering
is no longer necessary.

This bi-topic method has the draw-back of gen-
erating a lot of documents and corresponding in-
dices since the number of bi-topic documents is
the product of the number of topics with all the
associated topics. This takes a lot of space for stor-
age and time for generating such a collection. For
the evaluation to be described in the next section,
we have created bi-topic documents and indices
that only pertain to questions (ie only for the ques-
tion topics within the test set) due to the limitation
of space. To be able to scale this method gener-
ally, XML information retrieval technique might
be applicable as this supports richer retrieval ele-
ments other than whole documents and therefore
the bi-topic documents pertaining to one anchor
topic could be all embedded within one topic doc-
ument. This is one area we would like to explore
further in the future.

The next section characterises and compares the
performance of single topic and bi-topic document
based methods.

6 Evaluation

6.1 The Evaluation Settings

Evaluation has been carried out to determine
whether Topic Indexing and Retrieval using a sim-
ple and efficient IR technique for direct answer re-
trieval can indeed make for an accurate QA sys-
tem. This has also iluminated those features of the
method that contribute to QA performance.

The questions and the corpus (AQUAINT) used
for the evaluation are taken from the TREC QA
track. 377 questions that have single proper names
as answers (ie, excluding list questions, “other”
questions and questions without answers) were se-
lected from the TREC 2003/2004/2005 questions.
Questions from TREC 2004 and TREC 2005 are
grouped around what are called targets. A tar-
get is basically the question topic, e.g. “When
was he born?” where “he” refers to the target,
e.g. “Fred Durst”. One of the experimental setups
takes account of these targets by employing the Bi-
topic method discussed in Section 5. This retrieval
strategy is also applied to questions from TREC
2003 (that come with no targets), by identifying
the question topic in a question and extracting it
as a target automatically, in order to see whether
it can benefit the QA performance even when the
target is not provided manually.
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The actual evaluation of the method consists of
three experiments, each of which tests a different
setting. The common elements for all three are
the core answer retrieval system. The aspects that
differentiate the three settings are: (1) whether or
not a fine-grained answer type is used for rerank-
ing, (2) whether single topic documents or bi-topic
documents are retrieved.

6.2 The Core Evaluation System

The common core system that implements the an-
swer retrieval method comprises (1) a question
analysis module that analyses the question and
produces the question type, answer type, the ques-
tion topics and the shallow parse of the question
text and (2) a retrieval module that generates the
structured query, selects the appropriate index and
retrieves the top 100 topics as answer candidates.
This core system performs the basic retrieval op-
erations, to which we add further operations such
as answer-type based reranking and target specific
retrieval. The addition of some of these features
distinguish different setups for the evaluation.

Setup A involves just the core system on single
topic document indexing of the AQUAINT corpus,
as described in Section 3.2. The resulting topic
documents are divided into the three base types
(PERSON, LOCATION, ORGANISATION), plus
OTHER, as summarised in Table 1. Some ex-
amples of entities belong to type OTHER include
medicines, roller coasters and software.

KIND NUM
PERSON 117370
ORGANISATION 67559
LOCATION 48194
OTHER 17942
TOTAL 251065

Table 1: Number of Topic Docs per Types

Setup B is basically the same as setup A, ex-
cept for the addition of fine-grained answer type
re-ranking on the one hundred topics retrieved as
answer candidates. That is, elements of this list
are re-ranked depending on whether their fine-
grained answer type matches the fine-grained an-
swer type identified from the question. Note here
that only the coarse answer type (PERSON, LO-
CATION, ORGANISATION, TOTAL) was used
for retrieval, as opposed to the fine-grained type
such as PRESIDENT or COMPANY, due to the

A@N A B C
1 0.233:88 0.340:128 0.342:129
2 0.316:119 0.406:153 0.443:167
3 0.366:138 0.438:165 0.485:183
4 0.401:151 0.467:176 0.501:189
5 0.430:162 0.491:185 0.515:194

10 0.472:178 0.523:197 0.549:207
15 0.496:187 0.533:201 0.560:211
20 0.512:193 0.541:204 0.560:211

ACC 0.233 0.340 0.342
MRR 0.306 0.395 0.413

Table 2: Results for all setups for all questions

fact that separate indices exist only for these coarse
types. The identification of the fine type of a can-
didate topic is done by looking up this information
in the topic-type hash table as mentioned in Sec-
tion 3. Again the resulting top candidate is picked
as the definite answer.

The final setup is setup C. Setup C exploits ques-
tion topics (targets), as described in Section 5. Tar-
gets are explicitly provided in TREC 2004 and
TREC 2005 question set. For the TREC 2003, the
questions, which do not come with explicit targets,
the system automatically extracts a target from the
question using a very simple rule: any proper name
in the question is regarded as a target. The point of
this setup is to test the effectiveness of the bi-topic
method discussed in Section 5. The core retrieval
procedure is the same as in setup B, except that
the index on which the retrieval is performed is se-
lected based on the question topic. In Section 5,
we mentioned that a set of indices were built with
respect to ‘anchor topics’. So the question topic
identified from the question (or provided as de-
fault) acts as the anchor topic and the index that
corresponds to this anchor topic gets chosen. The
rest of the process is the same as setup B, and re-
trieved topics are re-ranked according to the fine-
grained answer type.

6.3 Overall Results

Table 2 summarises the results of the experiments
across all setups and across all the questions eval-
uated. The leftmost column indicates the cut-off
point (ie, 5 indicates the top-5 answer candidates,
10 indicates the top-10 answer candidates, etc.).
The other columns indicate the A@N performance
score data for setup A, setup B and setup C respec-
tively at each cut-off point. Each entry comprises
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A@N B-C C-B C ∩ B
1 60 61 68
2 61 75 92
3 61 79 104
4 63 76 113
5 66 75 119

10 69 79 128
15 68 78 133
20 69 76 135

Table 3: Overlap between B and C

two scores separated by a colon, representing the
ratio of correctly answered questions over all ques-
tions and the number of correctly answered ques-
tions. The last two rows summarise the results by
giving the accuracy (ACC), which is equivalent to
the correctness rate at A@1 and the Mean Recip-
rocal Rank score (MRR).

From this table, it can be seen that both setup B
and setup C produced results that are superior to
setup A in all measures: accuracy, A@N (for N up
to 20) and MRR.

In order to verify whether the differences in
scores indicate statistical significance, we have
performed Wilcoxon Matched Signed Rank Test
(Wilcoxon, 1945) on the test data (the differences
in ranks for all the questions between setups). This
test is suited for testing two related samples when
an underlying distribution cannot be assumed (un-
like t-test) as with the data here. The statistical
test shows that the difference between setup B and
setup A is indeed significant (p = 1.763e − 08,
for P threshold at 0.05) and that the difference
between setup C and setup A is also significant
(p = 4.244e−08). So setup B and setup C perform
significantly better than setup A.

Setup C performs slightly better than setup B,
both in accuracy (0.342 vs. 0.340) and in MRR
(0.413 vs 0.395), but the statistical test shows,
this difference is not statistically significant (p =
0.5729). However, as the Table 3 shows, setup
B and setup C correctly answered different ques-
tions. (Setup B answered most of the questions
that were correctly answered by setup A, as well
as questions that were not correctly answered by
setup A). Thus, a further investigation is needed
to understand performance differences between se-
tups B and C.

The execution time for each question takes less
than one second for both single-topic and bi-topic

document indices based retrieval on a single CPU
(P4 3.2 Mhz HT) with 512 MB of memory, and
the reranking operation did not add any significant
amount of time to it.

7 Related Work

In this section, we discuss some of the works on
novel indexing techniques for QA that relate to this
work.

In predictive annotation (Prager et al., 1999), the
text of the target corpus is pre-processed in such
a way that phrases that are potential answers are
marked and annotated with respect to their answer
types (or QA-tokens as they call them) including
PERSON$1, DURATION$, etc. Then the text is
indexed not only with ordinary terms but also with
these QA-tokens as indexing elements. The main
advantage of this approach is that QA-tokens are
used as part of the query enhancing the passage re-
trieval performance. Our work in this paper uses
the same predictive annotation technique but dif-
fers in that the named entities are indexed as topics
and are retrieved directly as answer candidates.

Similar to our approach, Kim et al. (2001) ap-
plies predictive annotation method to retrieve an-
swers directly rather than supporting text. For ev-
ery potential answer in the corpus, a set of text
spans up to three sentences long (the sentence in
which it appears, plus whatever following sen-
tences that are linked to this sentence via lexical
chain totalling no more than three sentences in
size) is stored and later sued to retrieve a potential
answer. Although similar to our work, the main
difference is in the way the textual evidence is ag-
gregated. In Topic Indexing and Retrieval, all the
evidence (aka textual content) available through-
out the corpus for a possible answer is aggregated,
whereas Kim uses text spans up three sentences
long from a single document connected by a co-
reference chain for each answer candidate. Also,
topic relations are not exploited as in our work (via
Bi-topic documents).

Fleischman et al. (2002) also retrieves answers
directly. In what they call the answer repository
approach to Question Answering, highly precise
relational information is extracted from the text
collection using text mining techniques based on
part of speech patterns. The extracted concept-
instance pairs of person name-title such as (Bill

1In their notation, the Dollar sign at the end indicates that
this is a QA token rather than a term.
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Gates, Chairman of Microsoft) are used either
solely or in conjunction with a common QA sys-
tem in producing answers. (Jijkoun et al. (2004)
follows a similar approach.) This basically Infor-
mation Extraction approach taken here can com-
plement our own work for the benefit of increased
precision for select types of questions.

In Clifton and Teahan (2004), their knowledge
framework based QA system, QITEKAT, prestores
possible answers along with their corresponding
question templates based on manual and automatic
regular expression patterns. That the potential
questions are stored as well the answers make this
approach different from our approach.

The bi-topic method in this paper has some sim-
ilarity to Katz and Lin (2000). Here, ternary re-
lations are extracted off-line using manually con-
structed regular expression patterns on a target text
and stored in a database for the use in Question
Answering such as in the START QA system (Katz
et al., 2002). With bi-topic documents in this pa-
per, instead of the precise relations between the
two topics, the aggregate context between two par-
ticular topics are captured by assembling all state-
ments that mention these two topics together in one
file. While this does not give the exact character-
istics of the relations involved, it does give some
statistical characterization between the two topics
to the benefit for QA.

8 Conclusion

In this paper, we have presented the method of
Topic Indexing and Retrieval for QA. The method
effectively turns document retrieval of IR into di-
rect answer retrieval by indexing potential answers
(topics) via topic documents. We claimed that
the method can be applied in answering simple
named-entity questions. The evaluation results in-
deed show that the method is effective for this type
of question, with MRR of 0.413 and accuracy of
0.342 (best run: setup C).
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Abstract

Semantic Role Labeling (SRL) has been
used successfully in several stages of auto-
mated Question Answering (QA) systems
but its inherent slow procedures make it
difficult to use at the indexing stage of the
document retrieval component. In this pa-
per we confirm the intuition that SRL at
indexing stage improves the performance
of QA and propose a simplified technique
named the Question Prediction Language
Model (QPLM), which provides similar in-
formation with a much lower cost. The
methods were tested on four different QA
systems and the results suggest that QPLM
can be used as a good compromise be-
tween speed and accuracy.

1 Introduction

Semantic Role Labeling (SRL) has been imple-
mented or suggested as a means to aid several Nat-
ural Language Processing (NLP) tasks such as in-
formation extraction (Kogan et al., 2005), multi-
document summarization (Barzilay et al., 1999)
and machine translation (Quantz and Schmitz,
1994). Question Answering (QA) is one task that
takes advantage of SRL, and in fact much of the
research about the application of SRL to NLP is
related to QA. Thus, Narayanan and Harabagiu
(2004) apply the argument-predicate relationship
from PropBank (Palmer et al., 2005) together with
the semantic frames from FrameNet (Baker et al.,
1998) to create an inference mechanism to improve
QA. Kaisser and Webber (2007) apply semantic

c© 2008. Licensed under theCreative Commons
Attribution-Noncommercial-Share Alike 3.0 Unportedli-
cense (http://creativecommons.org/licenses/by-nc-sa/3.0/).
Some rights reserved.

relational information in order to transform ques-
tions into information retrieval queries and further
analyze the results to find the answers for natural
language questions. Sun et al. (2005) use a shal-
low semantic parser to create semantic roles in or-
der to match questions and answers. Shen and La-
pata (2007) developed an answer extraction mod-
ule that incorporates FrameNet style semantic role
information. They deal with the semantic role as-
signment as a optimization problem in a bipartite
graph and the answer extraction as a graph match-
ing over the semantic relations.

Most of the studies that use SRL or similar tech-
niques to QA apply semantic relation tools on the
input or output of the Information Retrieval phase
of their system. Our paper investigates the use of
semantic information forindexingdocuments. Our
hypothesis is that allowing Semantic Role infor-
mation at the indexing stage the question analyzer
and subsequent stages of the QA system can obtain
higher accuracy by providing an implicit query an-
alyzer as well as more precise retrieval. Theoret-
ically, the inclusion of this information at index-
ing time can also speed up the overall QA process
since syntactic rephrasing or re-ranking of docu-
ments based on semantic roles would not be nec-
essary. However, SRL techniques are still highly
complex and they demand a computational power
that is not yet available to most research groups
when working with large corpora. In our experi-
ence the annotation of a 3GB corpus, such as the
AQUAINT (Graff, 2002), using a semantic role
labeler, for instance SwiRL from Surdeanu and
Turmo (2005) can take more than one year using
a standard PC configuration1.

In order to efficiently process a corpus with se-

1Intel(R) Pentium(R) 4 HT 2.80GHz with 2.0 GB RAM

74



mantic relations, we have developed an alterna-
tive annotation strategy based on word-to-word re-
lations instead of noun phrase-to-predicate rela-
tions. We define semantic triples based on syn-
tactic clues; this approach was also studied by
Litkowski (1999) but some major differences with
our work are that we use automatically learned
rules to generate the semantic relations, and that
we use different semantic labels than those de-
fined by Litkowski, some more specific and some
more general. Our annotation scheme is named the
Question Prediction Language Model (QPLM) and
represents relations between pairs of words using
labels such asWhoand When, according to how
one word complements the other.

In the following section we provide an overview
of the proposed semantic annotation module. Then
in Section 3 we detail the information retrieval
framework used that allows the indexing and re-
trieval of semantic information. Section 4 de-
scribes the experimental setup and presents the re-
sults. Finally, Section 5 presents the concluding
remarks and some discussion of further work.

2 Question Prediction Language Model

QPLM, as described in Pizzato and Mollá (2007),
represents sentences by specifying the semantic re-
lationship among its components using question
words. In this way, we focus on dividing the prob-
lem of representing a large sentence into small
questions that could be asked about its compo-
nents. QPLM is expressed by triplesθ(ω) → α
whereθ is a question word,ω is the word that con-
cerns the question wordθ andα is the word that
answers the relationθ aboutω. For instance the
relationWho(eat) → Jack tells us that the per-
son who eats is Jack. The representation of our se-
mantic relations as triplesθ(ω) → α is important
because it allows the representation of sentences as
directed graphs of semantic relations. This repre-
sentation has the capacity of generating questions
about the sentence being analyzed. Figure 1 shows
such a representation of the sentence: “John asked
that a flag be placed in every school”.

Having the sentence of Figure 1 and remov-
ing a possible answerα from any relation triple,
it is possible to formulate a complete question
about this sentence that would requireα as an
answer. For instance, we can observe that re-
moving the nodeJohn we obtain the question
“Who asked for a flag to be placed in every

J o h n a s k e d

p l a c e d s c h o o l

e v e r yf l ag

w h o

 w h a t

 w h a t  w h i c h

w h e r e     

Figure 1: Graph Representation

school?” whereWhowas extracted from the triple
Who(ask) → John. The same is valid for other
relations, such as removing the wordschool to ob-
tain the question “Where did John ask for a flag
to be placed?”. The name Question Prediction
for this model is due to its capability of generat-
ing questions regarding the sentence that has been
modeled.

We have developed a process to automatically
annotate QPLM information, the process is rule
based where the rules are automatically learned
from a corpus obtained from mapping PropBank
into QPLM instances. The mapping between se-
mantic roles and QPLM is not one-to-one, which
reduces the accuracy of the training corpus. A
sample of 40 randomly selected documents was
manually evaluated showing that nearly 90% of the
QPLM triples obtained were correctly converted
from the PropBank mapping. PropBank does not
give us some relations that we wish to include such
as ownership (Whose(car) → Maria) or quan-
tity (HowMany(country) → twenty)), but it
does give us the benefits of a large training set cov-
ering a variety of different predicates.

Our QPLM annotation tool, like most SRL
tools, makes use of a syntactic parser and a named-
entity (NE) recognizer. We are currently using
Connexor2 for syntactic parsing and LingPipe3 for
named-entity recognition.

An evaluation of our QPLM annotation has
shown a reasonable precision (50%) with a low
recall (24%). Both precision and recall seem to
be connected with the choice of training corpus.
The high precision is influenced by the large train-
ing set and the different variety of predicates. The
low recall is due to the low amount of connections
that can be mapped from one sentence in Prop-
Bank to QPLM. As we will present in Section 4,
QPLM helps to improve results for QA even when

2http://www.connexor.com
3http://alias-i.com/lingpipe/
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this training corpus is not optimal. This suggests
that if a more suitable corpus is used to create the
QPLM rules then we can improve the already pos-
itive results. An ideal training corpus would con-
tain all QPLM pairs; not only verbs and head of
noun phrases but also connections among all rele-
vant words in a sentence.

3 Indexing and Retrieving Semantic
Information

A document index that contains information about
semantic relations provides a way of finding docu-
ments on the basis of meaningful relations among
words instead of simply their co-occurrence or
proximity to each other. A semantic relation index
allows the retrieval of the same piece of informa-
tion when queried using syntactic variations of the
same query such as: “Bill kicked the ball” or “ The
ball was kicked by Bill”.

Several strategies can be used to build the index-
ing structure that includes relational information.
The task of IR requires fast indexing and retrieval
of information regardless of the amount of data
stored and how it is going to be retrieved. From
our experience, the use of relational databases is
acceptable only if the amount of documents and
speed of indexing and retrieval is not a concern.
When database systems are used on large IR sys-
tems there is always a trade off between the speed
of indexing and the speed of retrieval as well speed
and storage efficiency.

The best approach for IR has always been a cus-
tom built inverted file structure. In the semantic
role/QPLM case it is important to develop an in-
dexing structure that can maintain the annotation
information. Because it is important to allow dif-
ferent types of information to be indexed, we im-
plemented a framework for information retrieval
that easily incorporates different linguistic infor-
mation. The framework allows fast indexing and
retrieval and the implementation of different rank-
ing strategies.

With the inclusion of relational information, the
framework provides a way to retrieve documents
according to a query of semantically connected
words. This feature is best used when queries are
formed as sentences in natural language. A sim-
plified representation of the framework index is
shown in Figure 2 for a QPLM annotated sentence.
Figure 2 shows that the relation of words are rep-
resented by a common relation identifier and a re-

QPLM representation for “Bill kicked the ball”:

ID Relation
11 Who(kick) → Bill
12 What(kick) → ball

Inverted file representation:

Term Document Rel. ID Rel. Type Role
Bill 1 11 Who Arg
kick 1 11 Who Pred

12 What Pred
ball 1 12 What Arg

Figure 2: Simplified representation of the indexing
of QPLM relations

Query Returns documents that
∗(kick) → ∗ contain the word kick
Who(kick) → ∗ inform that someone kicks
Who(∗) → Bill inform that Bill does an action
Who(kick) → Bill inform that Bill kicks

Figure 3: QPLM Queries (asterisk symbol is used
to represent a wildcard)

lation type. The roles that each word plays in a
relation is also included within the same record.
The IF is optimized so that redundant information
is not represented, as illustrated by the record of
the wordkick and the single document number.

The framework also provides a way to include
words that have not been explicitly related to other
words in the text just in the same way as a stan-
dard bag-of-words (BoW) approach. This feature
is important even when the text is fully semanti-
cally or syntactically parsed. Many words may not
be associated with the others in a sentence because
of different reasons such as errors in the parser.
Therefore, even if the query presented to the re-
trieval component is not a proper natural language
sentence or it fails to be analyzed, the system will
perform as a normal BoW system.

Once the retrieval query is analyzed, it is pos-
sible to perform queries that focus on retrieving
all documents where a certain relation occurs as
well as all documents where a certain word plays
a specific role. The example in Figure 3 demon-
strates some queries and what documents or sen-
tences they return.

A document containing the sentence “Bill kicked
the ball” would be retrieved for all the queries in
Figure 3. The framework also allows the formula-
tion of more complex queries such as:

(Who(kick) → ∗) ∧ (What(kick) → ball)
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Each token is indexed by itself (i.e not together
with the related words) including the information
from the relations it is part of. This is done with no
overhead or redundant information being stored.
This approach makes it possible to keep the stan-
dard models for document ranking. A normal
calculation of Term Frequency (TF) and Inverted
Document Frequency (IDF) is performed when
taking the terms individually or as BoW, while
only a minimal modification of TF/IDF is required
when a more complex retrieval strategy is needed.

The ranking strategy is based on a vector space
model. Documents and queries are represented
as three different vectors: bag-of-words (BoW-V),
partial relation (PR-V) and full relation (FR-V).
The weights of the vector tokens are calculated us-
ing the weights of their individual tokens in the
context of the vector being analyzed. In BoW-V,
weights are calculated based on words; PR-V uses
individual words and their relation types; FR-V
uses the association of a specific word with another
word. Figure 4 illustrates the contents of these vec-
tors for the sentence “John loves Mary, but Mary
likes Brad” when used as a query:

BoW-V: 〈[John:1], [loves:1], [Mary:2],
[likes:1], [Brad:1]〉

PR-V:
〈[John:ARG0:1], [loves:PRED:1],
[Mary:ARG1:1], [Mary:ARG0:1],
[likes:PRED:1], [Brad:ARG1:1]〉

FR-V:

〈[John:ARG0:loves:1],
[Mary:ARG1:loves:1],
[Mary:ARG0:likes:1],
[Brad:ARG1:likes:1]〉

Figure 4: Vectors used for document ranking

The tokens of the above example would have
different weights if the same sentence appeared in
a document with additional sentences. Because of
their lower frequency, it is expected that the com-
ponents of FR-V and, in a lesser extent, of PR-V to
have a stronger impact on the calculation of simi-
larity than the components of BoW-V. With this
approach, for queries with relations that are not
indexed, the method is equivalent to a traditional
BoW approach.

4 Experiments and Evaluation

We have performed a series of experiments using
the techniques described on Section 3 in order to
verify the usefulness of QPLM in comparison to

SRL based on PropBank. We compared both se-
mantic annotations by using it with IR and under
QA evaluation methods.

4.1 Configuration of experiments

We performed experiments using data resources
from the QA track of the TREC conferences
(Voorhees and Dang, 2006) and the evaluation
scripts available at their TREC website of years
2004, 2005 and 2006. The retrieval experiments
were carried out using only a reduced set of docu-
ments from the AQUAINT corpus because the se-
mantic role labelers tested were not able to parse
the full set, unlike QPLM which parsed all docu-
ments successfully.

The SRL tool SwiRL (Surdeanu and Turmo,
2005) has a good precision and coverage, however
it is slow and quite unstable when parsing large
amounts of data. We have assembled a cluster
of computers in order to speed up the corpus an-
notation, but even when having around ten ded-
icated computers the estimated completion time
was larger than one year. The lack of semantic an-
notators that can quickly evaluate large amount of
data gave us the stimulus needed to use a simplified
and quicker technique. We used the QPLM anno-
tation tool which takes less than 3 weeks to fully
annotate the 3GB of data from the AQUAINT cor-
pus using a single machine.

Since we wanted to determinate how QPLM
compares to SRL, particularly on the basis of its
usage for IR and for QA, we performed some
tests using the available amount of data anno-
tated with semantic roles, and the same docu-
ments with QPLM. The part of the AQUAINT
corpus annotated includes the first 41,116 docu-
ments, in chronological order, from the New York
Times (NYT) newspaper. We used the 1,448 ques-
tions from the QA track of 2004, 2005 and 2006
from the TREC competition. Since these questions
are not always self contained and in some cases
(OTHER-type questions) not even a proper natu-
ral language sentence, we performed some ques-
tion modification so that the entire topic text could
be included. These modifications include substitu-
tion of key pronouns as well as the inclusion of the
whole topic text when shorter representations were
found. In some extreme cases when no substitution
was possible and the question did not mention the
topic, we added a phrase containing the topic at the
start of the question. Some examples are presented
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Topic: Gordon Gekko
Question: What year was the movie released?

Modification: Regarding Gordon Gekko, what year
was the movie released?

Question: What was Gekko’s profession?
Modification: What was Gordon Gekko’s profession?

Question: Other
Modification: Tell me more about Gordon Gekko.

Figure 5: Modifications applied to TREC ques-
tions

in Figure 5.

Using these questions as queries for our IR
framework, we retrieved a set of 50 documents for
every question. We analyzed the impact of the se-
mantic annotation when used on document indices
by checking the presence of the answer string in
the documents returned. We also obtained a list
of 50 documents using solely the BoW approach
in order to compare what is the gain over standard
retrieval.

4.2 Evaluation of retrieval sets

Table 1 presents the results of the retrieval set using
TREC’s QA track from 2004, 2005 and 2006 us-
ing the BoW, the SRL and the QPLM approaches.
Because we performed the evaluation of these doc-
uments automatically, we consider a document rel-
evant on the only basis of the presence of the
required answer string. We adopted the evalua-
tion metrics for QA documents sets proposed by
Roberts and Gaizauskas (2004). We used the fol-
lowing metrics: p@n as the precision atn docu-
ments or percentage of documents containing an
answer when retrieving at mostn documents;c@n
as the coverage atn documents or percentage of
questions that can be answered using up ton doc-
uments for each question; andr@n as the redun-
dancy atn document or the average number of an-
swers found in the firstn documents per question.

As observed in Table 1, the SRL approach gives
the best results for all question sets on all evalu-
ation metrics, with the exception ofc@50 on the
2006 question set. In most other retrieval sets
the baseline performs worse than both QPLM and
SRL, however for 2004 questions it performed bet-
ter than QPLM onp@50 andr@50. It is interesting
to observe that the QPLM results for the same year
on c@50 are better than the BoW approach indi-
cating that a larger amount of questions can poten-
tially be answered by QPLM.

2004 p@50 c@50 r@50
BoW 5.85% 33.33% 2.92
SRL 6.40% 35.33% 3.20

QPLM 5.58% 34.47% 2.79
2005 p@50 c@50 r@50
BoW 10.03% 41.13% 5.02
SRL 11.00% 43.77% 5.50

QPLM 10.58% 42.08% 5.29
2006 p@50 c@50 r@50
BoW 7.30% 34.57% 3.65
SRL 8.73% 36.33% 4.37

QPLM 8.31% 38.45% 4.16

Table 1: Experimental results of index approaches
on TREC questions

4.3 Experiments on QA systems

To better understand the relation between the re-
trieved document sets and question answering we
applied the retrieval sets to four question answer-
ing systems:

• Aranea: Developed by Lin (2007), the Aranea
system utilizes the redundancy from the
World Wide Web using different Web Search
Engines. The system relies on the text snip-
pets to generate candidate answers. It applies
filtering techniques based on intuitive rules,
as well as the expected answer classes with
named-entities recognition defined by regular
expressions and a fixed list for some special
cases.

• OpenEphyra: Developed by Schlaefer et al.
(2007), the OpenEphyra framework attempts
to be a test bench for question answering tech-
niques. The system approaches QA in a fairly
standard way. Using a three-stage QA archi-
tecture (Question Analysis, Information Re-
trieval, Answer Extraction), it performed rea-
sonably well at the QA Track at TREC 2007
by using Web Search engines on its IR stage
and mapping the answers back into the TREC
corpus.

• MetaQA System: Similar to the Aranea QA
system, MetaQA (Pizzato and Molla, 2005)
makes heavy use of redundancy and the in-
formation provided by Web Search Engines.
However it goes a step further by combining
different classes of Web Search engines (in-
cluding Web Question Answering Systems)
and assigning different confidence scores to
each of the classes.
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• AnswerFinder: Developed by Mollá and Van
Zaanen (2006), the AnswerFinder QA system
unique feature is the use of QA graph rules
learned automatically from a small training
corpus. These graph rules are based on
the maximum common subgraph between the
deep syntactic representation of a question
and a candidate answer sentence. The graphs
were derived from the output of the Connexor
dependency-based parser.

For most of these systems some modifications of
the standard system configuration were required.
All the systems used, with the exception of An-
swerFinder, make heavy use of web search en-
gines and the redundancy obtained to find their
answers. For our experiments we had to turn the
Web search off, causing a significant drop in per-
formance when compared to the reported results in
the literature. Because AnswerFinder’s IR compo-
nent is performed offline, the integration is seam-
less and only required providing the system with
a list of documents in the same format as TREC
distributes the ranked list of files per topic. The
OpenEphyra framework is well designed and im-
plemented, however the interaction between its
components still depended on the overall system
architecture, which makes the implementation of
new modules for the system quite difficult.

With the exception of AnswerFinder, all the QA
systems received a retrieval set as a collection of
snippets. This was based on the fact that these
systems are based on Web Retrieval and they ex-
pect to receive documents in this format. We ex-
tracted for every document the 255 character win-
dow where more question words (non-stopwords)
were found. The implementation of different rank-
ing strategies for passage retrieval such as those
described by Tellex et al. (2003) could improve the
results for individual QA systems. However, a pre-
liminary evaluation of the passage retrieval have
shown us that the 255 character window with the
current snippet construction method was enough
to achieve near optimal performance on the docu-
ment set used.

The results obtained by the QA systems were
processed using the answer regular expressions
distributed by TREC. The numbers described in
this study show the factoid score for correct an-
swers. We have not used the exact answer be-
cause it required some cleaning of the answer log
files and some modification of some QA systems.

2004 2005 2006
BoW 5.00% 2.30% 2.10%
SRL 6.10% 3.50% 2.70%

QPLM 5.00% 2.50% 3.50%

Table 2: Factoid results forC@1 on the Aranea
system

2004 2005 2006
BoW 2.50% 5.10% 3.00%
SRL 3.30% 7.00% 4.40%

QPLM 2.80% 6.20% 4.20%

Table 3: Factoid results forC@1 on the OpenE-
phyra system

Therefore, the results shown on Tables 2, 3 and
5 are product of the same retrieval set and result
of the same evaluation procedure. Results of the
MetaQA system at Table 4 are presented as cover-
age at answer 10 (C@10) since this system has a
non standard approach for QA that is invalidated
by the methodology of this test. The results in the
other tables could be understood as either precision
or coverage at answer 1, we will refer to them as
C@1.

We observed that the results from the QA sys-
tem are consistent with the findings from the re-
sults of the retrieval system. The Aranea QA sys-
tem results on Table 2 show an average improve-
ment for the SRL approach. QPLM has similar
performance to BoW for 2004 and 2005 questions
but outperforms both techniques on 2006 ques-
tions.

The results shown by OpenEphyra in Table 3
also demonstrate that semantic annotation can help
question answering when used in the IR stages of a
QA system. The best results were observed when
SRL was applied. QPLM followed SRL and out-
performed BoW on three tests. It is important to
point out that results for the retrieval set alone in
Table 1 showed BoW outperforming QPLM for
2004 questions on both redundancy and precision
metrics. This might be an indication that OpenE-
phyra answer extraction modules are more precise
than the other QA systems and do not heavily rely
on redundancy as do the Aranea and the MetaQA
systems.

Because of the high dependency on Web
sources, the MetaQA system performed rather
poorly. As explained earlier, the results were mea-
sured usingC@10 instead ofC@1. The reason for
this is that the MetaQA system is meant to be an
aggregator of information sources and its ranking

79



2004 2005 2006
BoW 0.87% 3.31% 1.24%
SRL 2.61% 3.87% 1.99%

QPLM 0.43% 3.31% 1.24%

Table 4: Factoid results forC@10 on the MetaQA
system

2004 2005 2006
BoW 1.10% 2.50% 1.20%
SRL 1.80% 2.60% 2.20%

QPLM 1.80% 2.70% 2.00%

Table 5: Factoid results forC@1 on the An-
swerFinder system

mechanisms only work when sufficient evidence is
given for certain entities. Not only was the system
not designed for the single-source setup, but it was
not designed to provide a single answer. Neverthe-
less, even with the non-conformity of the system,
it appears to support that semantic markup can en-
hance the IR results for QA. Not surprisingly the
extra redundancy presented in the 2004 BoW re-
trieval contributed to better results in this redun-
dancy based QA system.

Results in Table 5 show that AnswerFinder cor-
rectly answered only a few questions for the given
question set. On the other hand, it provided some
consistent results such that the improvements were
due to additional correct answers and not to a
larger but different set of correct answers. The
AnswerFinder QA system showed a similar perfor-
mance for both semantic-based strategies and both
outperformed the BoW strategy.

In this section we have shown an evaluation of
different retrieval sets of documents using four dis-
tinct QA systems. We have observed that semantic
strategies not only assist the retrieval of better doc-
uments, but also help in finding answers for ques-
tions when used with QA systems.

5 Concluding Remarks

In this work we propose the use of semantic re-
lation in QA. We also present QPLM as an alter-
native to SRL. QPLM is a simpler approach to se-
mantic annotation based on relations between pairs
of words, which gives a large advantage in speed
performance over SRL. We show some compari-
son of retrieval sets using the questions from the
QA track of TREC and conclude that SRL and
QPLM improve the quality of the retrieval set over
a standard BoW approach. From these results we
also observe that QPLM performance does not fall

much behind SRL.

We performed an evaluation using four QA sys-
tems. These systems are conceptually different
which gives a broad perspective of the obtained re-
sults. The results once again show the effective-
ness of semantic annotation. Over QA, SRL has
performed better than the other techniques, but was
closely followed by QPLM. The results obtained
here suggest that QPLM is a cheaper and effective
method of semantic annotation that can help in tun-
ing the search component of a QA system to find
the correct answers for a question.

The results presented in this work for all QA
systems are much lower than those reported in
the literature. This is an undesirable but ex-
pected problem that occurred not only because of
the modifications carried on the QA systems but
mainly because of the reduced number of docu-
ments used for this evaluation. We are looking into
more efficient alternatives for performing the SRL
annotation of the AQUAINT corpus.

Only recently we have been able to test Koomen
et al. (2005) SRL tool. This SRL tool is the top
ranking SRL tool at the CoNLL-2005 Shared Task
Evaluation and it seems to be much faster than
SwiRL. Preliminary tests suggest that it is able
to perform the annotation of AQUAINT in almost
one full year using a single computer; however,
this tool, like SwiRL, is not very stable, crashing
several times during the experiments. As further
work, we plan to employ several computers and
attempt to parse the whole AQUAINT corpus with
this tool.

It is important to point out that although the tool
of Koomen et al. seems much faster than SwiRL,
QPLM still outperforms both of them on speed by
large. QPLM represents word relations that are
built using rules from syntactic and NE informa-
tion. This simpler representation, combined with
a smaller number of supporting NLP tools, allow
QPLM to be faster than current SRL tools. We
plan to carry out further work on the QPLM tool
to increase its performance on both speed and ac-
curacy. QPLM’s precision and recall figures are
going to be improved by using a hand annotated
corpus. QPLM’s speed suggest that it can be cur-
rently used on IR tools as a pre-processing engine.
It is understandable that any delay in the IR phases
is undesirable when dealing with large amount of
data, therefore optimizing the speed of QPLM is
one of our priorities.
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