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Abstract

This paper describes on-going efforts to an-
notate  a  corpus  of  almost  16000  answer 
pairs with an estimated 69000 fine-grained 
entailment relationships.  We illustrate the 
need for  more detailed classification than 
currently  exists  and  describe  our  corpus 
and annotation scheme.  We discuss early 
statistical  analysis showing substantial  in-
ter-annotator  agreement  even  at  the  fine-
grained level.  The corpus described here, 
which is  the only one providing such de-
tailed annotations,  will  be made available 
as a public resource later this year (2007). 
This is expected to enable application de-
velopment that is currently not practical.

1 Introduction

Determining whether the propositions in one text 
fragment are entailed by those in another fragment 
is important to numerous NLP applications. Con-
sider an intelligent tutoring system (ITS), where it 
is  critical  for  the  tutor  to  assess  which  specific 
facets of  the desired or reference answer are en-
tailed by the student’s answer. Truly effective in-
teraction and pedagogy is only possible if the auto-
mated tutor can assess this entailment at a relative-
ly fine level of detail (c.f. Jordan et al., 2004).

The PASCAL Recognizing Textual Entailment 
(RTE) challenge (Dagan et al., 2005) has brought 
the issue of textual entailment before a broad com-
munity of researchers in a task independent fash-
ion. This task requires systems to make simple yes-
no judgments as to whether a human reading a text 
t of  one  or  more  full  sentences  would  typically 

consider a second, hypothesis, text  h (usually one 
full sentence) to most likely be true.  This paper 
discusses some of the extensions necessary to this 
scheme in order to satisfy the requirements of an 
ITS and provides a preliminary report on our ef-
forts  to  produce  an  annotated  corpus  applying 
some of  these  additions  to  children’s  answers  to 
science questions.  

We first  provide a  brief  overview of the RTE 
challenge  task  and  a  synopsis  of  answer  assess-
ment  technology  within  existing  ITSs  and  large 
scale  assessment  applications.   We  then  detail 
some of the types of changes required in order to 
facilitate more effective pedagogy.  We provide a 
report on our work in this direction and describe a 
corpus we are annotating with fine-grained entail-
ment information.  Finally, we discuss future direc-
tion and the relevance of this annotation scheme to 
other applications such as question answering.

2 Prior Work

2.1 RTE Challenge Task

Example 1 shows a typical  t-h pair from the RTE 
challenge.  The task is to determine whether typi-
cally a reader would say that  h is most likely true 
having read t.  The system output is a simple yes or 
no decision about this entailment – in this example, 
the decision is no – and that is similarly the extent 
to which training data is annotated.  There is no in-
dication of whether some facets of, the potentially 
quite long, h are addressed (as they are in this case) 
in  t or conversely, which facets are not discussed 
or are explicitly contradicted.

(1) <t>At an international disas-
ter conference in Kobe, Japan, the 
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U.N. humanitarian chief said the 
United Nations should take the lead 
in creating a tsunami early-warning 
system in the Indian Ocean.</t>
<h>Nations affected by the Asian 
tsunami disaster have agreed the UN 
should begin work on an early warning 
system in the Indian Ocean.</h>

However, in the third RTE challenge, there is an 
optional pilot task1 that begins to address some of 
these issues.  Specifically, they have extended the 
task  by  including  an  unknown label,  where  h is 
neither entailed nor contradicted, and have request-
ed justification for decisions.  The form that these 
justifications  will  take  has  been  left  up  to  the 
groups  participating,  but  could  conceivably  pro-
vide some of the information about which specific 
facets of the hypothesis are entailed, contradicted 
and unaddressed.

2.2 Existing Answer Assessment Technology

Effective ITSs exist in the laboratory producing 
learning  gains  in  high-school,  college,  and  adult 
subjects through text-based dialog interaction (e.g., 
Graesser et al., 2001; Koedinger et al., 1997; Peters 
et al., 2004, VanLehn et al., 2005).  However, most 
ITSs today provide only a shallow assessment of 
the learner’s comprehension (e.g., a correct versus 
incorrect decision).  Many ITS researchers are stri-
ving  to  provide  more  refined  learner  feedback 
(Aleven et al., 2001; Graesser et al., 2001; Jordan 
et al., 2004; Peters et al., 2004; Roll et al., 2005; 
Rosé et al., 2003).  However, they are developing 
very  domain-dependent  approaches,  requiring  a 
significant investment in hand-crafted logic repre-
sentations,  parsers,  knowledge-based  ontologies, 
and  or  dialog  control  mechanisms.   Simply  put, 
these domain-dependent techniques will not scale 
to the task of developing general purpose ITSs and 
will  never enable the long-term goal of effective 
unconstrained interaction with learners or the peda-
gogy that requires it.

There is also a small, but growing, body of re-
search in the area of scoring free-text responses to 
short answer questions (e.g., Callear et al.,  2001; 
Leacock,  2004;  Mitchell  et  al.,  2003;  Pullman, 
2005; Sukkarieh, 2005).  Shaw (2004) and Whit-
tington (1999) provide reviews of some of these 
approaches.  Most of the systems that have been 
implemented and tested are based on Information 

1 http://nlp.stanford.edu/RTE3-pilot/

Extraction  (IE)  techniques  (Cowie  &  Lehnert, 
1996).  They hand-craft a large number of pattern 
rules, directed at detecting the propositions in com-
mon  correct  and  incorrect  answers.   In  general, 
short-answer  free-text  response  scoring  systems 
are designed for large scale assessment tasks, such 
as those associated with the tests administered by 
ETS.  Therefore,  they are  not  designed with the 
goal  of  accommodating  dynamically  generated, 
previously unseen questions.  Similarly, these sys-
tems do not provide feedback regarding the specif-
ic aspects of answers that are correct or incorrect; 
they merely provide a raw score for each question. 
As with the  related work directed specifically  at 
ITSs, these approaches all require in the range of 
100-500 example student answers for each planned 
test question to assist in the creation of IE patterns 
or to train a machine learning algorithm used with-
in some component of their solution.

3 The Necessity of Finer-grained Analysis

Imagine that you are an elementary school science 
tutor and that rather than having access to the stu-
dent’s full response to your questions, you are sim-
ply  given  the  information  that  their  answer  was 
correct or incorrect,  a yes or no entailment deci-
sion.  Assuming the student’s answer was not cor-
rect, what question do you ask next?  What follow 
up question or action is most likely to lead to better 
understanding on the part  of  the child?  Clearly, 
this is a far from ideal scenario, but it is roughly 
the situation within which many ITSs exist today.

In order to optimize learning gains in the tutor-
ing environment, there are myriad issues the tutor 
must  understand  regarding  the  semantics  of  the 
student’s  response.   Here,  we  focus  strictly  on 
drawing inferences regarding the student’s under-
standing  of  the  low-level  concepts  and  relation-
ships or facets of the reference answer.  I use the 
word facet throughout this paper to generically re-
fer to some part of  a text’s meaning.   The most 
common  type  of  answer  facet  discussed  is  the 
meaning  associated  with  a  pair  of  related  words 
and the relation that connects them.

Rather than have a single yes or no entailment 
decision for the reference answer as a whole, (i.e., 
does the student understand the reference answer 
in its entirety or is there some unspecified part of it 
that  we  are  unsure  whether  the  student  under-
stands),  we  instead  break  the  reference  answer 
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down into what we consider to be its lowest level 
compositional  facets.   This  roughly  translates  to 
the set of triples composed of labeled dependencies 
in  a  dependency  parse  of  the  reference  answer.2 

The following illustrates  how a  simple  reference 
answer (2) is decomposed into the answer facets 
(2a-d)  derived  from  its  dependency  parse  and 
(2a’-d’) provide a gloss of each facet’s meaning. 
As can be seen in 2b and 2c, the dependencies are 
augmented by thematic roles (Kipper et al., 2000) 
(e.g.,  Agent,  Theme,  Cause,  Instrument…)  pro-
duced  by  a  semantic  role  labeling  system  (c.f., 
Gildea and Jurafsky,  2002).   The facets  also  in-
clude  those  semantic  role  relations  that  are  not 
derivable from a typical dependency tree.  For ex-
ample, in the sentence “As it freezes the water will  
expand and crack the glass”, water is not a modifi-
er of crack in the dependency tree, but it does play 
the role of Agent in a shallow semantic parse.
(2) A long string produces a low pitch.
(2a) NMod(string, long)
(2b) Agent(produces, string)
(2c) Product(produces, pitch)
(2d) NMod(pitch, low)
(2a’) There is a long string.
(2b’) The string is producing some-
thing.
(2c’) A pitch is being produced.
(2d’) The pitch is low.
Breaking the reference answer down into low-

level  facets  provides  the  tutor’s  dialog  manager 
with a much finer-grained assessment of the stu-
dent’s response, but a simple yes or no entailment 
at  the  facet  level  still  lacks semantic  expressive-
ness with regard to the relation between the studen-
t’s answer and the facet in question.  Did the stu-
dent contradict the facet?  Did they express a relat-
ed  concept  that  indicates  a  misconception?   Did 
they leave the facet unaddressed?  Can you assume 
that they understand the facet even though they did 
not express it, since it was part of the information 
given in the question?  It is clear that, in addition to 

2 The goal of most English dependency parsers is to pro-
duce a single projective tree structure for each sentence, 
where each node represents a word in the sentence, each 
link represents a functional category relation, usually la-
beled, between a governor (head) and a subordinate 
(modifier), and each node has a single governor (c.f., 
Nivre and Scholz, 2004).

breaking  the  reference  answer  into  fine-grained 
facets, it is also necessary to break the annotation 
into finer levels in order to specify more clearly the 
relationship between the student’s answer and the 
reference answer aspect.

There  are  many  other  issues  that  the  system 
must know to achieve near optimal tutoring, some 
of which are mentioned later in the discussion sec-
tion, but these two – breaking the reference answer 
into fine-grained facets and utilizing more expres-
sive annotation labels – are the emphasis of this ef-
fort.

4 Current Annotation Efforts

This section describes our current efforts in anno-
tating  a  corpus  of  answers  to  science  questions 
from elementary school students. 

4.1 Corpus

Lacking data from a real tutoring situation, we ac-
quired data gathered from 3rd-6th grade students in 
schools utilizing the Full  Option Science System 
(FOSS).  Assessment is a major FOSS research fo-
cus,  of  which  the  Assessing  Science  Knowledge 
project  is  a  key component.3  The FOSS project 
has developed sixteen science teaching and learn-
ing modules targeted at  grades 3-6,  as shown in 
Table 1.   The ASK project created assessments for 
each of these modules, including multiple choice, 
fill  in  the  blank,  free  response,  and  somewhat 
lengthy  experimental  design  questions.   We  re-
viewed these questions and selected about 290 free 
response questions that were in line with the objec-
tives  of  this  research project,  specifically  we se-
lected questions whose expected responses ranged 
in length from moderately short verb phrases to a 
few sentences, that could be assessed objectively, 
and that were not too open ended.  Table 2 shows a 

3 “FOSS is a research-based science program for grades 
K–8 developed at the Lawrence Hall of Science, Uni-
versity of California at Berkeley with support from the 
National Science Foundation and published by Delta 
Education.  FOSS is also an ongoing research project 
dedicated to improving the learning and teaching of sci-
ence.”
Assessing Science Knowledge (ASK) is “designed to 
define, field test, and validate effective assessment tools 
and techniques to be used by grade 3–6 classroom 
teachers to assess, guide, and confirm student learning 
in science.”
http://www.lawrencehallofscience.org/foss/
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Grade Life Science Physical Science and 
Technology

Earth and Space 
Science

Scientific Reasoning 
and Technology

3-4 HB: Human Body
ST: Structure of Life 

ME: Magnetism & Electricity
PS: Physics of Sound 

WA: Water
EM: Earth Materials 

II: Ideas & Inventions
MS: Measurement 

5-6 FN: Food & Nutrition
EV: Environments

LP: Levers & Pulleys
MX: Mixtures & Solutions

SE: Solar Energy
LF: Landforms

MD: Models & Designs
VB: Variables

1Table 1 FOSS / ASK Learning and Assessment Modules by Area and Grade

HB Q: Dancers need to be able to point their feet. The tibialis is the major muscle on the front of the leg 
and the gastrocnemius is the major muscle on the back of the leg. Describe how the muscles in the 
front and back of the leg work together to make the dancer’s foot point.

R: The muscle in the back of the leg (the gastrocnemius) contracts and the muscle in the front of the 
leg (the tibialis) relaxes to make the foot point.

A: The back muscle and the front muscle stretch to help each other pull up the foot.
ST Q: Why is it important to have more than one shelter in a crayfish habitat with several crayfish?

R: Crayfish are territorial and will protect their territory. The shelters give them places to hide from 
other crayfish. [Crayfish prefer the dark and the shelters provide darkness.]

A: So all the crayfish have room to hide and so they do not fight over them.
ME Q: Lee has an object he wants to test to see if it is an insulator or a conductor. He is going to use the 

circuit you see in the picture. Explain how he can use the circuit to test the object.
R: He should put one of the loose wires on one part of the object and the other loose wire on another 

part of the object (and see if it completes the circuit).
A: You can touch one wire on one end and the other on the other side to see if it will run or not.

PS Q: Kate said: “An object has to move to produce sound.”  Do you agree with her?   Why or why not?
R: Agree. Vibrations are movements and vibrations produce sound.
A: I agree with Kate because if you talk in a tube it produce sound in a long tone.  And it vibrations 

and make sound.
WA Q: Anna spilled half of her cup of water on the kitchen floor. The other half was still in the cup. When 

she came back hours later, all of the water on the floor had evaporated but most of the water in the 
cup was still there. (Anna knew that no one had wiped up the water on the floor.)  Explain to Anna 
why the water on the floor had all evaporated but most of the water in the cup had not.

R: The water on the floor had a much larger surface area than the water in the cup.
A: Well Anna, in science, I learned that when water is in a more open are, then water evaporates faster. 

So, since tile and floor don't have any boundaries or wall covering the outside, the water on the 
floor evaporated faster, but since the water in the cup has boundaries, the water in the cup didn't 
evaporate as fast.

EM Q: You can tell if a rock contains calcite by putting it into a cold acid (like vinegar). 
Describe what you would observe if you did the acid test on a rock that contains this substance.

R: Many tiny bubbles will rise from the calcite when it comes into contact with cold acid.
A: You would observe if it was fizzing because calcite has a strong reaction to vinegar.

Table 2 Sample Qs from FOSS-ASK with their reference (R) and an example student answer (A).

few questions that are representative of those se-
lected for inclusion in the corpus, along with their 
reference answers and an example student answer 
for  each.   Questions  without  at  least  one  verb 
phrase were rejected because they were assumed to 
be  more  trivial  and  less  interesting  from the  re-
search  perspective.   Examples  of  such  questions 
along with their reference answers and an example 
student response include: Q:  Besides air, what (if  
anything)  can  sound  travel  through? Reference 
Answer: Sound can also travel through liquids and 
solids.  (Also  other  gases.) Student  Answer:  A 

screen door.  Q: Name a property of the sound of a  
fire engine’s siren. Reference Answer:  The sound 
is very loud. OR The sound changes in pitch. Stu-
dent Answer: Annoying.  An example of a free re-
sponse item that was dropped because it was too 
open ended is: Design an investigation to find out  
a plant’s range of tolerance for number of hours of  
sunlight per day. You can use drawings to help ex-
plain your design.

We generated a corpus from a random sample of 
the kids’ handwritten responses to these questions. 
The only special transcription instructions were to 
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fix spelling errors (since these would be irrelevant 
in a spoken dialog environment), but not grammat-
ical errors (which would still be relevant), and to 
skip blank answers and non-answers similar in na-
ture to I don’t know (since these are not particular-
ly interesting from the research perspective).

Three modules were designated as  the test  set 
(Environments, Human Body, and Water) and the 
remaining 13 modules  will  be  used for  develop-
ment and training of  classification systems.   We 
judged the three test set modules to be representa-
tive of the entire corpus in terms of difficulty and 
appropriateness for the types of questions that met 
our research interests.  We transcribed the respons-
es of approximately 40 randomly selected students 
for each question in the training set and 100 ran-
domly selected students for  each question in  the 
test set.  In order to maximize the diversity of lan-
guage and knowledge represented by the training 
and test datasets, random selection of students was 
performed at the question level  rather than using 
the same students’ answers for all of the questions 
in a given module.  However, in total there were 
only about 200 children that participated in any in-
dividual  science  module  assessment,  so  there  is 
still  moderate  overlap  in  the  students  from  one 
question to another within a given module.  On the 
other hand, each assessment module was given to a 
different group of kids, so there is no overlap in 
students  between modules.   There  are  almost  60 
questions and 5700 student answers in the test set, 
comprising approximately 20% of all of the ques-
tions utilized and 36% of the total number of tran-
scribed student responses.  In total, including test 
and training datasets, there are nearly 16000 stu-
dent responses.

4.2 Annotation

The answer assessment annotation described in this 
paper is intended to be a step toward specifying the 
detailed semantic understanding of a student’s an-
swer that is required for an ITS to interact effec-
tively with a learner.  With that goal in mind, anno-
tators were asked to consider and annotate accord-
ing to what they would want to know about the stu-
dent’s answer if they were the tutor (but a tutor that 
for some reason could not understand the unstruc-
tured text of the student’s answer).  The key excep-
tion here is that we are only annotating a student’s 
answer in terms of whether or not it accurately and 
completely  addresses  the  facets  of  the  reference 

(desired or correct) answer.  So, if the student also 
discusses concepts not addressed in the reference 
answer, we will not annotate those points regard-
less of their quality or accuracy.

Each reference answer in the corpus is decom-
posed into its constituent facets.  Then each student 
answer is annotated relative to the facets in the cor-
responding reference answer.  As described earlier, 
the reference answer facets are roughly extracted 
from the relations in a syntactic dependency parse 
(c.f.,  Nivre and Scholz,  2004) and a shallow se-
mantic parse (Gildea and Jurafsky, 2002).  These 
are modified slightly to either eliminate most func-
tion words or incorporate them into the relation la-
bels (c.f., Lin and Pantel, 2001).  Example 3 illus-
trates the decomposition of one of the reference an-
swers  into  its  constituent  parts  along  with  their 
glosses.

(3) The string is tighter, so the 
pitch is higher.
(3a)  Is(string, tighter)
(3a’) The string is tighter.
(3b)  Is(pitch, higher)
(3b’) The pitch is higher.
(3c)  Cause(3b, 3a)
(3c’) 3b is caused by 3a

The annotation  tool  lists  the  reference  answer 
facets that students are expected to address.  Both a 
formal  relational  representation  and  an  English-
like gloss of the facet are displayed in a table, one 
row per facet.  The annotator’s job is to label each 
of those facets to indicate the extent to which the 
student addressed it.  We settled on the eight anno-
tation  labels  noted  in  Table  3.   Descriptions  of 
where each annotation label applies and some of 
the most common annotation issues were detailed 
with  several  examples  in  the  guidelines  and  are 
only very briefly summarized in the remainder of 
this subsection.

Example 4 shows a student answer correspond-
ing to  the  reference answer  in  example  3,  along 
with its initial annotation in 4a-c and its final anno-
tation in 4a’-c’.  It is assumed that the student un-
derstands that the pitch is higher (facet 4b), since 
this  is  given in the question (… Write a note to  
David to tell him why the pitch gets higher rather  
than lower) and similarly it is assumed that the stu-
dent will be explaining what has the causal effect 
of producing this higher pitch (facet 4c).  There-
fore, these facets are initialized to Assumed by the 

32



system.  Since the student does not contradict the 
fact that the string is tighter (the string can be both 
longer and tighter),  we do not label this facet  as 
Contradicted.  If the student’s response did not 
mention anything about either the string or tight-
ness,  we  would  annotate  facet  4a  as  Unad-
dressed.   However,  the  student  did  discuss  a 
property of the string, the string is long, producing 
the  facet  Is(string, long).   This  parallels  the 
reference answer facet Is(string, tighter) with 
the exception of a different argument to the Is re-
lation, resulting in the annotation Diff-Arg.  This 
indicates to the tutor that the student expressed a 
related concept, but one which neither implies that 
they understand the reference answer facet nor that 
they explicitly hold a contradictory belief.  Often, 
this indicates that the student has a misconception. 
For example, when asked about an effect on pitch, 
many students say things like the pitch gets louder, 
rather than higher or lower, which implies a mis-
conception involving their understanding of pitch 
and volume.  In this case, the Diff-Arg label can 
help focus the tutor on correcting this misconcep-
tion.  Facet 4c expressing the causal relation be-
tween 4a and 4b is labeled  Expressed, since the 
student did express a causal relation between the 
concepts aligned with 4a and 4c.  The tutor then 
knows that the student was on track in regard to at-
tempting to express the desired causal relation and 
the tutor need only deal with the fact that the cause 
given was incorrect.  

Table 3 Facet Annotation Labels
(4) David this is why because you 
don't listen to your teacher. If the 

string is long, the pitch will be 
high.
(4a) Is(string, tighter), ---
(4b) Is(pitch, higher), Assumed
(4c) Cause(4b, 4a), Assumed
(4a’) Is(string, tighter), Diff-Arg
(4b’) Is(pitch, higher), Expressed
(4c’) Cause(4b, 4a), Expressed

The  Self-Contra annotation is used in cases 
like the response in example 5, where the student 
simultaneously expresses the contradictory notions 
that the string is tighter and that there is less ten-
sion.

(5) The string is tighter, so there is 
less tension so the pitch gets higher.
(5a) Is(string, tighter), Self-Contra

There is no compelling reason from the perspec-
tive of the automated tutoring system to differenti-
ate  between  Expressed and  Inferred facets, 
since in either case the tutor can assume that the 
student understands the concepts involved.  How-
ever,  from  the  systems  development  perspective 
there are three primary reasons for differentiating 
between these facets and similarly between facets 
that are contradicted by inference versus more ex-
plicit expression.  The first reason is that most sta-
tistical  machine  learning  systems  today  cannot 
hope to detect very many pragmatic inferences and 
including these in the training data is likely to con-
fuse the algorithm resulting in worse performance. 
Having separate labels allows one to remove the 
more  difficult  inferences  from the  training  data, 
thus eliminating this problem.  The second ratio-
nale is that systems hoping to handle both types of 
inference might more easily learn to discriminate 
between these opposing classifications if the class-
es are distinguished (for algorithms where this is 
not the case, the classes can easily be combined au-
tomatically).  Similarly, this allows the possibility 
of training separate classifiers to handle the differ-
ent forms of inference.  The third reason for sepa-
rate labels is  that it  facilitates system evaluation, 
including  the  comparison  of  various  techniques 
and the effect of individual features.

Example 6 illustrates an example  of  a student 
answer with the label Inferred.  In this case, the 
decision  requires  pragmatic  inferences,  applying 
the Gricean maxims of Relation, be relevant – why 

Expressed: Any facet directly expressed or inferred 
by simple reasoning
Inferred: Facets inferred by pragmatics or nontrivial 
logical reasoning
Contra-Expr: Facets directly contradicted by nega-
tion, antonymous expressions and their paraphrases
Contra-Infr:  Facets  contradicted  by  pragmatics  or 
complex reasoning
Self-Contra:  Facets  that  are  both contradicted and 
implied (self contradictions)
Diff-Arg: The core relation is expressed, but it has a 
different modifier or argument
Assumed:  The  system assigns  this  label,  which  is 
changed if any of the above labels apply
Unaddressed: Facets that are not addressed at all by 
the student’s answer
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would the student  mention vibrations  if  they did 
not  know they were  a  form of  movement  –  and 
Quantity, do not make your contribution more in-
formative than is required (Grice, 1975).

(6) Q: Kate said: “An object has to 
move to produce sound.” Do you agree 
with her? Why or why not?
Ref Ans: “Agree. Vibrations are move-
ments and vibrations produce sound.”
Student Answer: Yes because it has to 
vibrate to make sounds.
(6b) Is(vibration, movement), Inferred

Annotators are primarily students of Education 
and Linguistics and require moderate training on 
the annotation task.  The annotated reference an-
swers are stored in a stand-off markup in xml files, 
including an annotated element for each reference 
answer facet.

4.3 Inter-Annotator Agreement Results

The results reported here are preliminary, based on 
the first two annotators, and must be viewed under 
the light that we have not yet completed annotator 
training.   We  report  results  under  three  label 
groupings: (1)  All-Labels,  where all  labels are 
left  separate,  (2)  Tutor-Labels,  where  Ex-
pressed,  Inferred and  Assumed are combined 
as are  Contra-Expr and  Contra-Infr,  and (3) 
Yes-No, which is a two-way division, Expressed, 
Inferred and Assumed versus all other labels.  

Agreement  on  Tutor-Labels indicates  the 
benefit to the tutor, since it is relatively unimpor-
tant to differentiate between the types of inference 
required  in  determining  that  the  student  under-
stands a reference answer facet (or has contradict-
ed it).  We evaluated mid-training inter-annotator 
agreement  on  a  random selection  of  15  answers 
from each of 14 Physics of Sound questions, total-
ing 210 answers  and 915 total  facet  annotations. 
Mid-training agreement on the  Tutor-Labels is 
87.4%, with a Kappa statistic of 0.717 correspond-
ing with substantial agreement (Cohen, 1960).  In-
ter-annotator  agreement  at  mid-training  is  81.1% 
on All-Labels and 90.1% on the binary Yes-No 
decision.  These also have Kappa statistics in the 
range of substantial agreement.  

The distribution of the 915 annotations is shown 
in Table 4.  It is somewhat surprising that this sci-
ence module had so few contradictions, just 2.7% 
of all annotations, particularly given that many of 

the questions seem more likely to draw contradic-
tions than unaddressed facets (e.g., many ask about 
the effect on pitch and volume, typically eliciting 
one of two possible responses).  An analysis of the 
inter-annotator confusion matrix indicates that the 
most probable disagreement is between Inferred 
and  Unaddressed.   The second most likely dis-
agreement is  between  Assumed and  Expressed. 
In discussing disagreements, the annotators almost 
always  agree  quickly,  reinforcing  our  belief  that 
we will increase agreement significantly with addi-
tional training.

Label Count % Count %
Expressed 348 38.0
Inferred 51 5.6
Assumed 258 28.2

657 71.8

Contra-Expr 21 2.3
Contra-Infr 4 0.4 25 2.7

Self-Contra 1 0.1 1 0.1
Diff-Arg 33 3.6 33 3.6
Unaddressed 199 21.7 199 21.7

Table 4 Distribution of classifications (915 facets)

5 Discussion and Future Work

The goal of our fine-grained classification is to en-
able  more  effective  tutoring  dialog  management. 
The  additional  labels  facilitate  understanding  the 
type  of  mismatch  between  the  reference  answer 
and the student’s answer.  Breaking the reference 
answer down into low-level facets enables the tutor 
to provide feedback relevant specifically to the ap-
propriate  facet  of  the  reference  answer.   In  the 
question answering domain, this facet-based classi-
fication would allow systems to accumulate entail-
ing  evidence  from  a  variety  of  corroborating 
sources and incorporate answer details that might 
not be found in any single sentence.  In other appli-
cations outside  of  the tutoring domain,  this  fine-
grained classification can also facilitate more di-
rected user feedback.  For example, both the addi-
tional classifications and the break down of facets 
can be used to justify system decisions, which is 
the stated goal of the pilot task at the third RTE 
challenge.  

The corpus described in this paper, which will 
be released later this year (2007), represents a sub-
stantial contribution to the entailment community, 
including an estimated 69000 facet entailment an-
notations.  By contrast, three years of RTE chal-
lenge  data  comprise  fewer  than  4600 entailment 
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annotations.   More  importantly,  this  is  the  only 
corpus that provides entailment information at the 
fine-grained  level  described  in  this  paper.   This 
will enable application development that was not 
practical previously.

Future work includes training machine learning 
algorithms to perform the classifications described 
in this paper.  We also plan to annotate other as-
pects of the students’ understanding that are not di-
rect  inferences  of  reference  answer  knowledge. 
Consider example (4), in addition to the issues al-
ready annotated, the student  contradicts  a law of 
physics  that  they  have  surely  encountered  else-
where  in  the  text,  specifically that  longer strings 
produce lower, not higher, pitches.  Under the cur-
rent annotation scheme this is not annotated, since 
it does not pertain directly to the reference answer 
which has to do with the effect of string tension. 
In other annotation plans, it would be very useful 
for training learning algorithms if we provide an 
indication of which student answer facets played a 
role in making the inferences classified.

Initial  inter-annotator  agreement  results  look 
promising, obtaining substantial agreement accord-
ing to the Kappa statistic.  We will continue to re-
fine our annotation guidelines and provide further 
training in order to push the agreement higher on 
all classifications.  
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