Probabilistic Modelsfor PP-attachment Resolution and NP Analysis

Eric Gaussier
XRCE
6, Cheminde Maupertuis
38240Meylan, France

Nicola Cancedda
XRCE
6, Cheminde Maupertuis
38240Meylan, France

f nane. | name@xr ce. xer ox. com f name. | nane@Xr ce. xer ox. com

Abstract

We presenta generalmodelfor PP attach-
mentresolutionand NP analysisin French.
We makeexplicit the differentassumptions
our modelrelieson,andshov how it gener
alizespreviously proposednodels.We then
presenta seriesof experimentsconducted
on a corpusof newvspaperarticles,and as-
sessthe variouscomponentof the model,
aswell asthe differentinformationsources
used.

1 Introduction

Prepositionaphraseattachmentesolutionand noun
phraseanalysisare known to be two difficult tasks.
Traditionalcontext-free rulesfor exampledo not help
at all in selectingthe good parsefor a nounphrase,
sinceall valid parsesarea priori correct. Subcatgo-
rization information can help solve the problem, but
the amountof information necessaryto be encoded
in suchlexiconsis huge,sincein additionto subcat-
egorization frames, one should encodethe different
sensef words and rules on how thesesensesan
be combined,aswell asthe differentunits (single or
multi word expressionsy languagemakesuseof. It
has beenrecognizedin differentworks that part of
this knowledgecan be (semi-)automaticallyacquired
from corporaandusedin thedecisionprocessSeveral
modelshave beenproposedor PP-attachmenesolu-
tion andNP analysis built on variousbuilding blocks
andmakinguseof diverseinformation. Most of these
modelsfit within a probabilistic framevork. Such
a framavork allows one to estimatevarious quanti-
ties and to perform inferencewith incompleteinfor-
mation, two necessargtepsfor the problemat hand.
We presenin this papera modelgeneralizingseveral
modelsalreadyproposedndintegratingseveralinfor-
mationsources.

We focus hereon analysingstrings corresponding
to a combinationof traditional VERB NOUN PREP
sequenceandnounphrasesMore preciselythe NPs
we considerarearbitrarily complex nounphrasesvith
no embeddedubordinateclause. The PP attachment
problemswe tackle are thoseinvolved in analysing
suchNPsfor languageselying on compositiorof Ro-
mancetype (as Frenchor lItalian), as well asthose
presenin verbalconfigurationgor languageselying
on compositionof Germanictype (asGermanor En-
glish). However, our modelcaneasilybe extendedto
dealwith othercasesaswell. The problemraisedin
analysingsuchsequencess of the utmostrelevance
for atleasttwo reasonsi1) NPsconstitutethe vastma-
jority of terms. Correctlyidentifying the boundaries
andtheinternalstructureof nounphrasess crucialto
the automaticdiscovery of domain-specifidermino-
logical databases?) PP-attachmerambiguityis one
of themainsource®f syntacticambiguityin general.

In the presentwork, we focus on the Frenchlan-
guagesincewe have variouslexical informationatour
disposalfor this languagethat we would like to as-
sessin the given contet. Furthermore Frenchdis-
plays interestingpropoerties(like genderand num-
ber agreemenfor adjectives)which makesit an in-
terestinglanguageto teston. The remainderof the
paperis organizedas follows: we first describehow
we preprocesseaur corpus,and which part we re-
tainedfor probability estimation.We thenpresenthe
generalmodel we designed,and shav how it com-
pareswith previousones.Wethendescribegheexper
imentswe performedanddiscusgheresultsobtained.
We also describe,in the experimentssection, how
we integrateddifferenttypesof information sources
(e.g. prior knowledge encodedas subcatgorization
frames) andhow we weightedmultiple source®f ev-
idenceaccordingo their reliability.



2 Nuclei and sequences of nuclei

We first take the generalview that our problemcan
be formulatedasone of finding dependencrelations
betweemuclei. Without lossof generality we define
a nucleusto be a unit that containsboth the syntactic
andsemantidheadandthatexhibits only unambiguous
internalsyntacticstructure.For example,the baseNP

"the white horse”is a nucleus sincethe attachments

of both the determinerand the adjectize to the noun
arestraightforward.The sggmentationinto nucleire-
lies on a manuallybuilt chunker similar to the one
describedn (Ait-Mokhtar andChanod1997),andre-
semblegheoneproposedn (Samuelssor2000). The
motivation for this assumptioris twofold. First, the
amountof grammaticalinformation carried by indi-
vidual wordsvariesgreatly acrosslanguageamilies.
Grammaticalinformation carried by function words
in non-agglutinatie languagesfor instance,is real-
ized morphologicallyin agglutinatve languages. A
model manipulatingdependencieat the word level
only would be constrainedo the specificamountof
grammaticaland lexical information associatedvith
wordsin a givenlanguageNuclei, on theotherhand,
tendto correspondo phrase®f the sametype across
languagesso that relying on the notion of nucleus
makesthe approachmore portable. A secondmoti-
vationfor considerinqiucleiaselementarynitis that
their internal structureis by definition unambiguous,
so that thereis no point in applying ary algorithm
whatsoger to disambiguatéhem.

We view eachnucleusasbeingcomposeaf several
linguistic layers with different information, namely
a semanticlayer comprising the possible semantic
classedor the word underconsiderationa syntactic
layer madeof the POS catgyory of the word andits
genderand numberinformation, and a lexical layer
consistingof theworditself (referredto asthelexeme
in thefollowing), andtheprepositionfor prepositional
phrases. For nuclei comprisingmore thantwo non-
emptywords(as"the white horse”),we retainonly one
lexeme theoneassociatewvith thelastwordwhichis
consideredo bethe headword in the sequence Ex-
ceptfor thesemantiéinformation,all thenecessarin-
formationis presenin the outputof the chunker The
semantidexicon we usedwasencodedsa finite-state
transducerwhich waslookedup for injecting seman-
tic classesn eachnucleus. Whenno semantianfor-
mationis availablefor agivenword, we useits part-of-
speechcatgory asits semanticclas$. For example,
startingwith thesentence:

1The semantiaesourcene usedcanbe purchasedrom
www.lexiquest.com. This resourcecontainsapproximately
90 differentsementicclasse®rganizednto a hierarchy We
have not madeuseof this hierarchyin our experiments.

Il doit renconterle présidendela federationfrangaise
(He hasto meetthe presidentf the Frenchfederation.)

we obtainthefollowing sequencef nuclei:

il
CAT="PRON", GN="Masc-Sg", PREP="",
SEM="PRON"
renconter
CAT="VERB", GN="", PREP="", SEM="VERB"
président
CAT="NOUN”, GN="Masc-Sg”, PREP="",
SEM="FONCTION"
federation
CAT="NOUN”, GN="Fem-Sg”",PREP="de”,
SEM="HUMAIN"
frangaise
CAT="ADJ", GN="Fem-Sg”",PREP="", SEM="GEQO”

As we seein this example,the semanticesourceve
useis incompleteand partly questionable. The at-
tribute HUMAN for fedemation can be understoodf
oneviews a federationas a collection of humanbe-
ings,which we believe is the rationalebehindthis an-
notation. However, a federationalsois aninstitution,
asensevhichis missingin theresourceve use.

In the precedingexample, the prepositionde can
be attachedto the verb renconter or to the noun
président It cannotbe attachedto the pronounil.
As far asterminologyextractionis our final objective,
présidentde la féceration frangaise can be deemed
a good candidateterm. However, in orderto accu-
rately identify this unit, a high confidencen the fact
thatthe prepositionde attachego the nounprésident
mustbeachiezed. Sentencesanbe corvenientlysey-
mentedinto smallerself-containedinits accordingto
someheuristicsto reducethe combinatoricof attach-
mentsambiguities. We define safe chains as being
sequencesf nucleiin which all theitemsbut thefirst
areattachedo othernucleiwithin the chainitself. In
the precedingaxample,for instancepnly the nucleus
associateavith renconter is notattachedo a nucleus
within the chainrenconter ... frangise This chain
is thus a safechain. To keepthe numberof alterna-
tive (combinationof) attachmentaslow aspossible,
we areinterestedn isolating as shortsafechainsas
possiblegiventhe informationavailable at this point,
i.e. wordsandtheir parts-of-speecfthe knowledgeof
semanticlassess of little helpin thistask).

In French,andexceptfor few casednvolving em-
beddeclausesandcoordinationthefollowing heuris-
tics canbe usedto identify “minimal” safechains:ex-
tractthe longestsequencebgginning with a nominal,
verbal,prepositionabr adjectval nucleuscontaining
only nominal, prepositional,adjectval, adwerbial or



verbalnucleiin indefinitemoods.

Thereis atensionin parameteestimationof prob-
abilistic models betweenrelying on accurateinfor-
mation and relying on enoughdata. In an unsuper
vised approachto PP-attachmentesolutionand NP
analysis,accurateinformationin the form of depen-
deny relationsbetweenwordsis not directly acces-
sible. However, specificconfigurationsanbe identi-
fiedfrom which accuraténformationcanbeextracted.
Safe chainsprovide such configurations. Indeedif
thereis only one possibleattachmensite to the left
of anucleusthenits attachments unambiguousDue
to the possibleambiguitiesthe Frenchlanguagedis-
plays (e.g. a prepositioncan be attachedto a noun,
a verb or an adjectize), only thefirst two nucleiof a
safe chain provide reliable information (we skip ad-
verbs theattachmenof which obeys specificandsim-
ple rules). Fromthe precedingsxample,for instance,
we caninfer a directrelationbetweerrenconter and
président but this is the only attachmenive canbe
sureof. The useof lessreliableinformationsources
for modelparametersvhoseestimationwould other
wiserequiremanuakupervisioris the objectof anex-
perimentdescribedn Section6.

3 Attachment Model

Let usdenotethe;, nucleusn achainby (z), andthe
the nucleusto which it is attachedby a(i) (for each
chain, we introducean additionalempty nucleusto
whichtheheadof thechainis attached)Givenachain
of nucleiC, wedenoteby A; thesetof dependencre-
lationscoveringthechainof nucleiCy, 1 < k < i. We
areinterestedn the set.4,, suchthatp(A,) is maxi-
mal. Assumingthatthedependenciearebuilt by pro-
cessinghechainin linearorder We have:

PARIC) =3 p(An—1|C)p(An|An—1, C)

n—1

:Z"'ZHP(Aj|Aj_1’C) 1)

n—1j=1

A; differsfrom A;_; onlyin thatit additionallyspeci-
fiesaparticularattachmensite(7) for () suchthatno
cycle nor crossingdependencieare produced.In or-
derto avoid sparsealataproblemswe makethesimpli-
fying assumptiorgsimilarto theonepresentedh (Eis-
ner, 1996))that the attachmendf nucleus(j) to nu-
cleus(7) depend®nly onthesetof indicesof the pre-
cedingdependengrelations(in orderto avoid cycles
andcrossingdependencieg)ndonthethreenuclei(j),
(7) and(k;), where(k;) denoteshe lastnucleusbe-
ing attachedo (7). (k;) is thusthe closestsibling of
(4). Conditioningattachmenbnit the attachmenbf
(7) allows capturingthe fact thatthe objectof a verb

maydependnits subjectthattheindirectobjectmay
dependon the directobject,andothersimilar indirect
dependenciedn orderto focuson the probabilitiesof
interestwe usethe following simplified notation:

p(Aj[Aj—1,C) ~
P(M(A))) x p((§)I(0), (k;), M(A;)) (2)

where M (A;) representshe graphproducedby the

dependenciegeneratedsofar. If this graphcontains
cyclesor crossinglinks, the associategbrobability is

0. Making explicit thedifferentelement®f anucleus,
we obtain:

)
> p(S1G), (k;)) (3)

5€5(7)
xp(pr;|S, (i), (kj)) 4)
xp(catj|pr;, S, (i), (k;)) 5)
xp(gnjleaty, pr;, S, (i), (k;)) (6)
xp(lexj|gn;, caty, pr;, S, (i), (kj)) 7

sincethe graphM (.A;) providestheindex of the nu-
cleus(?) to which () is attachedo. Obviously, most
of theabove probabilitiescannotbedirectly estimated.
A numberof simplifying assumptionpreservingsig-
nificantconditionaldependenciesereadopted.
Assumption 1. except for graphswith cycles and
crossinglinks, for which the associategbrobability is
0, we assuma uniform distribution on the setof pos-
siblegraphs.

A prior probabilityp(AM(A;)) couldbeusedto model
certaincorpus-specifipreferencesuchasprivileging
attachmentgo the immediatly precedingnucleus(in
Frenchor Englishfor example).However, we decided
notto makeuseof this possibilityfor themoment.
Assumption 2: the semanticclassof a nucleusde-
pendsonly onthe semanticclassof its regent.

This assumption,also usedin (Lauer and Dras,
1994), amountsto consideringa 1st-orderMarkov
chainonthesemanticlasse®f nuclei,andrepresents
agoodtrade-of betweermodelaccurag andpractical
estimatiorof theprobabilitiesin (3). It leadsto:

p(S1(2), (k;)) = p(S|S(7)) (8)

Assumption 3: the prepositionof a nucleusdepends
only onits semanticlassandon thelexemeandPOS
catgory of its regent,thusleadingto:

p(pril(i), (k;)) = p(pr;|S, cati, lex;) (9)



Thenucleus(k;) doesnot provide ary informationon
the generatiornof the preposition,andis thus not re-
tained. As far astheregentnucleus(:) is concerned,
the dependencen the POScatgory controlsthe fact
that adjectvesare lesslikely to subcatgorize prepo-
sitionsthanverbs. For amguments the prepositionis
controlledby subcatgorizationframeswhichdirectly
dependon the lexeme underconsiderationandto a
lessextentto its semanticclass(eventhoughthis de-
pendencedoesexist, as for movementverbs which
tendto subcatgorize prepositionsassociatedvith lo-
cationand motion). In the absenceof subcatgoriza-
tion frameinformation, the conditioningis placedon
the lexeme,which alsocontrolsprepositionabhrases
correspondindo adjuncts.Lastly, the semanticclass
of thenucleusunderconsideratiomayalsoplayarole
in the selectionof the prepositionandis thusretained
in our model.

Assumption 4: the POS catgyory of a nucleusde-
pendsonly onits semanticclass.

This assumptiomeflectsthe factthatour lexical re-
sourcesassignsemantiaclassedsrom disjoint setsfor
nouns, adjectves and adwerbs (except for the TOP
class,identical for adjectves andadwerbs). This as-
sumptionleadsto:

p(ealjlpry, S, (1), (k) = p

Sinceary dependencen (i) and(k;) is lost, this fac-

tor hasno impacton the choiceof the mostprobable
attachmenfor (j). However, it is importantto note
thatthis assumptiomelieson the specificsemantiae-

sourcewe have atourdisposalandcouldbereplaced,
in othersituations,with a 1st-orderMarkov assump-
tion.

Assumption 5: the genderand numberof a nucleus
dependon its POS category, the POScategory of its

regent,andthe genderandnumberof its regent.

In French,the languageunder study genderand
number agreementdake place betweenthe subject
and the verb, and betweenadjectves, or past par
ticiples, and the nounthey modify/qualify. All, and
only, thesedependencieasrecapturedn assumptiord
which leadsto:

(caty]S)  (10)

plgn;leat, pri, S, (i), (k) =

p(gnj|caty, cat;, gn;) (11)

Assumption 6: thelexemeof anucleusdepend®nly
onthePOScatgyory andthe semanticclassof the nu-
cleusitself, the lexeme, POS catgjory and semantic
classof its regentlexeme, and the lexeme and POS
cateory of its closesiprecedingsibling.

This assumptiorallows usto takebigramfrequencies
for lexemesinto accountaswell asthedependencies

agivenlexememayhave onits closessibling. In fact,
it accountgor morethanjustbigramfrequenciesince
it leadsto:

p(lexjlgn;, cat; pr;, S, (1), (k;)) =

p(lexjlcat;, S, cat;, lex;, S(i), caty,, lexy,) (12)

Assumptionsl to 6 lead to a set of probabilities
which, exceptfor the lastone,canbe confidentlyes-
timatedfrom training data. However, we still needto
simplify equation(12) if we wantto derive practical
estimationof lexical affinities. Thisis the aim of the
following assumption.
Assumption 7: (i) and (k,
(4)-

Let usfirst seewith anexamplewhatthis assumption
amountsto. Considerthe sequenceat a fish with a
fork. Assumption7 saysthat given with a fork, eat
and a fish are independentthat is, once we know
with afork, theadditionalobsenationof a fishdoesnt
changeour expectationof observingeataswell, and
vice-versa.Thisdoesnotentailthatwith a fork andeat
areindependengjivena fish, nor thata fishandwith a
fork areindependengiven eat this last dependence
beingthe onewe try to accountfor. However, thisin-
dependencassumptioris violatedassoonasnucleus
(k;) bringsmoreor differentconstrainton the distri-
bution of nucleus(:) thannucleus(j) does,i.e. when
with a fork imposesconstrainton the possibleforms
theverbof nucleus(:) (eatin our example)cantake,
andsodoesa fish With assumptiorv, we claim that
theconstraintsmposedy with a fork suffice to deter
mine eat, andthata fish bringsno additionalinforma-
tion.

Assumption7 allowsusto rewrite equation(12) as:

;) areindependengiven

p(lexjlgn;, cat;, pr;, S, (i), (k;)) =
Z p(S'|lex;, cat; )

siest P p(lexj|cat;, S)

xp(lexj|cat;, S, cat;,lex;, S")
xp(lex;|caty,, lexy) (13)
4 Comparison with other models

It is interestingto comparethe proposedmodelsto

otherspreviously studied.Theprobabilisticmodelde-
scribedin (LauerandDras,1994),addressethe prob-
lem of parsingEnglishnominalcompounds A com-
parisonwith this modelis of interestto us sincethe
sequencewe areinterestedn containbothverbaland
nominalphrasesn French.A secondmodelrelevant
to our discussioris theoneproposedn (Ratnaparkhi,
1998),addressinghe problemof unsupervisedearn-
ing for PPattachmentesolutionin VERBNOUN PP



sequencesLastly, the third model,eventhoughused
in a supervisedsetting, addressethe more comple
problemof probabilisticdependenc parsingon com-
pletesentences.

In the modelproposedn (Lauerand Dras, 1994),
thatwe will referto asmodelL, the quantitydenoted
asP(s; — s;|3z : z — s;) is the sameasthe quan-
tity definedby ourequation(8). Thequantityp(m) in
modelL is thesameasourquantityp(AM(.A;)). There
is noequivalentfor probabilitiesnvolvedin equations
(9) to (11)in modelL, sincethereis no needfor them
in analysingEnglishnominalcompoundsLastly, our
probability to generatelexz; dependsonly on S in
modelL (the dependenconthe POScateory is ob-
vious sinceonly nounsare considered).For therest,
i.e. thewaythesecorequantitiesarecombinedo pro-
ducea probability for a parseaswell asthe decision
rule (selectionof the mostprobableparse)thereis no
differencebetweerthe two models.We thuscanview
ourmodelasageneralizatiof modelL sincewecan
handlePPP attachmentind take into accountindirect
independencies.

The modelproposedn (Ratnaparkhil998)is sim-
ilar to a versionof our model basedsolely on equa-
tion (9), with nosemantiéinformation. Thisis notsur
prising sincethe goal of this work is to disambiguate
betweerprepositionabttachmento the nounor to the
verbin V N P sequencedn fact, by addingto the set
of prepositionaanemptypreposition?, the countsof
whichareestimatedrom unsafeconfigurationgthatis
c(verb) = >_ .. c(verb, prep) + c(verb, P)), equa-
tion (9) capturesboth the contribution from the ran-
domvariableusedn (Ratnaparkhi1l998)to denotehe
presenceor absencef ary prepositionthatis unam-
biguouslyattachedo the nounor theverbin question,
andthe contribution from the conditionalprobability
that a particularprepositionwill occurasunambigu-
ousattachmento the verb or to the noun. We present
below theresultswe obtainedwith this model.

Fromthemodelsproposedn (Eisner 1996),we re-
tainonly themodelreferredo asmodelC in thiswork,
sincethe bestresultswereobtainedwith it. Model C
doesnot makeuseof semantianformation,nor does
it rely on nuclei. Sothe sequencavith a fork, which
corresponds$o only onenucleusis treatedas a three
word sequencén modelC. Apartfrom this difference,
modelC directly relieson a combinationof equations
(10) and(12), namelyconditioningby lez;, cat; and
caty;, boththe probability of generating-at; andthe
oneof generatingez;. Thus,modelC usesareduced
versionof equation(12) and an extendedversion of

2Othermodels,as (Collins and Brooks, 1995; Merlo et
al., 1998)for PP-attachmentesolution,or (Collins, 1997;
Samuelsson2000)for probabilisticparsing,are someavhat
related,but their supervisechaturemakesary direct com-
parisonimpossible.

equation(10). Thisextensioncouldbeusedn ourcase
too, but, sincethe input to our processingchaincon-
sistsof taggedvords(unlesgheinputof thestochastic
dependencparsermf (Eisner 1996)),we do not think
it necessary

Furthermoreby manginalizingthecountsfor thees-
timatesof ourgeneramodel,we canderive theproba-
bilities usedin othermodels.We thusview our model
asageneralizatiorof the previousones.

5 Estimation of probabilities

We followeda maximumlikelihood approacho esti-
matethedifferentprobabilitiesour modelrelieson, by
directly computingrelative frequencie$rom our train-
ing data. We thenusedLaplacesmoothingto smooth
the obtainedprobabilitiesand deal with unobsered
events.

As mentionedbefore, we focus on safe configu-
rations to extract countsfor probability estimation,
whichimpliesthat,exceptfor particularconfigurations
involving adwerbs,we useonly the first nuclei of the
chainswe arrivedat. In mostcasespnly thefirst two
nuclei of eachchainare not ambiguouswith respect
to attachmentHowever, sinceequation(12) relieson
(k;) in additionto (¢), weconsidethefirstthreenuclei
of eachchain(but we skip adwerbssincetheir attach-
mentquite often obeys preciseandsimplerules),but
treatthethird nucleusasbeingambiguousvith respect
to which nucleust shouldbeattachedo, thetwo pos-
sibilities beinga priori equi-probableThus,from the
sequence:

[implantte VERB] (a)
départementNOUN, Masc-SgPREP= dangb)
Hérault, NOUN, Masc-SgPREP= dg(c)
(locatedin the countyof Hérault)(En.)

weincrementhe countsbetweemuclei(a) and(b) by
1, thenconsiderthatnucleus(c) is attachedo nucleus
(a) andincrementthe respectre counts(in particular
the countsassociatedvith equation12) by 0.5, and
finally considerthatnucleus(c) is attachedo nucleus
(b) (which is wrong in this case)and incrementthe
correspondingountsby 0.5.

6 Experiments

We madetwo seriesof experiments,the first oneto
assessvhetherrelying on a subsef ourtraining cor
pusto derive probabilityestimatesvasagoodstratey,
andthe secondneto assesshe differentinformation
sourcesand probabilitiesour generalmodelis based
on. For all our experiments,we usedarticlesfrom
the Frenchnewspapei_e Mondeconsistingof 300000
sentencessplit into trainingandtestdata.



6.1 Accuratevs. lessaccurate information

We conducted first experimentto checkwhetherthe
accurateinformation extractedfrom safechainswas
sufficient to estimateprobabilities. We focused,for
this purposepn thetaskof prepositionattachmenbn
200 VERBNP PP sequencesandomlyextractedand
manuallyannotated.Furthermorewe restrictedour-
selesto a reducedversionof the model,basedon a
reducedversionof equation(9), soasto have a com-

parisonpointwith previousmodelsfor PP-attachment.

In additionto theaccuratenformation,we usedawin-
dowing approactin orderto extractlessaccuraténfor-
mationandassesthe estimatesierivedfrom accurate
informationonly. Eachtime a prepositionis encoun-
teredwith a verb or anounin awindow of k (k=3 in
our experiment)words, the correspondingountsare
incremented.

The Frenchlexicons we usedfor tagging,lemma-
tizationandchunkingcontainsubcatgorizationinfor-
mationfor verbsandnouns.This informationwasen-
codedby several linguistsover several years. Heres
for exampletwo entries,onefor averbandonefor a
noun,containingsubcatgorizationinformation:

guéter- enfaveurde,pour
to raisefunds- in favor of, for
constance dansgen,de
- constancy in, of

Subcatgorizationframesonly containpart of the in-
formation we try to acquirefrom our training data,
sincethey aredesignedo capturepossibleaguments,
andnotadjunctspf averbor anoun.In ourapproach,
like in otherones,we do not makesucha distinction
andtry to learnparametergor attachingprepositional
phrasesndependenthyof their status,adjunctsor ar
guments.We usedthe following decisionrule to test
a methodsolely basedon subcatgorizationinforma-
tion:

if thenounsubcatgorizesthe preposition,
thenattachmento thenoun

else if the verb subcatgorizes the preposition,
thenattachmento theverb
elseattachmenaccordingo thedefaultrule

andtwo defaultrules,onefor attachmento nounsthe
otherto verbs,in orderto which of thesetwo alterna-
tivesis the best. Furthermoresincesubcatgorization
framesaim atcapturingnformationfor specificprepo-
sitional phrasegnamely the onesthat might consti-
tuteagumentsf agivenword), we alsoevaluatedhe
above decisionrule on asubsebf ourtestexamplesin
which eitherthe noun or the verb subcatgorizesthe
preposition. The resultswe obtainedare summarized
in tablel.

Precision
default:noun 0.68
default:verb 0.56
subset 0.75

Tablel: Usingsubcatgorizationframes

Wethenmixedtheaccurateandlessaccuraténforma-
tion with a weightingfactor « to estimatethe proba-
bility we are interestedn, andlet o vary from O to
1 in orderto seewhat are the respectre impactsof
accurateandlessaccurate@nformation. By usingel;

(resp. c2;) to denotethe numberof timespr; occurs
with (lex;, cat;) in accuratgresp.lessaccuratefon-
figurations,and by usinge; to denotethe numberof

occurrencesf (lex;, cat;), the estimationwe usedis
summarizedn thefollowing formula:

cly +ac2; +1

¢; + n(prep) (14)

p(prj|cat;, lex;) =
wheren(prep) is thenumberof differentprepositions
introducedby our smoothingprocedure. The results
obtainedare summarizedn table 2, whereanincre-
mentstepof 0.2is used.

a 0 02| 04| 0.6
precision| 0.83| 0.85| 0.83| 0.81

Table2: Influenceof o

08| 1
0.8 0.78

Theseaesultdirst shav thattheaccuraténformationis
sufficientto derive good estimates Furthermoredis-
countingpartof thelessaccuraténformationseemgo
be essentialsincetheworstresultsareobtainedwvhen
a = 1. We canalsonoticethat the bestresultsare
well above the baselineobtainedby relying only on
information presentin our lexicon, thus justifying a
machinelearningapproachto the problemof PP at-
tachmentresolution. Lastly, the resultswe obtained
are similar to the onesobtainedby differentauthors
on a similar task, as (Ratnaparkhi,1998; Hindle and
Rooth,1993;Brill andResnik,1994)for example.

6.2 Evaluation of our general model

The modeldescribedn Section3 wastestedagainst
900 manuallyannotategequencesf nucleifrom the
newvspaper‘Le Monde”, randomly selectedfrom a
portionof thecorpuswvhichwasheldoutfrom training.
The averagelength of sequencesvas of 3.33 nuclei.
Thetrivial methodconsistingn linking every nucleus
to theprecedingoneachievesanaccurag of 72.08%.
The proposedmodel was usedto assignprobabil-
ity estimateso dependeng links betweennucleiin
our own implementationof the parserdescribedin
(Eisner 1996). The latter is a “bare-bones’depen-
dengy parsemwhich operatesn a way very similar to
the CKY parserfor context-free grammarsjn which



the notion of a subtreeis replacedby that of a span.
A spanconsistsof two or more adjacentnuclei to-
getherwith the dependeng links amongthem. No
cycles, multiple parentspr crossingdependencieare
allowed,andeachnucleusnot on the edgeof the span
musthave a parent(i.e.: a regent)within the spanit-
self. The parsemproceeddby creatingspansf increas-
ing size by combiningtogethersmallerspans.Spans
arecombinedusingthe“coveredconcatenationbper
ator, which connectgwo spanssharinga nucleusand
possiblyaddsa dependenclink betweertheleftmost
andthe rightmostnucleus,or vice-versa. The proba-
bility of aspanistheproductof theprobabilitiesof the
dependenclinks it contains. A spanis prunedfrom
the parsetable every time that thereis anotherspan
covering the samenucleiandhaving the samesigna-
ture but a higherprobability. The signatureof a span
consistof threethings:

o A flagindicatingwhetherthe spanis minimal or
not. A spanis minimalif it is notthesimplecon-
catenatiorof otherlegal spans;

o A flagindicatingwhetherthe leftmostnucleusin
the spanalreadyhasa regentwithin thespan;

o A flag indicating whetherthe rightmostnucleus
in the spanalreadyhasa regentwithin thespan.

Two spanscovering the samenuclei and with the
samesigniture are interchangeablén terms of the
completeparsesthey canappearin, and so the one
with the lower probability canbe dropped,assuming
thatwe areonly interestedn the analysishaving the
overall highestprobability. For moredetailsconcern-
ing theparsersee(Eisner 1996).

A numberof testsusing different variantsof the
proposedmodels were done. For some of those
tests,we decidedto makeuse of the subcatgoriza-
tion frame information containedin our lexicon, by
extending Laplacesmoothingfor the probability in-
volvedin equation(9) by consideringDirichlet priors
over multinomialdistributions of theobsereddata.

We usethreedifferentvariablesto describethe dif-
ferentexperimentsve made:se, beingl or O depend-
ing on whetheror not we usedsemantianformation,
sh, whichindicatesthe equivalentsamplesizefor pri-
orsthatwe usedin our smoothingprocedurdor equa-
tion (9) (whensb = 1, the subcatgorizationinforma-
tion containedn our lexicon is not used),Kj, which
is 1 if the variablesassociatedvith the closestsister
are usedin equation(12), and 0 if not. The results
obtainedwith thedifferentexperimentswve conducted
were evaluatedin termsof accurrag of attachments
againstthe manuallyannotatedeference We did not
takeinto accountheattachmenof theseconchucleus
in a chainto thefirst one(sincethis attachments ob-
vious). Resultsaresummarizedn thefollowing table:

Exp.name | se | sb | kj | Accuracy
base - - - 0.72
expl 0 1 0 0.662
exp2 0 1 1 0.701
exp3 0| 100 | 1 0.706
exp4 0| 200 |1 0.705
exp5 1 1 1 0.731
exp6 1| 100 | 1 0.731
exp’ 1] 200 | 1 0.735
exp8 1| 5001 0.737
exp9 1|1000| 1 0.735

Table3: Generakesults

7 Discussion

Therearetwo mainconclusionsve candraw from the
precedingesults. Thefirst oneis thatthe resultsare
disappointingjn so far aswe werenot ableto really
outperformour baseline. The secondoneis that the
bestresultsareachiered with the completemodelin-
tegratingsubcatgorizationinformation.

With respecto our model, the differencebetween
experimentl andexperiment2 shavs thatthe closest
sisterbringsvaluableinformationto establishthe best
parseof the chainof nuclei. Even thoughthis infor-
mation was derived from ambiguousconfigurations,
the extraction heuristicswe used does captureac-
tual dependenciesyhich validatesour assumption$
and7. Theintegrationof subcatgorizationframein-
formationin experiments3 and 4 doesnot improve
the results,indicating that mostof informationis al-
readycarriedin the correspondingersionof the gen-
eral modelby bigramlexical statistics. Furthermore,
theresultsobtainedwith sucatgorizationinformation
only for parsingV N P sequenceslo not compare
well with anapproachsolely basedon bigram statis-
tics, thusvalidatingthe hypothesidbehindmostwork
in probabilisticparsingthat world knowledgecanbe
approximatedup to a certainextent, by bigramstatis-
tics.

Themainjumpin performances achiezed with the
useof semanticclasses.All the experimentsinvolv-
ing semanticclassesyield resultsover the baseline,
thusindicatingthe well-foundednessf modelsmak-
ing useof them.Eventhoughour semantiaesources
incomplete(out of 70000differenttokensour corpus
comprised, only 20000have an entryin our seman-
tic lexicon), its coverageis still sufficientto constrain
worddistributionsandpartly solve thedatasparseness
problem. The resultsobtainedin previous works re-
lying on semanticclassesreabove ours(around0.82

3Thishugenumberof tokenscanbeexplainedby thefact
thatthelexicon usedfor tokenizatiorandtaggingintegrates
mary multi-word expressionsvhich are not part of the se-
manticlexicon



for (Brill andResnik,1994)and0.77for (Lauerand
Dras,1994)),but a directcomparisoris difficult inas-
muchasonly three-wordsequenceéV N P, for (Brill
and Resnik,1994)andN N N for (LauerandDras,
1994)) were usedfor evaluationin thoseworks, and
thelanguagestudiedis English. However, it maywell
bethecasehatthe semantiadesourceve usedoesnot
comparewell, in termsof coverageandhomogeneity
with WordNet,the semantiadesourceusuallyused.
Several choiceswe madein the courseof develop-
ing our modelandestimatingts parameteraeednow
to be morecarefullyassesseih light of thesefirst re-
sults. First of all, our choiceto stick with (almost)
accuraténformation,if it leadsto goodresultsfor the
estimationof the probability of generatinghe prepo-
sition of a nucleusgivenits parentnucleus may well
leadusto rely too oftenon the smoothingparameters
only when estimatingother probabilities. This may
well be the casefor the probability in (12) wherebi-
gram statisticsextractedwith a windowing approach
may prove to be more suitedto the task. Further
more, the Laplacesmoothing,even thoughappealing
from a theoreticalpoint of view sinceit can be for-
malized as assuminga prior over our distributions,
may not be fully adequatén the casewherethe de-
nominatoris alwayslow comparedo thenormalizing
contraint,a situationwe encounterfor equation(12).
This may resultin oversmoothingand thus prevent
our modelfrom accuratehdiscriminatingbetweeral-
ternateparses.Lastly, (LauerandDras,1994)usesa
prior over the graphsdefinedby parsetreesto score
thedifferentparsesWe have assumea uniform prior
over graphsput theresultsobtainedwith our baseline
clearlyindicatethatwe shouldweighthemdifferently.

8 Conclusion

We have presentec generalmodelfor PPattachment
resolutionand NP analysisin French,which gener
alizespreviously proposedmnodels. We have shovn
how to integrateseveral differentinformationsources
in ourmodel,andhow we coulduseit in anincremen-
tal way, startingwith simpleversiongo morecomple
andaccurateones.We have alsopresented seriesof
experimentsconductecbn a corpusof newspaperar
ticles, andtried to assesshe variouscomponentf
themodel,aswell asthe differentinformationsources
used.Ourresultsshav thatthe completemodel,mak-
ing useof all theavailableinformationyieldsthe best
results. However, theseresultsare still low, and we
still needto preciselyidentify how to improve them.
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