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Abstract

This paper looks at the problem of va-

lence shifting, rewriting a text to preserve

much of its meaning but alter its senti-

ment characteristics. There has only been

a small amount of previous work on the

task, which appears to be more difficult

than researchers anticipated, not least in

agreement between human judges regard-

ing whether a text had indeed had its va-

lence shifted in the intended direction. We

therefore take a simpler version of the task,

and show that sentiment-based lexical para-

phrases do consistently change the senti-

ment for readers. We then also show that

the Kullback-Leibler divergence makes a

useful preliminary measure of valence that

corresponds to human judgements.

1 Introduction

This paper looks at the problem of VALENCE

SHIFTING, rewriting a text to preserve much of

its meaning but alter its sentiment characteris-

tics. For example, starting with the sentence If we

have to have another parody of a post-apocalyptic

America, does it have to be this bad?, we could

make it more negative by changing bad to abom-

inable. Guerini et al. (2008) say about valence

shifting that

it would be conceivable to exploit NLP

techniques to slant original writings to-

ward specific biased orientation, keep-

ing as much as possible the same mean-

ing . . . as an element of a persuasive

system. For instance a strategic plan-

ner may decide to intervene on a draft

text with the goal of “coloring” it emo-

tionally.

There is only a relatively small amount of work

on this topic, which we review in Section 2. From

this work, the task appears more difficult than re-

searchers originally anticipated, with many fac-

tors making assessment difficult, not least the re-

quirement to be successful at a number of differ-

ent NLG tasks, such as producing grammatical

output, in order to properly evaluate success. One

of the fundamental difficulties is that it is difficult

to know whether a particular approach has been

successful: researchers have typically had some

trouble with inter-judge agreement when evaluat-

ing whether their approach has altered the senti-

ment of a text. This casts doubt on valence shift-

ing as a well-defined task, although intuitively it

should be, given that writing affective text has

a very long history, computational treatment of

sentiment-infused text has recently been quite ef-

fective.

This encourages us to start with a simpler task,

and show that this simpler version of valence

shifting achieves agreement between judges on

the direction of the change. Consequently, in

this paper we limit ourselves to exploring valence

shifting by lexical substitution rather than explor-

ing richer paraphrasing techniques, and testing

this on manually constructed sentences. We then

explore two questions:

1. Is it in fact true that altering a single lexi-

cal item in a sentence noticeably changes its

sentiment for readers?

2. Is there a quantitative measure of relative

lexical valence within near-synonym sets

that corresponds with human-detectable dif-

ferences in valence?

We investigate these questions for negative words

by means of a human experiment, presenting
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readers with sentences with a negative lexical

item replaced by a different lexical item, having

them evaluate the comparative negativity of the

two sentences. We then investigate the correspon-

dence of the human evaluations to certain metrics

based on the similarity of the distribution of sen-

timent words to the distribution of sentiment in a

corpus as a whole.

2 Related work

2.1 Valence-shifting existing text

Existing approaches to valence shifting most of-

ten draw upon lexical knowledge bases of some

kind, whether custom-designed for the task or

adapted to it. Existing results do not yet suggest a

definitively successful approach to the task.

Inkpen et al. (2006) used several lexical knowl-

edge bases, primarily the near-synonym us-

age guide Choose the Right Word (CtRW)

(Hayakawa, 1994) and the General Inquirer word

lists (Stone et al., 1966) to compile information

about attitudinal words in order to shift the va-

lence of text in a particular direction which they

referred to as making “more-negative” or “more-

positive”. They estimated the original valence

of the text simply by summing over individual

words it contained, and modified it by changing

near synonyms in it allowing for certain other

constraints, notably collocational ones. Only a

very small evaluation was performed involving

three paragraphs of changed text, the results of

which suggested that agreement between human

judges on this task might not be high. They gener-

ated more-positive and more-negative versions of

paragraphs from the British National corpus and

performed a test asking human judges to compare

the two paragraphs, with the result that the sys-

tem’s more-positive paragraphs were agreed to be

so three times out of nine tests (with a further four

found to be equal in positivity), and the more-

negative paragraphs found to be so only twice in

nine tests (with a further three found to be equal).

The VALENTINO tool (Guerini et al., 2008;

Guerini et al., 2011) is designed as a pluggable

component of a natural language generation sys-

tem which provides valence shifting. In its ini-

tial implementation it employs three strategies,

based on strategies employed by human sub-

jects: modifying single wordings; paraphrasing,

and deleting or inserting sentiment charged mod-

ifiers. VALENTINO’s strategies are based on part-

of-speech matching and are fairly simple, but

the authors are convinced by its performance.

VALENTINO relies on a knowledge base of Or-

dered Vectors of Valenced Terms (OVVTs), with

graduated sentiment within an OVVT. Substitu-

tions in the desired direction are then made from

the OVVTs, together with other strategies such as

inserting or removing modifiers. Example output

given input of (1a) is shown in the more positive

(1b) and the less positive (1c):

(1) a. We ate a very good dish.

b. We ate an incredibly delicious dish.

c. We ate a good dish.

Guerini et al. (2008) are presenting preliminary

results and appear to be relying on inspection for

evaluation: certainly figures for the findings of ex-

ternal human judges are not supplied. In addition,

some examples of output they supply have poor

fluency:

(2) a. * Bob openly admitted that John is

highly the redeemingest signor.

b. * Bob admitted that John is highly a

well-behaved sir.

Whitehead and Cavedon (2010) reimplement the

lexical substitution, as opposed to paraphrasing,

ideas in the VALENTINO implementation, noting

and attempting to address two problems with it:

the use of unconventional or rare words (beau),

and the use of grammatically incorrect substitu-

tions.

Even when introducing grammatical relation-

based and several bigram-based measures of ac-

ceptability, they found that a large number of un-

acceptable sentences were generated. Categories

of remaining error they discuss are: large shifts

in meaning (for example by substituting sleeper

for winner, accounting for 49% of identified er-

rors); incorrect word sense disambiguation (ac-

counting for 27% of identified errors); incorrect

substitution into phrases or metaphors (such as

long term and stepping stone, accounting for 20%

of identified errors); and grammatical errors (such

as those shown in (3a) and (3b), accounting for

4% of identified errors).

(3) a. Williams was not interested (in) girls.

b. Williams was not fascinated (by)

girls.
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Whitehead and Cavedon (2010) also found that

their system did not perform well when evalu-

ated. Human judges had low, although significant,

agreement with each other about the sentiment of

a sentence but not significant agreement with their

system’s output: that is, they did not agree if sen-

timent shifted in the intended way.

3 Human evaluation of valence shifting

We first describe the construction of our test

data, followed by the process for eliciting human

judgements on the test data.

3.1 Test data

3.1.1 Selection of negativity word pairs

Quite a number of lexical resources related to

sentiment have been developed, and it may seem

likely that there would be an appropriate one for

choosing pairs of near-synonyms where one is

more negative and the other less. However, none

are really suitable.

• Several resources based on WordNet contain

synsets annotated with sentiment informa-

tion in some fashion: these include Senti-

WordNet (Esuli and Sebastiani, 2006), Mi-

croWNOP (Cerini et al., 2007) and Word-

Net Affect (Strapparava and Valitutti, 2004),

and a dataset of subjectivity- and polarity-

annotated WordNet senses by Su and Mark-

ert (2008). Individual words within a synset

are not, however, given individual scores,

which is what we need.

• The General Inquirer word list (Stone et al.,

1966), which contains unscored words in

certain categories including positive (1915

words) and negative (2291 words), does not

group words into sets of near-synonyms.

• The subjectivity lexicon that is part of the

MPQA Opinion Corpus does assign terms

to categories, in this case positive, nega-

tive, both or neutral, but does not score the

strength of their affective meaning, although

this corpus does rate their effectiveness as

a cue for subjectivity analysis (Wiebe et al.,

2005; Wilson et al., 2005).

The closest work to that described here is that of

Mohammad and Turney (2010) and Mohammad

and Turney (forthcoming), who describe in detail

the creation of EmoLex, a large polarity lexicon,

using Mechanical Turk. Mohammad and Tur-

ney (forthcoming), rather than asking annotators

to evaluate words in context as we are proposing

here, instead ask them directly for their analysis

of the word, first using a synonym-finding task in

order to give the worker the correct word sense

to evaluate. Part of a sample annotation question

given by Mohammad and Turney (forthcoming)

is given in Table 1. The word source used is the

Macquarie Thesaurus (Bernard, 1986).

Our work differs from that of Mohammad and

Turney (forthcoming) in that we rely on substi-

tution evaluations, that is, having human judges

rate specific contexts rather than supply their in-

tuitions about the meaning of a word. Callison-

Burch (2007) argued for this evaluation of para-

phrases, that the most natural way is through sub-

stitution, and evaluate both meaning and gram-

maticality.

In our case, we are attempting to assess the effec-

tiveness of valence-shifting, and we cannot pre-

suppose that intuitions by the raters along the lines

of feeling that the meaning of a word is more neg-

ative than that of another word translates into per-

ceiving the desired effect when a word is used in

context.

We therefore turn to hand-crafted data to test our

hypotheses: words chosen so as to be noticeably

negative, with a neutral or slightly negative near

synonym. We chose 20 such word pairs, shown

in Table 2. The more negative word of the pair

is from the sentiment lists developed by Nielsen

(2011),1 typically rated about 3 for negativity on

his scale (where 5 is reserved for obscenities) and

the less negative chosen by us.

3.1.2 Selection of sentences

Our corpus for sentence selection is the SCALE

dataset v1.0 movie review data set (SCALE 1.0)

(Pang and Lee, 2005), a set of 5000 short movie

reviews by four authors on the World Wide Web,

and widely used in sentiment classification tasks.

Each movie review is accompanied by both a

three and four degree sentiment rating (that is, a

rating on a scale of 0 to 2, and on a scale of 0
to 3) together with original rating assigned by the

author to their own review on a scale of 0 to 10.

1Available from http://www2.imm.dtu.dk/

pubdb/views/publication_details.php?id=

6010
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Question Possible answers

Which word is closest in meaning (most related) to

startle?

{automobile, shake, honesty, entertain}

How positive (good, praising) is the word startle? startle is {not, weakly, moderately, strongly} pos-
itive

How negative (bad, criticizing) is the word startle? startle is {not, weakly, moderately, strongly} neg-
ative

How much is startle associated with the emotion

{joy,sadness,. . .}?
startle is {not, weakly, moderately, strongly} asso-
ciated with {joy,sadness,. . .}

Table 1: Sample annotation question posed to Mechanical Turk workers by Mohammad and Turney (forthcom-

ing).

We selected two sentences for each word pair

from the SCALE 1.0 corpus. Sentences were ini-

tially selected by a random number generator:

each sentence originally contained the more neg-

ative word. Since we are constructing an ide-

alised system here, evaluating the possibility of

valence shifting by changing a single word, we

manually eliminated sentences where the part of

speech didn’t match the intended part of speech of

the word pair, where the word was part of a proper

name (usually a movie title) and where the fluency

of the resulting sentence otherwise appeared ter-

ribly bad to us. Where a sentence was rejected

another sentence was randomly chosen to take its

place until each word pair had two accepted sen-

tences for a total of 40 sentences. We then made

changes to capitalisation where necessary for clar-

ity (for example, capitalising movie titles, as the

corpus is normalised to lower case).

Since each subject is being presented with multi-

ple sentences (40 in this experiment), rather than

coming to the task untrained, it is possible that

there are ordering effects between sentences, in

which a subject’s answers to previous questions

influence their answers to following questions.

Therefore we used a Latin square design to ensure

that the order of presentation was not the same

across subjects, but rather varied in a systematic

way to eliminate the possibility of multiple sub-

jects seeing questions in the same order. In ad-

dition, the square is balanced, so that there is no

cyclical ordering effect (i.e. if one row of a Latin

square is A-B-C and the next B-C-A, there is still

an undesirable effect where C is tending to follow

B). The presentation word order to subjects was

also randomised at the time of generating each

subject’s questions.

3.2 Elicitation of judgements

Having constructed the set of test sentences (Sec-

tion 3.1), we ask human subjects to analyse the

sentences on two axes: ACCEPTABILITY and

NEGATIVITY. This is loosely equivalent to the

FLUENCY and FIDELITY axes that are used to

evaluate machine translation (Jurafsky and Mar-

tin, 2009). As in the case of machine translation, a

valence-shifted sentence needs to be fluent, that is

to be a sentence that is acceptable in its grammar,

semantics and so on, to listeners or readers. While

some notion of fidelity to the original is also im-

portant in valence shifting, it is rather difficult to

capture without knowing the intent of the valence

shifting, since unlike in translation a part of the

meaning is being deliberately altered. We there-

fore confine ourselves in this work to confirming

that the valence shifting did in fact take place, by

asking subjects to rate sentences.

In order to obtain a clear answer, we specifi-

cally evaluate valence shifting with sentences as

close to ideal as possible, choosing words we

strongly believe to have large valence differences,

and manually selecting sentences where the sub-

jects’ assessment of the valence of these words

is unlikely to be led astray by very poor substitu-

tions such as replacing part of a proper name. (For

example, consider the band name Panic! at the

Disco: asking whether an otherwise identical sen-

tence about a band named Concern! at the Disco

is less negative is unlikely to get a good evalua-

tion of lexical valence shifting.) We then ask hu-

man subjects to evaluate these pairs of sentences

for their relative fluency and negativity.

Mechanical Turk Our subjects were recruited

through Amazon Mechanical Turk.2 Mechani-

cal Turk is a web service providing cheap de-

2
http://www.mturk.com/

45



centralised work units called Human Intelligence

Tasks (HITs), which have been used by compu-

tational linguistics research for experimentation.

Snow et al. (2008) cite a number of studies at that

time which used Mechanical Turk as an annota-

tion tool, including several which used Mechani-

cal Turk rather than expert annotators to produce

a gold standard annotation to evaluate their sys-

tems.

Callison-Burch and Dredze (2010) provide guide-

lines in appropriate design of tasks for Mechani-

cal Turk, which we broadly follow. We ameliorate

potential risks of using Mechanical Turk by con-

fining ourselves to asking workers for numerical

ratings of sentences, rather than any more com-

plex tasks, well within the type of tasks which

Snow et al. (2008) reported success with; and like

Molla and Santiago-Martinez (2011), giving all

subjects two elimination questions in which the

sentences within each pair were identical, that

is, in which there was no lexical substitution.

These, being identical, should receive identical

scores—we also explicitly pointed this out in the

instructions—and therefore we could easily elim-

inate workers who did not read the instructions

from the pool.

Eliciting subjects’ responses We considered

both categorical responses (e.g. Is sentence vari-

ant A more or less negative than sentence variant

B, or are A and B equally negative?) and Mag-

nitude Estimation (ME). Categorical responses

of the sort exemplified ignore magnitude, and are

prone to “can’t decide” option choices.

ME is a technique proposed by Bard et al. (1996)

for adapting to grammaticality judgements. In

this experimental modality, subjects are asked

evaluate stimuli based not on a fixed rating scale,

but on an arbitrary rating scale in comparison with

an initial stimulus. For example, subjects might

initially be asked to judge the acceptability of The

cat by chased the dog. Assuming that the subject

gives this an acceptability score of N , they will

be asked to assign a multiplicative score to other

sentences, that is, 2N to a sentence that is twice

as acceptable and N

2
to one half as acceptable.

This same experimental modality was used by La-

pata (2001) in which subjects evaluated the ac-

ceptability of paraphrases of adjectival phrases,

for example, considering the acceptability of each

of (4b) and (4c) as paraphrases of (4a):

(4) a. a difficult customer

b. a customer that is difficult to satisfy

c. a customer that is difficult to drive

In a standard design and analysis of a ME ex-

periment (Marks, 1974), all the stimuli given to

the subjects have known relationships (for exam-

ple, in the original psychophysics context, that the

power level for one heat stimulus was half that of

another stimulus), and the experimenter is careful

to provide subjects with stimuli ranging over the

known spectrum of strength under investigation.

In our case, we do not have a single spectrum of

stimuli such as a heat source varying in power, or

even the varying degrees of fluency given by Bard

et al. (1996) or the hypothesised three levels of

paraphrase acceptability (low, medium, high) that

Lapata (2001) is testing that her subjects can de-

tect. Instead, we have distinct sets of stimuli, each

a pair of words, in which we hypothesise a reliable

detectable difference within the pair of words, but

not between a member of one pair and a mem-

ber of any other pair. Thus, asking subjects to

rate stimuli across the pairs of words on the same

scale, as ME requires, is not the correct experi-

mental design for our task.

We therefore use an 11 point (0 to 10) rating scale.

This allows subjects to rate two sentences as iden-

tical if they really perceive the sentences to be

so, while allowing fairly subtle differences to be

captured. This is similar to the assessment of

machine translation performance used by NIST.

For our fluency guidelines, we essentially use the

ones given as NIST guidelines (Linguistic Data

Consortium, 2005); we also model our negativity

guidelines on these.

For each translation of each segment of each se-

lected story, judges make the fluency judgement

before the adequacy judgement. We provide simi-

lar questions to NIST, although with more context

in the actual instructions. The precise wording of

one of our questions is shown in Figure 1.

3.3 Results

3.3.1 Number of participants

A total of 48 workers did the experiment. 8 were

excluded from the analysis, for these reasons:

1. 6 workers failed to rate the identical sentence

pairs in the elimination questions described

in Section 3.2 identically, contrary to explicit
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Acceptability and negativity: concern/panic

Evaluate these two sentences for acceptability and negativity:

• Sentence 1: As they do throughout the film the acting of CONCERN and fear by Gibson and Russo is

genuine and touching.

• Sentence 2: As they do throughout the film the acting of PANIC and fear by Gibson and Russo is genuine

and touching.

Acceptability: first sentence of concern/panic pair

Give sentence 1 immediately above a score from 0 to 10 for its acceptability, where higher scores are more

acceptable. The primary criterion for acceptability is reading like fluent English written by a native speaker.

Acceptability: second sentence of concern/panic pair

Give sentence 2 immediately above a score from 0 to 10 inclusive for its acceptability, where higher scores are

more acceptable.

Negativity: first sentence of concern/panic pair

Give sentence 1 immediately above a score from 0 to 10 inclusive its negativity, where higher scores are more

negative.

Negativity: second sentence of concern/panic pair

Give sentence 2 immediately above a score from 0 to 10 inclusive its negativity, where higher scores are more

negative.

Figure 1: One of the acceptability and negativity questions posed to Mechanical Turk workers.

instructions.

2. 1 worker confined themselves only to the

numbers 5 and 10 in their ratings.

3. 1 worker awarded every sentence 10 for both

acceptability and negativity.

Each of the 8 Latin square rows were re-submitted

to Mechanical Turk for another worker to com-

plete.3

3.3.2 Analysing scaled responses

We consider two hypotheses:

1. that subjects will perceive a difference in ac-

ceptability between the original sentence and

that containing a hypothesised less negative

near synonym; and

2. that subjects will perceive a difference in

negativity between the original sentence and

that containing a hypothesised less negative

near synonym.

We thus require hypothesis testing in order to

determine if the means of the scores of the

original sentences and those containing hypoth-

3In addition, one worker returned a single score of 610

for the negativity of one of the LESS NEGATIVE sentences:

we assume this was a data entry error and the worker in-

tended either 6 or 10 as the value. In our analysis we set

this value to 10, since it is the worse (i.e. most conserva-

tive) assumption for our hypothesis that sentences containing

LESS NEGATIVE words will have a lower negativity score

than those containing MORE NEGATIVE words.

esised less negative near synonyms differ signifi-

cantly. In this situation, we can use a single-factor

within-subject analysis of variance (ANOVA),

also known as a single-factor repeated-measures

ANOVA, which allows us to account for the fact

that subjects are not being exposed to a single ex-

perimental condition each, but are exposed to all

the experimental conditions. In this experiment

we do not have any between-subjects factors—

known differences between the subjects (such as

gender, age, and so on)—which we wish to ex-

plore. A within-subjects ANOVA accounts for the

lesser variance that can be expected by the subject

remaining identical over repeated measurements,

and thus has more sensitivity than an ANOVA

without repeated measures (Keppel and Wickens,

2004). Our use of an ANOVA is similar to that of

Lapata (2001), although we have only one factor.

Specifically, we will test whether the mean scores

of the more negative sample are higher than the

less negative sample.

Acceptability results The mean acceptability

rating of sentences containing the MORE NEG-

ATIVE words from Table 2 was 6.61. The mean

acceptability rating of sentences containing the

LESS NEGATIVE words was 6.41. An ANOVA

does not find this difference to be statistically sig-

nificant. (F (1, 39) = 1.5975, p = 0.2138). This
is what we would expect: we manually selected

sentences whose less negative versions were ac-
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ceptable to us.

Negativity results The mean negativity rating

of sentences containing the MORE NEGATIVE

words from Table 2 was 6.11. The mean neg-

ativity rating of sentences containing the LESS

NEGATIVE words was 4.82. An ANOVA finds

this difference to be highly statistically signifi-

cant. (F (1, 39) = 29.324, p = 3.365 × 10−6). In

Table 2 we see that the effect is not only statisti-

cally significant overall, but very consistent: sen-

tences in the LESS NEGATIVE group always have

a lower mean rating than their pair in the MORE

NEGATIVE group.

4 Predicting the raters’ decisions

We now investigate to what extent we can pre-

dict the correct choice of near synonym so as to

achieve the correct level of negativity in output.

In the preceding section our data suggests that

this can be accomplished with lexical substitution.

However, this leaves the problem of determining

the negativity of words automatically, rather than

relying on hand-crafted data.

4.1 Measures of distribution

Our intuition is that words that make text more

negative will tend to disproportionately be found

in more negative documents, likewise words that

make text less negative will tend to be found in

less negative documents.

In order to quantify this, consider this as a prob-

lem of distribution. Among a set of affective doc-

uments divided into sentiment-score categories

such as SCALE 1.0 (see Section 3.1), there is

a certain, not necessarily even, distribution of

words: for example, a corpus might be 15% nega-

tive, 40% neutral and 45% positive by total word

count. However, our intuition leads us to hypoth-

esise that the distribution of occurrences of the

word terrible, say, might be shifted towards neg-

ative documents, with some larger percentage oc-

curring in negative documents.

We then might further intuit that words could be

compared by their relative difference from the

standard distribution: a larger difference from the

distribution implies a stronger skew towards some

particular affective value, compared to word fre-

quencies as a whole. (However, it should be noted

that this skew could have any direction, including

a word being found disproportionately among the

neutral or mid-range sentiment documents.)

We thus consider two measures of differences of

distribution, Information Gain (IG) and Kullback-

Leibler divergence (KL). We calculate the value

of our distribution measure for each MORE NEG-

ATIVE and LESS NEGATIVE word pair, and sub-

tract the former from the latter. If each word in

the pair is distributed across sentiment categories

in the same way, the difference will be zero; if the

measure corresponds in some way to the human

view of the word pair elements, the difference will

be non-zero and have a consistent sign.

Information gain The IG G(Y |X) associated

with a distribution Y given the distribution X is

the number of bits saving in transmitting informa-

tion from Y if X is known. A high IG value thus

suggests a strong predictive relationship between

X and Y . We use the formulation of Yang and

Pedersen (1997), who found it one of the more ef-

fective metrics for feature selection for text clas-

sification:

IG(r) = −
�

m

i=1
Pr (ci) log Pr (ci)

+ Pr (r)
�

m

i=1
Pr (ci|r) log Pr (ci|r)

+ Pr (r̄)
�

m

i=1
Pr (ci|r̄) log Pr (ci|r̄) (1)

where Pr(ci) is the relative probability of cat-

egory ci, Pr(ci|t) the relative probability of ci

given term t and Pr(ci|t̄) the relative probability

of ci when term t is absent.

Kullback-Leibler Cover and Thomas (1991)

describe the KL divergence (Kullback and

Leibler, 1951) as a measure of “the inefficiency

of assuming that the distribution is q when the true

distribution is p”. Weeds (2003) gives the formula

for KL as:

D(p||q) =
�

x

p(x) log
p(x)

q(x)
(2)

Weeds (2003) evaluated measures similar to KL

for their usefulness in the distributional similarity

task of finding words that share similar contexts.

Our task is not an exact parallel: we seek the rel-

ative skewness of words.

4.2 Results

Information Gain The results of the IG metric

given in (1) on the test data are shown in the sec-

ond column from the right in Table 2. No pattern
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MORE NEGATIVE / LESS NEGATIVE MR ΔMR ΔIG ×10−3 ΔKL

ignored / overlooked 5.7/5.0 0.7 -1.48 0.12

cowardly / cautious 6.1/4.9 1.2 0.06 -0.04

toothless / ineffective 6.1/5.1 1.0 0.35 -0.39

stubborn / persistent 5.3/4.3 1.0 0.19 -0.31

frightening / concerning 6.2/5.5 0.7 -0.02 0.10

assassination / death 6.2/6.0 0.2 -0.99 -0.04

fad / trend 5.5/3.5 2.0 -0.09 0.00

idiotic / misguided 6.3/5.6 0.7 2.25 -0.27

war / conflict 6.5/5.4 1.1 2.03 -0.01

accusation / claim 6.3/4.5 1.8 0.35 -0.23

heartbreaking / upsetting 5.8/5.7 0.1 0.97 0.22

conspiracy / arrangement 5.6/4.1 1.5 -0.21 -0.02

dread / anticipate 6.6/3.9 2.7 1.58 -0.02

threat / warning 6.6/5.1 1.6 0.46 -0.10

despair / concern 6.2/4.5 1.7 0.21 -0.03

aggravating / irritating 6.2/5.7 0.5 -2.00 -0.09

scandal / event 6.9/3.8 3.1 -0.29 -0.09

panic / concern 6.5/4.5 2.0 0.56 -0.27

tragedy / incident 5.9/4.6 1.3 6.02 -0.08

worry / concern 5.3/4.5 0.7 0.31 -0.02

Table 2: MORE NEGATIVE / LESS NEGATIVE word pairs; mean negativity ratings (MR); difference in mean

negativity ratings (ΔMR); difference in Information Gain (ΔIG ×10−3); difference in Kullback-Leibler score

(ΔKL)

in the data is immediately obvious, and in partic-

ular the ordering of MORE NEGATIVE and LESS

NEGATIVE is not maintained well by the metric.

Kullback-Leibler The results of the KL metric

given in (2) on the test data are shown in the right-

most column of Table 2. Here we see a much

stronger pattern, that the word from MORE NEG-

ATIVE tends to have a lesser KL value than the

word from LESS NEGATIVE (16 out of 20 word

pairs).

Preliminary indications are thus that the KL may

be a more useful metric for predicting the raters’

scores most accurately, and thus perhaps for pre-

dicting negativity in usage more generally.

5 Conclusion

In this paper, we have shown that lexical substi-

tution, as we hoped, can achieve valence shift-

ing on its own, as judged by human raters with

a substitution task. In addition, we have shown

that at least one measure of the distribution of a

word in a corpus, the KL divergence, is a poten-

tially promising feature for modelling the ability

of a lexical substitution to achieve a valence shift.

Valence shifting then, at least in this simplified

form, would appear to be a well-founded task.

However, successfully implementing a fuller ver-

sion of valence shifting would face several chal-

lenges. A significant one is that no existing lexi-

cal resources are suitable as is. The use of the KL

metric as a way of automatically scoring elements

of near-synonym sets is preliminary, and would

likely need further metrics, perhaps combined in

a machine learner, to be able to accurately predict

human judges’ scores of negativity.
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