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Abstract

Due to its convenience and low–cost, short
message service (SMS) has been a very popu-
lar medium for communication for quite some
time. Unfortunately, however, SMS messages
are sometimes used in illicit acts, such as com-
munication between drug dealers and buyers,
extortion, fraud, scam, hoax, false reports of
terrorist threats, and many more. This study is
a forensic study on the authorship classifica-
tion of SMS messages in the Likelihood Ra-
tion (LR) framework with the N–gram mod-
elling technique. The aims of this study are
to investigate 1) how accurately it is possible
to classify the authors of SMS messages; 2)
what degree of strength of evidence (LR) can
be obtained from SMS messages and 3) how
the classification performance and the LRs are
affected by the sample size for modelling. The
resultant LRs are calibrated by means of the
logistic regress calibration technique. The re-
sults of the classification tests will be rigor-
ously assessed from different angles, using
the techniques proposed for automatic speaker
recognition and forensic voice comparison.

1 Introduction

We often come across news stories on so–called cy-
ber crimes which take advantage of the high visual
anonymity of, for example, email and SMS mes-
sages. In order to combat these cyber crimes, the
Australian Government is currently trying to pass
the Cybercrime Legislation Amendment Bill 2011
(hereafter, Cyber Law). This Cyber Law was in-
troduced and read for the first time at the House

of Representatives in June, 2011.1 This legislation
will enable police and intelligence agencies to in-
struct phone companies and internet carriers not to
destroy sensitive information, such as text messages
or emails from terrorists or criminals, that is impor-
tant for investigations and prosecutions. This leg-
islation also set the framework for Australia to join
the Council of Europe Convention on Cybercrime,
which more than 40 nations have joined or plan to
join.

Needless to say, SMS messages, which are the fo-
cus point of the current study, hold a very impor-
tant position in the above–mentioned legislation. As
Grant (2007, p2) states “[o]ver recent years there has
been considerable and growing interest in forensic
authorship analysis”, it is predicted that SMS mes-
sages will be increasingly used as evidence in Aus-
tralian courts and in national and international secu-
rity contexts (Coulthard and Johnson, 2007).2 The
fact that the use of mobile phones has been increas-
ing exponentially and that the SMS is becoming a
more and more common medium of communication,
is apparently a strong driving force and motivation
for the above–mentioned legislation and the conduct
of fundamental research on SMS messages as scien-
tific evidence.

Having said that, there is a large amount of re-
search on authorship attribution in general (Thisted
and Efron, 1987; Pennebaker and King, 1999; Dod-
dington, 2001; Woolls, 2003; Slatcher et al., 2004)

1http://www.aph.gov.au/house/committee/jscc/cybercrime bill/
2Some actual cases where authorship attribution was per-

formed on SMS and email messages are given in Grant (2007)
and Mohan et al. (2010).
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and on individual linguistic idiosyncrasies (Webber
et al., 2002; Shriberg and Stolcke, 2008; Ishihara,
2010) whereas studies specifically focusing on the
authorship of SMS messages in forensic contexts are
conspicuously sparse (cf. Mohan et al. 2010).

A possible scenario in which SMS messages can
be used as evidence of an incriminating act is as fol-
lows: the police authority obtained a set of incrimi-
nating messages written by a criminal while another
set of messages were obtained from a suspect. The
relevant parties would like to know whether these
two sets of messages were actually written by the
same author or different authors. We simulate this
scenario in our study.

This study adopts the approach used in other
forensic fields, such as DNA and speaker recog-
nition, the Likelihood Ratio (LR)–based evidence
evaluation (Aitken and Stoney, 1991; Aitken, 1995;
Robertson and Vignaux, 1995; Aitken and Taroni,
2004). As we know, SMS messages are usually
(very) short while the ways people write their mes-
sages are unique (e.g. the use of acronyms, short-
hand, etc) (Tagg, 2009). However, to the best of our
knowledge, there have not been any empirical stud-
ies on the authorship classification of SMS messages
in the framework of the LR (cf. Grant, 2007; Mohan
et al., 2010) . Thus, we cannot answer even some
fundamental questions, such as “How well can we
correctly identify two groups of messages that were
written by the same author as being written by the
same author, and mutatis mutandis, by different au-
thors?” and “What is the degree of strength of evi-
dence (= LR) that we are likely to obtain from SMS
messages?”. We attempt to provide some answers
to these questions by conducting a series of simple
authorship classification tests in the LR framework.

Thus, more precisely, the aims of this study are
to investigate 1) how accurately it is possible to
classify the authors of SMS messages; 2) what de-
gree of strength of evidence (LR) can be obtained
from SMS messages; and 3) how the performance
of the authorship classification and the strength of
evidence are influenced by the sample size for mod-
elling. The resultant LRs are calibrated by means of
the logistic regress calibration technique (Brümmer
and du Preez, 2006). The results of the classifica-
tion tests are evaluated by means of the techniques
originally proposed for automatic speaker recog-

nition and forensic voice comparison (Gonzalez–
Rodriguez et al., 2007). The effect of the calibration
on the LRs obtained from the SMS messages will
also be discussed.

2 Likelihood Ratio–based Approach

2.1 Likelihood Ratio

In the Bayesian analysis of evidence, opinions about
the hypotheses are expressed in the form of poste-
rior probabilities (or the posterior odd which is the
ratio of the two conditional probabilities) as shown
in (1), where Hp = prosecution hypothesis; Hd =
alternative or defence hypothesis; E = forensic ev-
idence. In the context of the forensic authorship
classification of SMS messages, E will be the simi-
larities/differences between the offender and defen-
dant SMS messages. Thus, the posterior odd is the
ratio between the probability that the same author
hypothesis (or the prosecution hypothesis) is true
(p(Hp|E)) and the probability that the different au-
thor hypothesis (or the defence hypothesis) is true
(p(Hd|E)), given the evidence (E).

p(Hp|E)
p(Hd|E)︸ ︷︷ ︸

posterior odds

(1)

The solution to (1) is Bayes’ theorem as the pos-
terior odds is the product of the prior odds (province
of the court) and the likelihood ratio (province of the
forensic scientist) as shown in (2).

p(Hp|E)
p(Hd|E)︸ ︷︷ ︸

posterior odds

=
p(Hp)
p(Hd)︸ ︷︷ ︸

prior odds

∗ p(E|Hp)
p(E|Hd)︸ ︷︷ ︸

likelihood ratio

(2)

It has been stressed that the task of the forensic
expert is to provide the court with a strength–of–
evidence statement by estimating the LR, and that
they should NOT be asked their opinion about the
probabilities given the evidence (= posterior odds)
(Aitken and Stoney, 1991; Aitken, 1995; Robertson
and Vignaux, 1995; Aitken and Taroni, 2004).

The likelihood ratio (LR) is the probability that
the evidence would occur if an assertion is true, rel-
ative to the probability that the evidence would oc-
cur if the assertion is not true (Robertson and Vig-
naux, 1995, p17). For forensic authorship classifica-
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tion, it will be the probability of observing the dif-
ference between the group of messages written by
the offender and that written by the suspect if they
have come from the same author (i.e. if the prose-
cution hypothesis is true) relative to the probability
of observing the same evidence if they have been
produced by different authors (i.e. if the defence hy-
pothesis is true). Thus, LR can be expressed in (3).

LR =
p(E|Hp)
p(E|Hd)

(3)

The relative strength of the given evidence sup-
porting the hypothesis is reflected in the magnitude
of the LR. The more the LR deviates from unity
(LR = 1; logLR = 0), the greater support for either
the prosecution hypothesis (LR > 1; logLR > 0) or
the defence hypothesis (LR < 1; logLR < 0). It is
also common practice to express the LR logarithmi-
cally, in which case the neutral value is 0. Unless
specifically expressed, log10LR values are used in
this study.

Although the value of LR quantifies the strength
of evidence, the value is not readily interpretable to
the court. Thus, in order to aid the court to interpret
LR values, some verbal interpretations of the ranges
of LR values have been proposed. The one proposed
by Champod and Evett (2000) is given in Table 1.
In this study, whenever appropriate, we verbally ex-
press the strength of evidence based on Table 1.

2.2 Likelihood Ratios in Forensic Science
LRs show many advantages for evidence evaluation
and presentation (Robertson and Vignaux, 1995,
p21). Firstly, the majority of evidence submitted to
the court is by nature only indicative, not determi-
native. For the indicative nature of evidence, which
means, in other words, forensic evidence has an un-
certain nature, probability is ideal to use in the infer-
ence process in a scientific way.

Another reason is that the role of forensic experts
is clearly defined in the legal system, with the de-
cision on whether or not the defendant is guilty not
being left to the forensics experts: this is the job of
juries (or judges in some judicial systems). Thus,
as expressed in §2.1, the task of the forensic expert
is NOT to provide their opinion about the source
of evidence, but to estimate and give the court the
strength of the evidence in the form of an LR.

Besides the appropriateness for the legal system
as explained above, LRs have another advantage in
evidence presentation: they allow evidence from dif-
ferent sources (e.g. voice, blood-stain) to be com-
bined to give an overall LR in support of a hypothe-
sis.

According to Daubert,3 any scientific and techni-
cal evidence needs to satisfy certain criteria to be ad-
mitted in court. These criteria can be summarised as
the issues of transparency and testability. It has been
well discussed that the use of LR for evidence eval-
uation and presentation is appropriate from the view
points of transparency and testability (Gonzalez–
Rodriguez et al., 2007).

3 Authorship Classification Tests:
Methodology

3.1 Database

In this study, we use the SMS corpus compiled by
the National University of Singapore (the NUS SMS
corpus).4 A new version of the NUS SMS cor-
pus has been released almost monthly, and we use
version 2011.05.11 which contains 38193 messages
collected from 228 authors. The top three countries
that contributed the most to the NUS SMS corpus
by the number of messages are Singapore, India and
the USA. 69% of the total messages were written by
native speakers of English; 30% by non–native; 1%
unknown. Male authors account for 71%; female
for 16%; unknown for 13%. The average length of a
message is 13.8 words with punctuations (sd = 13.5;
max = 231; min = 1).

3.2 Selection of Messages

In authorship classification tests, two types of au-
thor pairs—same author pairs and different author
pairs—are compared and evaluated using an LR
as discriminant function. The former same author
pairs are used for so–called Same Author Compari-
son (SA comparison) where two groups of messages
produced by the same author need to be correctly
identified as the same author whereas the latter dif-
ferent author pairs are for mutatis mutandis, Differ-
ent Author Comparison (DA comparison). Thus, we

3Daubert v. Merrel Dow Pharmaceuticals Inc., 509 US 593
(1993).

4http://wing.comp.nus.edu.sg:8080/SMSCorpus/
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LR Log10 equivalent Possible verbal equivalent
> 10000 > 4 Very strong . . .
1000 to 10000 3 to 4 Strong . . . support for the
100 to 1000 2 to 3 Moderately strong . . . prosecution
10 to 100 1 to 2 Moderate . . . hypothesis
1 to 10 0 to 1 Limited . . .

1 to 0.1 0 to -1 Limited . . .
0.1 to 0.01 -1 to -2 Moderate . . . support for the
0.01 to 0.001 -2 to -3 Moderately strong . . . defence
0.001 to 0.0001 -3 to -4 Strong . . . hypothesis
< 0.0001 < -4 Very strong . . .

Table 1: Verbal equivalents of LRs and Log10LRs (Champod and Evett, 2000).

need two groups of messages from each of the au-
thors in authorship classification tests.

As explained in §1, one of the aims of this study
is to investigate how the performance of the author-
ship classification and the strength of evidence are
influenced by the sample size, i.e. the number of
message words used for modelling. It can be safely
predicted that the more messages we can use, the
better the performance will be. However, each SMS
message is essentially short, and it is forensically un-
realistic to conduct experiments using thousands of
messages to model an author’s attribution. Thus, as
shown in Table 2, we created 15 different datasets
(DS) in which the number of words appearing in
each message group is different (N = 200, 400, . . .
2800, 3000 words).

For DS200, each message group contains a to-
tal of approximately 200 words. Since we cannot
control the number of the words appearing in one
message, it needs to be approximately 200 words.
In order to compile a message group of about 200
words, we added one message by one message from
the chronologically sorted messages to the group un-
til the word number reached more than 200 words.
As explained earlier, we need two groups of mes-
sages from the same author. For one message group,
we started from the top of the chronologically sorted
messages while for the other of the same author,
from the bottom so that the two groups of messages
from the same author are non–contemporaneous.
Thus, the topics of the messages belonging to one
group are likely to be different from those belonging
to the other.

It should be noted that the number of messages

DS+N auths. SA DA
DS200 85 85x2 14280x2
DS400 68 68x2 9112x2
DS600 56 56x2 6160x2
DS800 49 49x2 4704x2
DS1000 43 43x2 3612x2
DS1200 41 41x2 3280x2
DS1400 38 38x2 2812x2
DS1600 37 37x2 2664x2
DS1800 35 35x2 2380x2
DS2000 34 34x2 2244x2
DS2200 31 31x2 1848x2
DS2400 28 28x2 1512x2
DS2600 25 25x2 1200x2
DS2800 24 24x2 1104x2
DS3000 24 24x2 1104x2

Table 2: Dataset (DS) configurations: sample size (N)
= the number of words included in each message group;
auths. = the number of authors appearing in the DS; SA
= number of SA comparisons; DA = number of DA com-
parisons.

which were contributed by each author to the NUS
SMS Corpus is not the same: some contributed hun-
dreds of messages, but some just one. Thus, some
authors may not have enough messages to create
two groups of messages as specified by the sample
size. The second column of Table 2 shows the num-
ber of authors included in each DS. According to
the second column, the number of authors included
in the DSs decreases as the sample size increases.
For example, as for DS3000, two sets of 3000 word
messages can be created only from 24 authors. For
DS3000, 24x2 same author (SA) comparisons and
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1104x2 different author (DA) comparisons are pos-
sible.

3.3 Tokenisation and N-grams

The SMS messages were tokenised using the Sim-
pleTokenizer function of the opennlp-tools version
1.5.05 without any stemming algorithms. The Sim-
pleTokenizer provides simple tokenisation based on
space and punctuations.

In some cases, it is difficult to automatically lo-
cate a sentence boundary in SMS messages as the
use of upper/lower cases, punctuation, space, etc
do not always conform to the standard orthographic
rules. Therefore, the words appearing in the same
message were treated as a sequence of words, with-
out parsing them into sentences in this study.

We use the ngram-count and ngram functions
of the Speech Technology and Research Labora-
tory Language Modelling Toolkit (SRLM)6 in this
study. As explained in §3.2, we need to compare two
groups of messages many times. The ngram–count
function is used to build an N–gram language model
for a group of messages (model group). The resul-
tant N–gram language model should represent the
characteristics of this particular group of messages.
The ngram function is used to calculate log probabil-
ities between the N–gram language model of a given
group of messages (model group) and another given
group of messages (test group). The log probabili-
ties calculated by the ngram function show the de-
gree of similarities/differences between the former
group of messages which were modelled in the form
of the N–grams (model group) and the latter group
of messages (test group). The backoff technique was
used for the calculation of log probabilities (Jurafsky
and Martin, 2000).

An ‘open–vocabulary’ N–gram language model
(N = 1,2,3) was built for each group of messages.
The minimal count of N–grams was set as > 9,
which is the default setting of the SRLM toolkit.
Thus, all N–grams with frequency of < 9 was dis-
counted to 0. This is based on the results of some
test experiments, in which the classification perfor-
mance did not significantly improve with the thresh-
old being set as ≥ 5. The default Good–Turing dis-

5http://incubator.apache.org/opennlp/
6http://www.speech.sri.com/projects/srilm/

counting was used for smoothing.

3.4 Likelihood Ratio Calculation
There are some different formulae proposed for cal-
culating LRs (Lindley, 1977; Doddington, 2001;
Aitken and Lucy, 2004). In this study, a con-
ventional log10LR was estimated using the formula
given in (4) (Doddington, 2001).

LRi,j =
log10

Λi
author(j)

Λbackground(j)

Nj
(4)

Thus, the LRi,j of the test message group (j)
against the model message group (i) is defined to
be the log ratio of the similarity between the test
message group (j) and the author model (Λi

author) of
the model message group (i) to the typicality of the
test message against the background author model
(Λbackground), normalised by the number of words ap-
pearing in the test message group (Nj). The back-
ground author model was built in the cross–validated
manner, using all messages appearing in the NUS
SMS corpus, except those in comparison. The con-
figurations of the N–grams for the background au-
thor model are the same as those used for the model
message group.

The calculated raw LRs were calibrated using lin-
ear logistic regression using the FoCal toolkit7. Cal-
ibration is an affine transformation to a set of scores
(e.g. LRs) which involves a linear monotonic shift-
ing and scaling to the scores relative to a decision
boundary in order to minimise the magnitude and
incidence of scores which are known to mislead-
ingly support the incorrect hypothesis (Morrison et
al., 2011).

3.5 Evaluation
In this study, the results of the authorship classifi-
cation tests are rigorously assessed using the equal
error rate (EER), the Tippett plot, and the log–
likelihood–ratio cost or Cllr matrices (Brümmer and
du Preez, 2006). Using LR values as discriminant
scores, we can measure the accuracy of the author-
ship classification systems in terms of EER. EER is
a good indicator of the overall accuracy of a system,
but does not refer to how good the LR values are.
An LR is an estimate of the degree of support for a

7http://www.dsp.sun.ac.za/ nbrummer/focal/
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hypothesis against its alternative. Thus, the value of
an LR itself is very important.

The Tippett plots show the distributions of the
LRs given the prosecution hypothesis and the de-
fence hypothesis, respectively together. Useful in-
formation that the Tippett plots can graphically pro-
vide is not only how strongly the LRs support the
correct hypotheses but also how strongly the LRs
support the incorrect hypotheses. More detailed ex-
planations will be given about the Tippett plots when
the results of the classification tests are presented in
§4.

In short, the Tippett plots are graphical represen-
tations of the ‘goodness of LRs’ (Brümmer and du
Preez, 2006). However, they do not give a scalar
value of this goodness. The solution for this prob-
lem is the log–likelihood–ratio cost function or Cllr

(5), which is a measure proposed in the area of auto-
matic speaker recognition (Brümmer and du Preez,
2006),

Cllr =
1
2

(
1

NHp

NHp∑

iforHp=true

log2

(
1 +

1
LRi

)
+

1
NHd

NHd∑

jforHd=true

log2

(
1 + LRj

))

(5)

where NHp and NHd
are the number of LR values

in the evaluation set for the prosecution hypothesis
Hp being true or the defence hypothesis Hd being
true. As can be seen from (5), incorrect LR val-
ues (i.e. same author comparisons with LR < 1;
logLR < 0 and different author comparisons with
LR > 1; logLR< 0) will have a strong penalty (high
Cllr) and vice versa. The lower the Cllr value is, the
better the performance of the system is. Cllr can
be split into a discrimination loss (Cmin

llr )—which
is the value achievable after the application of a
calibration procedure—and a calibration loss (Ccal

llr )
(Cllr = Cmin

llr +Ccal
llr ). Thus, the Cllr can provide an

overall evaluation of a system while the Cmin
llr and

Ccal
llr can specifically show how the discrimination

loss and the calibration loss contributed to the over-
all performance of the system. The FoCal toolkit is
used to calculate Cllr in this study.

4 Authorship Classification Tests: Results
and Discussions

The results of the authorship classification tests with
different sample sizes are given in Table 3 in terms
of EER, Cllr, Cmin

llr and Ccal
llr .

DS+N EER Cllr Cmin
llr Ccal

llr

DS200 0.40 1.29 0.96 0.33
DS400 0.39 1.14 0.93 0.21
DS600 0.37 1.08 0.90 0.18
DS800 0.36 1.04 0.87 0.16
DS1000 0.32 0.99 0.84 0.14
DS1200 0.30 0.97 0.82 0.15
DS1400 0.30 0.94 0.78 0.15
DS1600 0.30 0.93 0.77 0.15
DS1800 0.28 0.90 0.78 0.12
DS2000 0.23 0.87 0.72 0.14
DS2200 0.20 0.86 0.68 0.17
DS2400 0.21 0.84 0.65 0.18
DS2600 0.20 0.81 0.67 0.14
DS2800 0.20 0.82 0.67 0.15
DS3000 0.20 0.80 0.62 0.17

Table 3: The results of the authorship classification tests
are given in terms of EER, Cllr, Cmin

llr , Ccal
llr with 15 dif-

ferent sample sizes (N).

With respect to EER, Cllr and Cmin
llr , the results

of the authorship classification tests improve as the
sample size increases. However, the Ccal

llr values do
not show much improvement after a sample size of
400. When the sample size is greater than 400, the
Ccal

llr values fluctuate between 0.12 and 0.18. That
is, the degree of calibration is more or less stable
with a sample size of 600 or greater, and the Cllr

values improve as the sample size increases because
the discrimination (not calibration) performance im-
proves. The Ccal

llr values given in Table 3 are fairly
small, even with a sample size of 200. That means
that the LRs obtained from SMS messages are well
calibrated.

The accuracy of the authorship classification in-
creases from c.a. 60% with a sample size of 200
words to c.a. 80% with a sample size between
2200∼3000 words. As can be judged from these
accuracies, SMS messages carry some idiosyncratic
information about the authors. The best result was
achieved with a sample size of 3000 in terms of Cllr
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(0.80).
To the best of our knowledge, Mohan et al.

(2010) is the only study on authorship attributions
of SMS messages, having an application to foren-
sics in mind. They reported in their study, in which
the NUS SMS corpus and an N–gram technique
were also used, that the author of an SMS mes-
sage could be correctly predicted with an accuracy
of 65%∼70%. Their reported accuracy is compara-
ble with that of the current study. However, what
their study lacks is the reference to the strength of
evidence (or LRs) as they did not employ the likeli-
hood ratio based approach.

Figure 1 contains the Tippets plots of the LRs ob-
tained with a sample size of 200 (panel 1), 1000 (2),
2000 (3) and 3000 (4). Figure 1 graphically shows
how the ‘goodness of the LRs’ changes with the in-
crease in sample size. The LRs, which are equal
to or greater than the value indicated on the x-axis,
are cumulatively plotted separately for the SA com-
parisons (black) and the DA comparisons (grey). In
Figure 1, both uncalibrated (dotted curves) and cal-
ibrated (solid curves) LRs are included. The cali-
brated LRs were obtained by the logistic–regression
calibration procedure which is a linear monotonic
transformation, using the FoCal toolkit. Calibration
aims to present the relevant information in such a
way that the fact finder makes appropriate decisions
(Ramos–Castro, 2007).

It can be observed from Figure 1 that before cal-
ibration, the crossing points of the SA and DA LRs
(dotted curves) are slightly off from log10LR = 0,
whereas, after calibration, the crossing points (solid
curves) are right on Log10LR = 0. Theoretically
speaking, the crossing point of the SA and DA LRs
should align with log10LR = 0 even before calibra-
tion.

The logistic–regression calibration brought differ-
ent effects on the LR values. When the sample size
is small (i.e. 200 and 1000), the calibration has re-
sulted in a major reduction in LR values (both cor-
rect and incorrect LRs). This major reduction of the
LRs resulted in the calibrated LRs being not very
meaningful as evidence. The ranges of the calibrated
LRs are from -0.220 to 0.439 for the SA compar-
isons and from -0.281 to 0.443 for the DA compar-
isons with a sample size of 200 (Figure 1–1). Ac-
cording to Table 1 in which the verbal interpretations

of LR values are given, the LRs between 0 and 1 for
the SA comparisons and those between -1 and 0 for
the DA comparisons provide only “limited” support
for the prosecution and defence hypothesis, respec-
tively.

Even with a sample size of 1000 (Figure 1–2), al-
most all of the calibrated LRs fall in the range of
between -1 and 1. That is, again, the calibrated LR
values give only “limited” support for either hypoth-
esis.

With a sample size of 3000 (Figure 1–4), the cal-
ibration leads to the enhancement of the LRs: the
ranges of the calibrated LRs are 2.868 (from -0.657
to 2.211) and 4.711 (from -2.735 to 1.976) for the
SA and DA comparisons, respectively, which are
much larger than the ranges of the uncalibrated LRs:
1.606 (from -0.184 to 1.422) and 2.640 (-1.349 to
1.291) for the SA and DA comparisons, respectively.
The strongest calibrated LR values are 2.211 and
-2.735 for the SA and DA comparisons, respectively.
These values can be quoted as showing “moderately
strong” support for the same and different author hy-
pothesis, respectively.

Approximately 10% of the same author LRs
“moderately” or “moderately strongly” support the
same author hypothesis and approximately 65%
have only “limited” support for the same author hy-
pothesis. Likewise, approximately 15% of the dif-
ferent author LRs have “moderate” or “moderately
strong” support for the different author hypothesis
and approximately 60% have only “limited” support
for the different author hypothesis.

The downside of this enhancement in LR values
with a large sample size (i.e. 3000 words) is that
the misleading LRs also increased their values after
calibration. For example, the most misleading un-
calibrated LR value for the DA comparisons is LR
1.291, which is incorrectly in favour of the same au-
thor hypothesis. After calibration, this misleading
LR was intensified to LR 1.976. This value could be
presented in court by a forensic expert as “moder-
ately” supporting the same author hypothesis. This
is a grave concern.

Considering the fact that SMS messages are usu-
ally (very) short, it may not be forensically realistic
to be able to use as many as 3000 words for SMS
authorship classification. Please note that the aver-
age length of a message is 13.8 words in the NUS
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Figure 1: Tippet plots showing uncalibrated (solid curves and calibrated (dotted curves) LRs for the sample size (N)
of 200 (panel 1); 1000 (2); 2000 (3) and 3000 (4). Grey = same author (SA) comparisons; black = different author
(DA) comparisons.

SMS corpus, and therefore about 218 messages are
required to be equivalent to 3000 words. However,
our results demonstrated that if the sample size is
small (≤ 1000), having real cases in mind, the ob-
tained LRs only give “limited” support for either hy-
pothesis.

5 Conclusions

We found out that 1) the classification accuracy
reaches c.a. 80% when we use a sample size of
2200 words or more; 2) the calibrated LR values
are very weak, in particular when the sample size is

small (≤ 1000), in that the LR values provide only
“limited” support for either hypothesis; 3) when we
use a large sample size (i.e. 3000), the approxi-
mately 10∼15% of the calibrated LR values provide
“moderately strong” support for either of the correct
hypotheses whereas the calibration undesirably in-
creases the values of the misleading LRs as well.

6 Future Studies

The techniques we employed are rather simple and
standard. Therefore, there is some room whereby
the classification accuracy and the magnitude of the
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LRs can improve even with a small set of messages
if we apply different techniques. For this purpose,
we should try different techniques at all different
stages of the authorship classification (i.e. focus
on specific words/expressions which are high in id-
iosyncrasy, pre–process of messages prior to mod-
elling, different modelling techniques, different LR
calculation techniques) to see how much we can im-
prove the results of the authorship classification.

In order to estimate the strength of evidence
as an LR, a background sample from the relevant
population—in other words, the potential popula-
tion of offenders—is essential. The SMS messages
included in the NUS SMS Corpus are largely from
Singaporeans. If we know that the offender is Singa-
porean, the SMS messages which were contributed
by Singaporeans are appropriate as a background
population data and desirable to estimate the accu-
rate strength of evidence in LRs. However, if we
know that the criminal is an Australian person, the
use of this corpus is not suited in order to estimate
the strength of evidence. Thus, in order to operate
a forensic SMS authorship classification analysis in
real cases, and calculate an LR as accurately as pos-
sible, the choice of appropriate population data is
important. However, it goes without saying that this
is difficult in many cases due to the lack of appro-
priate corpora. In the context of Australia, we lack
a corpus of SMS messages written by Australians,
which prevents forensic scientists from using SMS
messages as evidence and limits the fundamental
forensic studies on authorship classification in SMS
messages. Thus, a compilation of a relevant corpus
is an urgent task in Australia.
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