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The purpose of  t h i s  b r i e f  note is  to argue 

tha t ,  whatever the j u s t i f i c a t i o n  of  semantic 

p r i m i t l v e s  fo r  language understanding may be [see 

Wilks 1977] there is  no reason to be l ieve  tha t  i t  

re la tes  to v i s i o n  in any strong sense. 

By "semantic p r i m i t i v e s "  I mean the general 

so r t  o f  item proposed w i t h i n  A r t i f i c i a l  I n t e l l i -  

gence (AI) by Wllks (1972, 1977), Schank (1973) 

and w i t h i n  l i n g u i s t i c s  by Fodor and Katz (1963), 

Jackendoff (1975) among many o the rs ,  in both cases. 

The g e n e r a l i t y  o f  these items is essen t ia l  to my 

argument, and I sha l l  not count as semantic 

p r i m i t i v e s  items used fo r  special  tasks,  whether 

or not those tasks are re la ted to v i s i o n ,  as are 

the v i sua l  desc r i p t i on  p r i m i t i v e s  of  Johnson- 

La i rd  (1977). 

Spat ia l  versus v i sua l  

What fo l l ows  is h i g h l y  naive and specu- 

l a t i v e :  i t  w i l l  rest  l a rge l y  upon the oppos i t ion  

o f  l i n g u i s t i c  knowledge to spa t ia l  and v i sua l  

knowledge respec t i ve l y .  I take i t  fo r  granted 

tha t  the l a t t e r  are not necessar i l y  connected, 

and so to e s t a b l i s h  tha t  ~e need spa t i a l  know- 

ledge to understand language ( to name a task at 

random) does not e s t a b l i s h  tha t  we need v i sua l  

knowledge. The lack of  necessary connexion is  

shown by such hackneyed examples as the person 

b l i n d  from b i r t h ,  who has no v i s u a l ,  but a great 

deal o f  s p a t i a l ,  knowledge. 

One i n i t i a l  reason fo r  d i s t i n g u i s h i n g  the two 

is the great  deal o f  argumentat ion in l i n g u i s t i c s  

in recent years tha t  f a l l s  under the general 

heading Ioca l ism.  This t h rus t  o f  argumentat ion 

has sought to e s t a b l i s h  the cen t ra l  ro le  o f  spa t ia l  

concepts in l i n g u i s t i c s ,  and among i t s  best known 

proponents are Anderson (1971), F i l lmore  (1977) 

and Jackendoff (1975). One stand in t h i s  v iew is 

to argue tha t  temporal express iomare  in general 

reducable, in some sense, to spa t ia l  ones: tha t  

in ten minutes (a time expression) is  dependent 

on the spa t i a l  sense of  such forms as in f i v e  

mi les .  This is a very d i f f i c u l t  and general 

debate: there is  con t ra ry  evidence from cu l t u res  

where space is ind ica ted  by time (The a i r p o r t  is  

i.S about ten mlnutes a~az), and there is a strong 

ph i l osoph i ca l  t r a d i t i o n ,  centred round Kant, tha t  

our sense o f  time is  l o g i c a l l y  p r i o r  to our sense 

of  space. That Is to say, we could conceive o f  

s t r u c t u r i n g  our exper ience w i thou t  the concept o f  

space, but not w i t hou t  tha t  o f  time because, i f  we 

could not know tha t  one event preceded another ,  

then we could probably not know anyth ing at a l l ;  

not even mathematics i f  tha t  cons is ts  at bottom in 

sequences of  opera t ions .  M icho t te ' s  famous 

experiments on the w i l l i n g n e s s  of  subjects to 

a t tach the word cause to moving p i c tu res  of  pa i rs  

of  " s t r i k i n g  b i l l i a r d  b a l l s "  is  sometimes c i t ed  

as p rov id ing  a v i sua l  basis fo r  c a u s a l i t y  (Clarke 

& Clark 1977), al though the no t ion  of  c a u s a l i t y  

may wel l  in fac t  make no sense w i thou t  the 

concept o f  t ime. We could asser t  (wrongly,  as i t  

happens) tha t  l i g h t e n i n g  causes thunder w i thou t  

the a id o f  a spa t i a l  concept,  but not w i t hou t  a 

temporal one. 

The log ica l  or l i n g u i s t i c  p r i q r i t y  o f  space 

to time is by no means a se t t l ed  mat ter ,  and 

ne i t he r  there fo re  is  the thes is  o f  loca l i sm.  I 

have argued tha t  the ro le  o f  the v i sua l  in 

language is not necessar i l y  supported by the need 

fo r  spa t i a l  knowledge, and so the s ta tus  o f  the 

l a t t e r  need not be discussed. Nonetheless, I 

have quest ioned the s e l f - e v i d e n t i a l  t r u t h  o f  
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Iocal ism, j us t  in case anyone should th ink  tha t ,  

i f  i t  were t rue ,  i t  would support the c e n t r a l i t y  o f  

v isua l  knowledge in language understanding. 

Let us now, as the b r i e f  substance o f  th is  

paper, look at  three arguments that  might be put 

forward to support the dependence, or i n t e r -  

dependence, of  l i n g u i s t i c  and v isual  knowledge. 

Evolu t ionary  ar~umants 

This comes in phy logenet ic  and ontogenet lc  

forms. The former is the ingenious argument 

(Gregory 1970) tha t ,  since the human race has been 

able to see fo r  many times more m i l l e n i a  than i t  

has been able to speak or w r i t e ,  then i t  might 

seem reasonable to be l ieve ,  on evo lu t i ona ry  

grounds that  the bra in " took over"  the e x i s t i n g  

v isua l  s t ructures fo r  language understanding and 

product ion.  This argument may wel l  be t rue,  but 

at  present there is no independent evidence that  

would count fo r  or against  i t .  

The "ontogenet ic  form" of the argument - in 

the i n d i v i d u a l ,  that  is - is that  one f i r s t  learns 

words e s s e n t i a l l y  through the v isual  channel,  and 

so again our l i n g u i s t i c  knowledge is e s s e n t i a l l y  

dependent upon v isual  c r i t e r i a  and exper ience.  

The best quick answer is to turn to the sor t  o f  

word o f ten used as a semantic p r i m i t i v e  in AI 

language understanding systems: STUFF (=substance), 

ATRANS (=changing the ownership of  an e n t i t y ) ,  

CAUSE (=preceding and necess i ta t ing  an event ) .  

I t  is h igh ly  dubious that  such very general 

concepts are, or can be, taught by v i s u a l /  

ostensive methods. Can one po in t  at substance as 

such? One may want, or  mean, to ,  but can one in 

fac t  r e l i a b l y  do so? 

One s t ruc ture  fo r  many purposes 

This is a widespread view in AI that  has been 

argued for  e x p l i c i t l y  by Hinsky (1975) and Rieger 

(1976), among others.  Roughly speaking, i t  is 

that  implemented systems should use a s ing le  

knowledge s t ruc ture  fo r  a range o f  purposes: 

language understanding, problem so lv ing ,  e tc .  

I t  is an add i t i ona l  assumption that  human beings 

do funct ion in th is  way. 

The thesis can be expressed at many l eve l s ,  

and at a s u f f i c i e n t l y  general level  i t  is almost 

c e r t a i n l y  t rue.  But i t  might then mean no more 

than that a s ing le  programming language could 

express general sub-rout lnes fo r  pars ing,  noise 

reduct ion etc .  fo r  a number o f  input channels. 

At a more spec i f i c  level  was the thes is ,  not now 

wide ly  supported, that  language and v i s i on  in some 

sense shared the same "grammar", in the sense o f  

Chomsky's t ransformat iona l  grammar (Clowes 1972). 

S t r i k i ng  evidence from the p a r a l l e l i s m  between 

v isual  and l i n g u i s t i c  ambigui ty was found, and the 

fac t  that  Chomsky's grammars no longer seem such 

p laus ib le  candidates fo r  such a ro le  does not mean 

that  the thesis i t s e l f  is fa lse  at that  l eve l .  

Let us concentrate fo r  a moment on two more 

spec i f i c  l eve ls .  F i r s t ,  consider the well-known 

contrast  between such sentences as: 

The paper moved 

The dog moved 

L ingu is ts  who d i f f e r  about much e lse would 

want to ascr ibe a not ion of  agency to the subject 

o f  the second sentence but not the f i r s t .  Hany 

in AI working on natura l  language would agree, and 

add that  the not ion of  agency is essent ia l  i f  o ther  

important inferences are to be made. But, sure ly  

no one would argue that  agency is ,  in any useful 

sense ascribed a v isua l  c r i t e r i a ,  that  could be 

reduced to the v isual  d i f fe rences  o f  paper and 

dogs. I t  is in fac t  a complex t heo re t i ca l  not ion 

dependent upon our b e l i e f s  and theor ies  about the 

wor ld:  we do not now a t t r i b u t e  agency to t rees ,  

though some fe l l ow  humans do. But th i s  d i f f e rence  

is a t heo re t i ca l  ( inc lud ing  l i n g u i s t i c )  one, not 

one o f  d i f f e rence  of  v isual  percept ion.  

Secondly, we may return to general semantic 

p r i m i t i v e s  o f  the sor t  a l ready mentioned (and 

s i m i l a r  inventor ies  may be found in (Bierwisch 

1970) and (Leech 1974)). 

There are many possib le ways in which one 

might seek to j u s t i f y  such p r i m i t i v e s  (see Wilks 

1977), and Bierwisch (1970) has gone on record 

as saying that  they do denote, and are to that  

extent  dependent upon v i s u a l l y  observable 

e n t i t i e s .  I suggested above that that  may not be 

so: one may po in t  at t r eac le ,  water or elephant 

meats but i t  is not so c lear  one can po in t  at 

SUBSTANCE, yet  th is  not ion has a ro le  to p lay in 

language understanding fo r  how, wi thout  i t ,  can 

one economical ly  express such axioms as "A 

quan t i t y  o f  a substance plus a q u a n t l t ~ o f  i t  
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y i e l d  a quan t i t y  3 o f  i t " .  This axiom is not t rue 

o f  physical  ob jec ts ,  as d i s t i n c t  from substances. 

A well-known confusion must be avoided here: 

i t  may wel l  be t rue,  as the model t heo re t i c  

semant ic is ts  l i ke  Montague c la im, that  any 

con ten t fu l  no t ion ,  p r i m i t i v e  or  not ,  re fers  to a 

funct ion o f  sets. In that  sense move might be 

said to re fe r  to a set o f  e n t i t i e s  that  move. 

However, th i s  po in t  about log ica l  reference 

has no consequences fo r  the po in t  about whether 

or  not such p r i m i t i v e s  denote e n t i t i e s  in the 

real  wor ld.  

Visual and spa t ia l  imagery 

F i n a l l y ,  i t  is sometimes argued that  the 

s t ructures under ly ing language must depend upon 

those under ly ing v i s i on  i f  on ly  because natura l  

language is so f u l l  o f  v isua l  imagery. In 

whatever sense " v i sua l  imagery" is taken, th i s  

fac t  i s ,  I be l i eve ,  i r r e l e v a n t  to any precise 

asser t ion under d iscuss ion,  by which I mean any o f  

I )  Language understanding processes in humans 

depend, e i t h e r  as to p r i m i t i v e  elements or 

s t ruc tu re ,  on v isua l  exper ience and the 

mechanisms that  i n t e r p r e t  i t .  

I I )  The s p e c i f i c a t i o n  o f  language in humans has 

no s i g n i f i c a n t  over lap ,  in terms o f  p r i m i t i v e  

elements or s t ruc tu re ,  w i th  that  of  o ther  

f a c u l t i e s ,  l i k e  v i s i o n .  

I I I )  Visual processes in humans depend, e i t h e r  as 

to elements or  s t ruc tu re ,  on l i n g u i s t i c  

experience and the mechanisms that  i n t e r p r e t  

and produce (s ic)  i t .  

For a l l  three theses on ly  anecdotal evidence 

is a v a i l a b l e ,  though I would be strengthened by 

empi r ica l  evidence that  the b l i nd  from b i r t h  were 

less able to understand the use o f ~ s u a l  imagery 

in language. Those w i th  a p r e d e l l c t i o n  fo r  motor 

theor ies  should be tempted to consider the Whorfian 

thes is  I I I  (Whorl, remember, be l ieved we might 

perce ive,  say l i g h t n i n g ,  as an e n t i t y ,  ra ther  than 

an a c t i v i t y  or process because we denoted i t  by 

a member of  the t heo re t i ca l  category NOUN, ra ther  

than VERB) since, as the s t ruc tu ra l  d i f f e rence  o f  

I and I I I  makes c l ea r ,  language is an a c t i v i t y  in 

a way v i s i on  is not.  

Thesis I I  w i l l  be agreeable to those who are 

impressed by the way in which confusion can a r i se  

when one t r i e s  to br ing together in format ion on 

the same top i c ,  but obta ined v ia  d i f f e r e n t  

channels. As when one re fers  to two c i t i e s  whose 

mutual r e l a t i o n  o f  pos i t i on  one knows from a map; 

between which one can d r i ve  "w i thou t  t h i nk i ng " ;  

and a lso about both o f  which one has a great  deal 

o f  t e x t u a l / f a c t u a l  in fo rmat ion .  Readers o f  

(Fillmore 1977) w i l l  f eca l |  his attempt to 

describe the r e l a t i o n  o f  a text-based frame and 

an e x p e r i e n t i a l l y - b a s e d  scene to the same 
, ,  

s i t u a t i o n .  I th ink  AI workers a t  t h i s  p a r t i c u l a r  

i n te r face  could p r o f i t  from cons ider ing the 

ex tent  to which such possib le incons is tenc ies  

can be matters o f  theory ra ther  than s u p e r f i c i a l  

f ac t :  an observer who is asked whether two sides 

o f  a long ra i lway  l i ne  meet at the f u r thes t  po in t  

he can see w i l l  g ive an answer not independent 

o f  o f  his abst ract  (poss ib ly  l i n g u i s t i c a l l y  based) 

theory o f  p a r a l l e l  l i nes .  

In conclus ion,  th i s  note has t r i e d  to do no 

more than ward o f f  ce r ta in  confusions,  and to 

stress how many po in ts  o f  view are s t i l l  open, 

stnce the evidence fo r  and against  them is no 

more than anecdota l ,  even when the anecdotes come 

from Psychology labs. The choice between theses 

1/11/111 is a metaphysical one, in the more red- 

blooded sense o f  that  o v e r t i r e d  word: i t  cannot 

be made on empi r ica l  grounds now, but i t  can have 

important p rac t i ca l  consequences about where one 

chooses to look fo r  answers. 
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