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Abstract

This paper presents the Know-Center system
submitted for task 5 of the SemEval-2019
workshop. Given a Twitter message in either
English or Spanish, the task is to first detect
whether it contains hateful speech and second,
to determine the target and level of aggres-
sion used. For this purpose our system uti-
lizes word embeddings and a neural network
architecture, consisting of both dilated and tra-
ditional convolution layers. We achieved aver-
age F1-scores of 0.57 and 0.74 for English and
Spanish respectively.

1 Introduction

The ever-increasing number of message board fo-
rums, social media platforms and other websites
that allow user comments enable participants to
express their opinions freely and sometimes even
anonymously. This barley restricted access in
combination with the unmanageably vast amount
of user-generated content unfortunately also cre-
ates an environment, which is vulnerable to pro-
fanity and hateful speech, rendering it hostile to
the individuals or groups of people targeted. This
problem is of increasing importance (Kettrey and
Laster, 2014) and calls to establish systems that
allow for automated detection of such behavior.

While detecting abusive language by it self is al-
ready a challenging task, (Malmasi and Zampieri,
2018) showed that it is even harder to differentiate
between its subtypes. Messages containing pro-
fanity, sexism, racism and other forms of hateful
speech may be formed using very similar vocabu-
laries. Additionally, these subtypes may overlap,
making data sets dependent on the subjective judg-
ments of annotators. This may be particularly true
for finding a threshold distinguishing aggressive
and none-aggressive speech. In a task organized as
part of COLING 2018 (Kumar et al., 2018) 15,000

participants were asked to detect aggressive be-
haviour in a data set of Facebook posts. Even the
best system only obtained a weighted F1-score of
0.64.

Task 5 of the SemEval-2019 workshop (Basile
et al., 2019) aims to accelerate the research and de-
velopment of such systems. It comprises two dis-
tinct subtasks. The first subtask is devoted to de-
tect hateful speech against immigrants and women
in Twitter messages. For the second subtask, mes-
sages that are detected to be hateful are investi-
gated further. Here, the goal is to identify ag-
gressive behaviour and the target, women or immi-
grant, harassed. Given the multilingual nature of
the task, systems for both English and Spanish are
required. For the design and evaluation of these
systems, training data sets for both languages are
provided. The English data set consists of 9000
annotated messages whereas the Spanish data set
consists of 4500.

Closely related, another task is hosted at the
SemEval-2019 workshop, dealing with offensive
language in social media and the individuals and
groups targeted by it (Zampieri et al., 2019).

The rest of the paper is organized as follows. In
the next section we give an overview of work that
has been done in the field of detecting hateful and
abusive speech. Section 3 describes our submitted
system, including the pre-processing performed as
well as the classifier trained on the data sets pro-
vided. In section 4 we show the results of our sys-
tem and compare them with those of other partici-
pants in this challenge. Section 5 contains a brief
summary.

2 Related Work

The problem of abusive behaviour in online me-
dia has been addressed in various fields. (Olteanu
et al., 2018) address the causes for hateful speech
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Figure 1: Network architecture of our classifier. Our system makes use of different strategies of applying convolu-
tions, including dilated convolutions.

and in particular the effects of violent attacks per-
formed by extremist groups and individuals. They
were able to show, that such events majorly fuel
hateful comments on Twitter and Reddit.

For the detection and classification task multi-
ple methods have been previously explored. One
approach involves the identification of words and
parts of words in the form of character n-grams,
that are the most indicative of hateful speech
(Waseem and Hovy, 2016; Nobata et al., 2016). A
potential downside of such approach might be that
the meaning of a word may depend on the con-
text it is used in (Sood et al., 2012). Chen et al.
(2012) tried to overcome this issue by employing
word n-grams. However, this is associated with an
increase in feature space.

Another approach is to employ word embed-
dings in order to capture similarities between
words (Badjatiya et al., 2017). Extending this
method, Djuric et al. (2015) used paragraph2vec
(Le and Mikolov, 2014) to encode whole mes-
sages and detect hateful messages in the embed-
ding vector space. In addition to these lexical
features, linguistic and syntactic features can be
extracted. These may include the length of mes-
sages, average length of words, number of punctu-
ations, Part-of-Speech (PoS) tags and dependency
relationships (Nobata et al., 2016).

Recent work on this topic include different neu-
ral network architectures to classify text. Here
either recurrent neural networks (RNNs) like
LSTMs and GRUs, convolutional neural networks
(CNNs) or both have been researched (Zhang and

Luo, 2018; Zhang et al., 2018; Badjatiya et al.,
2017).

3 System Description

Following the latest developments in the field of
text classification, our system utilizes different
convolutional filters in order to extract features. In
the following sections we will describe the steps
performed to pre-process the raw text messages
and the network architecture used.

3.1 Pre-Processing

Given the raw Twitter messages, several steps
of pre-processing are applied. First we follow
the suggestions of Pennington et al. (2014),
which involves the replacement of certain char-
acters by tags. User mentions are replaced by
"<user>", numbers by "<number>", web
links by "<url>" and repeating characters like
"!!!" by "! <repeat>". Furthermore,
words that are written using uppercase characters
only are replaced by the same word in lowercase,
followed by "<allcaps>". Hashtags like
"#IllegalImmigrants" are replaced with
"<hashtag> illegal immigrants",
splitting the text before each uppercase char-
acter. The resulting text is then padded with
"<space>" to match the length of the longest
message.

The sequences are then encoded using pre-
trained word embeddings. For English, the
200-dimensional GloVe embeddings from Pen-
nington et al. (2014) are used, because they
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were trained on Twitter messages and include
vectors for the tags mentioned above. For
Spanish, the 300-dimensional GloVe embeddings
trained on the Spanish Billion Word Corpus
(Cardellino, 2016) are used. Unknown words
were replaced by "<unknown>" in English and
"desconocido" in Spanish. These embed-
dings are then directly fed to our neural network
classifier.

In order to compare our model to traditional ap-
proaches as discussed above, we also implemented
a second pre-processing pipeline. This takes the
padded sequences, applies stemming and extracts
n-grams tuples with n being in the range from one
to four words. These tuples are then vectorized
using TF-IDF.

3.2 Classification

The detection of hate speech as well as the clas-
sification of aggressive behavior and the target
harassed can be seen as three independent bi-
nary classification tasks. Hence, we can use the
same model for each individual subtask and lan-
guage. The only exception to this is the size of
the input, since the the English embedding is 200-
dimensional, whereas the Spanish embedding is
300-dimensional.

The network itself employs five different filter
types, as shown in Figure 1. All of them are 1-
d convolutions, meaning that the windows spread
along all dimensions of the embedding size and
only move along the words in a message. The
first three are traditional convolutional filters with
a window size of two, three and four words. These
can be seen as n-gram feature extractors. The
other two filters have a window size of two, but
are dilated with dilation rates of two and three.
By skipping words in between two other words,
these filters may extract word combinations that
may otherwise be missed due to the low impor-
tance of the words in the middle. All filter types
use a stride of one, same padding and rectified lin-
ear units (ReLUs) as activation functions. For each
of the five filter type, 100 filters are used. Max-
pooling with a filter size of four and a stride of
four is performed on all, to reduce dimensional-
ity. In the next layer, the filter maps are concate-
nated and global max-pooling is performed. This
flattens the filters in a non-parametric way and ex-
tracts the most pronounced features along all fil-
ters. Finally, these features are fully connected

Model EN ES
CNN + DIL 0.78 0.82
CNN 0.77 0.80
SVM 0.63 0.68
LogReg 0.65 0.68
SVM (n-gram TF-IDF) 0.76 0.81
LogReg (n-gram TF-IDF) 0.76 0.77

Table 1: Comparison of model performance (F1-score)
on the training set for subtask 1 (hate speech detection).

with one output neuron, which uses the sigmoid
activation function. The network is trained for
ten epochs using the Adam optimization algorithm
(Kingma and Ba, 2014) and a batch size of 32.

We found this model to yield the best perfor-
mance, comparing it to various other approaches.
For the test set we selected ten percent of the train-
ing data points randomly and stratified. The re-
sults of this comparison can be seen in table 1. In
order to evaluate the effectiveness of dilated con-
volutions we removed them from the model, leav-
ing just the three regular convolutional filter types.
As a result the F1-scores dropped by 0.01 in En-
glish and 0.02 in Spanish. Furthermore, logistic
regression and SVM classifiers were trained both
on the word embeddings and the n-gram based TF-
IDF features. On the training data our approach
performs slightly better than these. One reason
for this very marginal improvement over the tra-
ditional approaches may be the size of the training
set. In order to train a model with a high number
of parameters like ours large data sets are majorly
beneficial.

4 Results

Here we show the performance of the Know-
Center system on the challenge’s official test sets
and compare it with the performances of the other
participants. The results are shown in Tables 3
and 2 for the English and Spanish tasks respec-
tively. The provided rankings refer to the average
F1-scores over all subtasks, namely hate speech
detection, target classification and aggression clas-
sification.

As illustrated, the Know-Center system
achieved F1-scores of 0.45 and 0.72 in identifying
hate speech in English and Spanish. For the target
classification, we achieved F1-scores of 0.69 and
0.81. In detecting aggressive behavior, our system
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# Team name AVG HS TR AG
1 MITRE 0.77 0.76 0.82 0.73
2 Saagie 0.76 0.72 0.81 0.76
3 Atalaya 0.76 0.74 0.81 0.73
4 CIC-2 0.76 0.73 0.80 0.74
5 INGEOTEC 0.75 0.71 0.82 0.74

10 Know-Center 0.74 0.72 0.81 0.70
15 SVC baseline 0.74 0.70 0.78 0.73
26 MFC baseline 0.40 0.37 0.42 0.41

Table 2: F1-scores for each subtask in Spanish (sub-
task 1: hate speech detection (HS), subtask 2: target
(TR) and aggression (AG) classification) as well as the
overall average (AVG) per team, including their rank
(#)

achieved F1-scores of 0.57 and 0.70.

This is particularly interesting when comparing
these results with the once obtained on the train-
ing data. Here the Spanish model performs sim-
ilarly, but the English model does not. In gen-
eral, the F1-scores obtained in the Spanish sub-
tasks are better across all teams, even though less
teams participated in it. One reason for that may
be differences between training and test set. Be-
sides that, our model uses high dimensional fea-
tures, given the size of the word embeddings and
the message length. For this, the size of the train-
ing set is very small, which makes it difficult to
train a model with a high number of parameters
such as ours. Even though a validation set was
used during training, the possible homogeneity of
the training set may have led to an over-fitting of
the model.

5 Conclusion

We framed the tasks an a binary text classifica-
tion problem, for which we developed a classifi-
cation method that we used to participate in both
subtasks of task 5 of the SemEval-2019 workshop.
The classifier makes use of word embeddings and
CNNs to identify hate speech in Twitter messages,
determine the target and aggressive behavior. The
same pre-processing and network architecture has
been used for all tasks and languages. Averaged
over all subtasks we achieved F1-scores of 0.57
and 0.74 for English and Spanish respectively.

# Team name AVG HS TR AG
1 scmhl5 0.63 0.60 0.71 0.59
2 alonzorz 0.61 0.52 0.75 0.57
3 MITRE 0.61 0.53 0.74 0.58
4 SINAI-DL 0.61 0.52 0.71 0.60
5 YNU NLP 0.61 0.50 0.71 0.62

17 SVC baseline 0.58 0.45 0.70 0.59
20 Know-Center 0.57 0.45 0.69 0.57
42 MFC baseline 0.42 0.37 0.45 0.45

Table 3: F1-scores for each subtask in English (subtask
1: hate speech detection (HS), subtask 2: target (TR)
and aggression (AG) classification) as well as the
overall average (AVG) per team, including their rank
(#)
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