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Abstract

This paper describes the system we developed
for SemEval 2019 on Multilingual detection
of hate speech against immigrants and women
in Twitter (HatEval - Task 5). We use an
approach based on an Attention-based Long
Short-Term Memory Recurrent Neural Net-
work. In particular, we build a Bidirectional
LSTM to extract information from the word
embeddings over the sentence, then apply at-
tention over the hidden states and finally feed
this vector to another LSTM model to get a
representation from de data. Then, the output
obtained with this model is used to get the pre-
diction of each of the sub-tasks with models
based on neural networks and linguistic char-
acteristics.

1 Introduction

Nowadays, the number of content generated by
users on social networks is growing rapidly. In
this context, the problem of detecting and limit-
ing the dissemination of the Hate Speech is be-
coming a matter of great importance. Therefore,
many efforts are dedicated to studying and treating
this phenomenon. A large number of workshops
on this topic have been developed in recent years,
which reflects the interest of many researchers.

Some examples are the Workshop on Trolling,
Aggression and Cyberbullying (Kumar et al.,
2018), that included a shared task on aggression
identification; the tracks on Automatic Misog-
yny Identification (AMI) (Fersini et al., 2018a)
and on Autohorship and Aggressiveness Analy-
sis (MEX-A3T) (Álvarez-Carmona et al., 2018)
proposed at IberEval 2018; the Automatic Misog-
yny Identificationtask at EVALITA 2018 (Fersini
et al., 2018b), the Workshop on Abusive Language
(Waseem et al., 2017) and the GermEval Shared
Task on the Identification of Offensive Language
(Wiegand et al., 2018).

The proposed works have used different fea-
tures and models. Among them, models based
on deep learning, such as Recurrent Neural Net-
works (RNN) and Convolutional Neural Networks
(CNN) have been widely used.

This paper presents a strategy based on RNN,
which is an extension of previous models pro-
posed for the tasks MEX-A3T and EVALITA 2018
(Cuza et al., 2018; la Peña Sarracén et al., 2018).
Those models use an Attention-based LSTM in-
spired by the work (Yang et al., 2016). In this
work the authors use a hierarchical attention net-
work for document classification and their experi-
ments show that the architecture outperforms pre-
vious methods. This last model has two levels of
attention mechanisms applied at the word and sen-
tence level, enabling it to attend differentially to
more and less important content when construct-
ing the document representation.

The aim of the proposed extension in this work
is not only the hate language identification, but
also the study of other features of hateful mes-
sages. In this case, the model based on the Atten-
tion mechanism and the LSTM is used as a repre-
sentation of the input. This representation is then
used to detect the hate language with a fully con-
nected network. In addition, it is combined with
some linguistic characteristics to analyze the other
features of hateful messages. The objective has
been defined for the HatEval1 shared task on Se-
mEval 2019.

The HatEval (Basile et al., 2019) task consists in
Hate Speech identification in messages from Twit-
ter in Spanish and English. The main objective
focuses on detecting the hate expressed against
women and immigrants in particular. The task is
divided into two related subtasks: a binary classi-
fication as a first sub-task about Hate Speech de-

1https://competitions.codalab.org/competitions/19935



417

tection, and another one where other features of
hateful contents is investigated:

• TASK A - Hate Speech Detection against Im-
migrants and Women: Predicting whether a
tweet with a given target (women or immi-
grants) is hateful or not (HS).

• TASK B - Aggressive behavior and Target
Classification: Classifying hateful tweets as
aggressive or not (AG), and second iden-
tifying the target harassed as individual or
generic (TR).

The paper is organized as follows. Section 2
describes the proposed methodology. Experimen-
tal results are then discussed in Section3. Finally,
we present our conclusions with a summary of our
findings in Section 4.

2 Methodology

In this work, a simple preprocessing is performed
in which the text is cleaned. First, emoticons,
hashtags, urls, and other strings that do not rep-
resent alphabetic sequences are eliminated. Then,
the texts are represented as vectors with a word
embedding model. We used pre-trained word vec-
tors of Glove (Pennington et al., 2014), trained on
2 billion words from Twitter for English. On the
other hand, for Spanish we used the word vectors
of fasttext (Bojanowski et al., 2017).

In general, we propose a model that consists of
a Bidirectional LSTM neural network (Bi-LSTM)
at the word level in the input. At each time step the
Bi-LSTM gets as input a word embedding. After-
ward, an attention layer is applied over each hid-
den state. The attention weights are learned us-
ing the concatenation of the current hidden state
of the Bi-LSTM and the past hidden state of an-
other LSTM. In this way, a representation (R) of
the input is obtained from the last LSTM to get
the prediction of each of the subtasks, as shown in
Figure 1.

2.1 Sub-task A

For the sub-task A, which consists in the identifi-
cation of hate in tweets (HS), R is used as input
of a Fully Connected Neural Network (FCNN) of
two dense layers with the relu activation function.
The class (hatefull or not) is obtained in an out-
put layer with two units, relative to the number of
classes, with the softmax activation function.

Figure 1: General architecture

2.2 Sub-task B

In the sub-task B the aim is to analyze some fea-
tures of hateful messages, as discussed above. On
the one hand, identifying against whom is directed
the hate language (TR) and on the other hand, de-
tecting whether a message with hate language is
also aggressive.

For the task of detecting the target of hate (TR),
the information of the part-of-speech tagging pro-
cess of the tweets is used. The sequence of la-
bels is analyzed with a LSTM RNN, obtaining a
vector. Then, this vector is concatenated with R
(from subtask A) and it is used as input to a dense
layer with the relu activation function. Finally, the
output layer has two neurons with the softmax ac-
tivation function. In this way, the prediction cor-
responding to the offensive target in the tweets is
obtained.

In the case of the task of classifying a hateful
tweet in aggressive or not, a linguistic resource
that consists of a dictionary of aggressive words
is used. In this way, a linguistic characteristic is
added to R according to the number of words in
the tweet that appear in the dictionary. In addition,
a one hot vector corresponding to the POS tags
present in the tweet is added. With this new vec-
tor, the prediction is obtained in a similar way to
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the previous task, using another dense layer with
the relu activation function.

3 Results

For the evaluation of the results of the task, dif-
ferent strategies and metrics are applied. For the
sub-task A, systems are evaluated using standard
evaluation metrics, including accuracy, precision,
recall and F1-score. The submissions are ranked
by F1-score. For the sub-task B, systems are eval-
uated with two criteria: partial match and exact
match (EMR). In partial match, each dimension
to be predicted (HS, TR and AG) is evaluated in-
dependently of the others using standard evalua-
tion metrics including accuracy, precision, recall
and F1-score, and then combined. In exact match,
all the dimensions to be predicted are jointly con-
sidered. The submissions are ranked by the EMR
measure.

Table 1 shows the results obtained for each of
the languages in the sub-task A. In addition, the
results of the system positioned in the first place
of the ranking are shown for each of the metrics.
In the same way, the results obtained for the sub-
task B are shown in Table 2.

Language Task A
Acc P R F1-score

English 0.453 0.545 0.516 0.39
Best-English 0.653 0.69 0.679 0.651
Spanish 0.723 0.717 0.722 0.718
Best-Spanish 0.731 0.734 0.741 0.73

Table 1: Results for the sub-task A

Language Task B
F1-score EMR

English 0.532 0.268
Best-English 0.467 0.57
Spanish 0.74 0.618
Best-Spanish 0.755 0.705

Table 2: Results for the sub-task B

As can be seen, the results for English are very
far from the best results obtained in the compe-
tition, reaching a low position in the ranking of
the participating systems. On the other hand, the
results for Spanish are better, reaching the eighth
position in the ranking for task A and the eleventh

for task B. However, these results are not good
enough, which reveals that possibly the complex-
ity of the model used is a problem. Therefore, a
better approach might be to simplify the model in
order to reduce the number of parameters to train.
On the other hand, we think that it is very impor-
tant for improving the results, to find discrimina-
tory linguistic features, able of capturing the na-
ture of the texts with hate; and to make a fined
tunned of paramaters for each language.

4 Conclusion

In this paper we presented our solution for HatE-
val task in SemEval 2019. We used an approxi-
mation that combines a BiLSTM RNN with an at-
tention mechanism to obtain a text representation
vector. This vector is used as input in each of the
models designed for each of the subtasks in which
HatEval is divided. The results obtained were not
very good, far away from the results obtained by
the best system in the competition. As a conclu-
sion of the analysis, it is believed that a better
approximation would be to simplify the proposed
model to reduce the number of parameters to train.
Also, searching for discriminating linguistic fea-
tures, which manage to capture the nature of texts
with hate, should help to obtain better results.
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