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Abstract

This paper describes the SemEval 2018 shared
task on semantic extraction from cybersecu-
rity reports, which is introduced for the first
time as a shared task on SemEval. This task
comprises four SubTasks done incrementally
to predict the characteristics of a specific mal-
ware using cybersecurity reports. To the best
of our knowledge, we introduce the world’s
largest publicly available dataset of annotated
malware reports in this task. This task received
in total 18 submissions from 9 participating
teams.

1 Introduction

As a result of the world getting more connected
and digitized, cyber attacks become increasingly
common and pose serious issues for the society.
More recently in 2017, a ransomware called Wan-
naCry, which has the capability to lock down the
data files using strong encryption, spread around
the world targeting public utilities and large cor-
porations (Mohurle and Patil, 2017). Another ex-
ample is the botnet known as Mirai, which used
infected Internet of Things (IoT) devices to dis-
able Internet access for millions of users in the
US West Coast (US-CERT, 2016) through large-
scale Distributed Denial of Service (DDoS) at-
tacks. The impact levels of these attacks is ranging
from simple ransomware on personal laptops (An-
dronio et al., 2015) to taking over the control of
moving cars (Checkoway et al., 2011).

Along with the importance of cybersecurity in
today’s context, there is an increasing potential for
substantial contribution in cybersecurity using nat-
ural language processing (NLP) techniques, even
though this has not been significantly addressed.
We introduced this task as a shared task on Se-
mEval for the first time with the intention of mo-
tivating NLP researchers for this critical research

Figure 1: Annotated sentence and sentence frag-
ment from MalwareTextDB. Such annotations provide
semantic-level information to the text.

area. Even though there exists a large repository
of malware related texts online, the sheer volume
and diversity of these texts make it difficult for
NLP researchers to quickly move to this research
field. Another challenge is that most of the data
is unannotated. Lim et al. (2017) has introduced
a dataset of annotated malware reports for facil-
itating future NLP work in cybersecurity. In the
light of that, we improved Lim’s malware dataset
to create, to the best of our knowledge, the world’s
largest publicly available dataset of annotated mal-
ware reports. The aim of our annotation is to mark
the words and phrases in malware reports that de-
scribe the behaviour and capabilities of the mal-
ware and assign them to some certain categories.

Most of the machine learning efforts in the
task of malware detection were based on the sys-
tem calls. Rieck et al. (2011) and Alazab et al.
(2010) proposed models using machine learning
techniques for detecting and classifying malware
through system calls. Previously, our group has
proposed models to predict a malware’s signatures
based on the text describing the malware (Lim
et al., 2017). We defined the same SubTasks men-
tioned in this paper and used the proposed models
as the standard baselines for the shared task. This
shared task is hosted on CodaLab1.

The remainder of this paper is organized as

1https://competitions.codalab.org/competitions/17262
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follows: the information regarding the annotated
dataset and its statistics, together with the Sub-
Tasks are described in Section 2. Information
about the evaluation measures and the baselines
is described in Section 3. Different approaches
used by the participants are described in Section 4.
The evaluation scores of the participating systems
and rankings are presented and discussed in Sec-
tion 5. Finally, the paper concludes with an overall
assessment of the task.

2 Data description and Task Definition

In this shared task we expanded upon our previous
work, MalwareTextDB (Lim et al., 2017), which
was published in ACL 2017. In this paper, we
initiated a framework for annotating malware re-
ports and annotated 39 Advanced Persistent Threat
(APT) reports (containing 6,819 sentences) with
attribute labels from the Malware Attribute Enu-
meration and Characterization (MAEC) vocabu-
lary (Kirillov et al., 2010). An example of such an-
notation is shown in Figure 1. During this shared
task, we have further annotated 46 APT reports
(6,099 sentences), bringing the total number of an-
notated APT reports to 85 (12,918 sentences). We
continue to follow our annotation procedure from
the paper, which we will describe in the following
subsection.

2.1 Annotation Procedure

This subsection contains the explanation of our an-
notation procedure.

2.1.1 Data Collection
The APT reports in our dataset are taken from
APTnotes, a GitHub repository of publicly-
released reports related to APT groups (Blanda,
2016). It provides a constant source of APT re-
ports for annotations with consistent updates. At
the time this paper was written, the repository con-
tains 488 reports. We have chosen 85 reports from
year 2014 and 2015 for annotation.

We consulted the cybersecurity team from DSO
National Laboratories2 when selecting the APT re-
ports in order to ensure that the preliminary dataset
will be relevant for the cybersecurity community.

2.1.2 Preprocessing
The APT reports from APTnotes are in PDF
format, hence we used the PDFMiner tool

2https://www.dso.org.sg/

(Shinyama, 2004) to convert the PDF files into
plaintext format. We also manually removed the
non-sentences, such as the cover page or document
header and footer, before the annotation. Hence
only complete sentences were considered for sub-
sequent steps.

2.1.3 Annotation

The annotation was performed using the Brat
Rapid Annotation Tool (Stenetorp et al., 2012) . In
this annotation, our aim is to mark the words and
phrases that describe malware behaviors and map
them to the relevant attribute labels, which are the
labels we extracted from the MAEC vocabulary.
There are a total of 444 attribute labels, consisting
of 211 ActionName labels, 20 Capability labels,
65 StrategicObjectives labels and 148 TacticalOb-
jectives labels. The annotation was performed by
a team of research assistants and student interns.
The annotation work done by the student interns
was further reviewed by the research assistants to
ensure the quality.

The annotation was performed in three main
stages:

2.1.4 Stage 1 - Token Labels

The first stage involves annotating the text with
the following token labels, illustrated in Fig-
ure 2:

Action This refers to an event, such as “imple-
ments”, “deploy”, and “transferred”.

Subject This refers to the initiator of the Action
such as “Babar” and “they”.

Object This refers to the recipient of the Ac-
tion such as “an obfuscation technique”, “the
data”, and “privilege escalation tools”; it also
refers to word phrases that provide elabora-
tion on the Action such as “hide certain API
names” and “external FTP servers”.

Modifier This refers to the tokens that link to
other word phrases that provide elaboration on
the Action such as “to”.

This stage helps to identify word phrases that
are relevant to the MAEC vocabulary.

2.1.5 Stage 2 - Relation Labels

The second stage involves annotating the text with
the following relation labels:

SubjAction links an Action with its relevant Sub-
ject.
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Figure 2: Examples of annotated sentences.

Figure 3: Examples of irrelevant sentences.

ActionObj links an Action with its relevant Ob-
ject.

ActionMod links an Action with its relevant
Modifier.

ModObj links a Modifier with the Object that
provides elaboration.

This stage indicates the links between the la-
beled tokens. Such annotations are important in
cases where an Action has more than one Subjects,
Objects or Modifiers. The illustration on how the
relation label links token labels is shown in Figure
2.

2.1.6 Stage 3 - Attribute Labels
The third stage involves annotating the text with
the attribute labels extracted from the MAEC vo-
cabulary. We decided to annotate the attribute
labels onto the Action tokens tagged in the first
stage. This is because Action is usually the main
indicator of the malware’s behaviour. This scheme
requires each Action token to be annotated with at
least one attribute label.

The attribute labels are categorized into four
classes: ActionName, Capability, StrategicObjec-
tives and TacticalObjectives. These classes de-
scribe different kinds of actions and capabilities
of the malware.

2.1.7 Irrelevant Sentences
The document also contains sentences that provide
no indication of malware action or capability. We
call these sentences irrelevant sentences and do
not annotate them. Examples of such sentences

can be seen in Figure 3.

2.1.8 Annotation Challenges
We took a portion of the dataset and calculated the
agreement for the token labels annotation based on
Cohen’s kappa (Cohen, 1960). The agreement be-
tween annotators is quite low at 0.36, suggesting
that this is a difficult task. The main challenges
the annotators faced are:

Multiple ways of annotating the same sentence
There might be multiple ways of annotating
the same sentence that are equally valid. An
example of this is demonstrated in Figure 4.
Both annotations highlight the malware abil-
ity to conduct profiling.

Large amount of annotation labels
There are 444 attribute labels and it is very
challenging for the annotators to remember
all of them. There are also some attribute la-
bels that are very similar to each other, such
as ActionName 084: load library and Action-
Name 119: map library into process.

Required special domain knowledge
The annotation requires the annotator to have
some cybersecurity domain knowledge. For
example, given the phrase “conduct profil-
ing”, the annotator must be able to classify
it as Capability 015: probing.

2.2 SubTask Description
We focus on the evaluations for the following 4
different SubTasks, which are formulated as fol-
lows:
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Figure 4: Two different ways of annotating an example sentence.

• SubTask 1: Classify relevant sentences for in-
ferring malware actions and capabilities

• SubTask 2: Predict token labels for a mal-
ware related text

• SubTask 3: Predict relation labels between
tokens for a malware-related text

• SubTask 4: Predict attribute labels for a
malware-related text

In SubTask 1, participants were asked to solve
the challenge of sifting out critical sentences from
lengthy malware reports and articles. This is mod-
eled as a binary classification task, where each
sentence had to be labeled as either relevent or ir-
relevant. The participants are provided with a list
of sentences.

In SubTask2, special tokens in a relevant sen-
tence had to be identified and labeled with one
of the following token labels (examples are taken
from Figure 2):

• Action This refers to an event, such as “im-
plements”, “deploys”, and “transferred”.

• Entity This refers to the initiator of the Ac-
tion such as “Babar” and “They” or the re-
cipient of the Action such as “an obfusca-
tion technique”, “privilege-escalation tools”,
and “the data”; it also refers to word phrases
that provide elaboration on the Action such as
“hide certain API names” and “external FTP
servers”.

• Modifier This refers to tokens that link to
other word phrases that provide elaboration
on the Action such as “to”.

#Documents #Sentences
Train 65 9,424
Dev 5 1,213
SubTask1,2 test 5 618
SubTask3 test 5 668
SubTask4 test 5 995
Total 85 12,918

Table 1: Statistics of the MalwareTextDBv2.0.

The formulation is similar to the token labels in
section 2.1.4. The only difference is the Entity la-
bel, which is a combination of the Subject and Ob-
ject labels. This is to accommodate cases where
a single word-phrase is annotated as both the ini-
tiator and the recipient of an Action (as seen in
Figure 5). This SubTask uses the same list of sen-
tences used in SubTask 1.

In SubTask 3, participants were asked to iden-
tify the relation between the tokens. We decided
to provide the gold labels for the tokens here due
to the low performance of our initial models on
SubTask 2. The relation labels are as we described
in section 2.1.5.

In SubTask 4, participants were asked to label
each action token with the corresponding attribute
label(s). In our ACL paper, we did the evaluation
on token groups (a set of token labels connected
by relation labels) instead of action tokens. How-
ever, we decided to evaluate on action tokens in
order to encourage the participants to make use of
the surrounding context, not limiting themselves
just to the tokens in the token group. We also pro-
vided the gold labels for the token and relation la-
bels here, following the same consideration as we
described for SubTask 3.

In our ACL paper, we also had the experiments

700



Figure 5: An example of a token (a cmd.exe process) labelled as both Subject and Object. In the first case, it is
the recipient of the Action spawning, while in the latter case, it is the initiator of the Action deleting.

#Relevant #Irrelevant #Sentences
Train 2,204 7,220 9,424
Dev 79 1,134 1,213
Test 90 528 618

Table 2: Data distribution of SubTask 1.

on predicting the malware signatures for each doc-
ument. The list of malware signatures are taken
from Cuckoo Sandbox3. We excluded such an
evaluation at this stage as precise information like
malware signatures might be easily obtained from
external resources such as malware information
websites.

2.3 Data Statistics
We decided to call the dataset we used for
this shared task MalwareTextDBv2.04, which has
twice the number of documents compared to Mal-
wareTextDB. The total statistics are shown in Ta-
ble 1. The training data for this shared task con-
tains 9,424 sentences, the dev set contains 1,213
sentences, and each test set has various amount of
sentences. SubTask 1 and 2 share the same test
set, while SubTask 3 and 4 use different test sets.
This is because the gold labels from the previous
annotation stages are provided for SubTask 3 and
4.

The data distribution for SubTask 1, 2, 3, and 4
can be seen in Table 2, 3, 4, and 5 respectively.

We can see from the distribution of SubTask
1 that the dataset mostly contains irrelevant sen-
tences. This shows the importance of SubTask 1 in
which the participants filter out the irrelevant sen-
tences. Our preliminary result in the ACL paper
also shows that removing the irrelevant sentences
can improve the score for SubTask 2.

From the distribution of SubTask 2, an interest-
ing observation is that the number of Entity tokens
is roughly double the number of Action tokens.

3https://cuckoosandbox.org/
4http://www.statnlp.org/research/resources

This is quite intuitive since Entity token refers to
either Subject or Object token and an Action usu-
ally has one Subject and one Object.

In the distribution table for SubTask 3, we can
observe that the number of ActionMod is roughly
the same as the number of ModObj. This is in-
line with our observation that a Modifier is usually
connected to an Action and an Object.

For SubTask 4, we can see that the Capability
attribute class has the highest count in the dataset.
This is also the category that has the least amount
of unique labels (with only 20 different labels). On
the other hand, ActionName class appears the least
in the dataset but has the highest number of unique
labels (with 211 different labels).

3 Evaluation Measures and Baselines

Our baseline and evaluation measures follow our
ACL paper (Lim et al., 2017). We used F1
score for the evaluation metric for all the Sub-
Tasks. Simple baselines were utilized, such as
linear support vector machines (SVM) and multi-
nomial Naive Bayes (NB) implementation from
the scikit-learn library (Pedregosa et al., 2011).
For the conditional random fields (CRF) (Lafferty
et al., 2001) models, we used the CRF++ imple-
mentation (Kudo, 2005). For the feature extrac-
tion, we used spaCy5 to extract the part-of-speech
(POS) features and a C++ implementation (Liang,
2005) of the Brown clustering algorithm.

For SubTask 1, our baseline models are the
SVM and NB baselines with bag-of-words fea-
tures. We also performed some hyper-parameter
tuning based on the development set. Other simple
baselines, such as random uniform and stratified,
are also included as a comparison.

For SubTask 2, we used the CRF baseline with
unigrams, bigrams, POS, and Brown clustering
features (Brown et al., 1992). CRF model was
trained only on the malware related sentences in

5https://spacy.io/
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Action Entity Modifier Total
Train 3,202 6,875 2,011 12,088
Dev 122 254 79 455
Test 125 249 79 453

Table 3: Data distribution of SubTask 2.

#Root #ActionMod #ActionObj #ModObj #SubjAction Total
Train 3,378 1,859 2,552 1,760 2,307 11,856
Dev 111 74 110 74 82 451
Test 97 52 86 53 72 360

Table 4: Data distribution of SubTask 3.

#ActName #Capability #StratObj #TactObj Total
Train 1,154 2,817 2,206 1,783 7,960
Dev 46 102 77 63 288
Test 34 88 70 64 256

Table 5: Data distribution of SubTask 4.

the training set. The Brown clustering features for
words were trained on the 84 additional unanno-
tated APT reports provided with the training ma-
terials.

For SubTask 3, a simple rule-based model was
utilized. The rules are listed in the Appendix sec-
tion of our ACL paper. They consist of simple
rules, such as connecting a Modifier token to the
nearest Action token with ActionMod relation.

Finally, for SubTask 4, we trained SVM and NB
model with bag-of-words features. The features
for SubTask 4 are extracted from token groups,
which are the set of tokens connected via rela-
tion labels. In creating the token groups, we only
traverse the direction of Action → Subj, Action
→ Mod, Action → Obj, and Mod → Obj. This
will prevent multiple Action tokens from having
the same token group when they are connected to
a common Subject or Modifier.

4 Participants

We received 18 submissions from 9 different
teams; 9 submissions to SubTask 1, 8 submissions
to SubTask 2, and 1 submission to SubTask 4. Un-
fortunately, none of the teams submitted to Sub-
Task 3. Participants generally submitted to both
SubTask 1 and 2. Here is the list of the partic-
ipants who submitted a system description paper
together with a brief summary of the method they
used:

Villani (Loyola et al., 2018) submitted only
to SubTask 1. They used word-embeddings
initialized using Glove vectors (Pennington
et al., 2014) trained on Wikipedia text to
represent the tokens. In addition to that,
they also used an LSTM to get another token
representation from the characters. After
that, they trained a binary classifier using
Bi-directional Long Short-Term Memory
network (BiLSTM) (Graves et al., 2013).
They made use of attention mechanism
(Luong et al., 2015) to weigh the importance
of the tokens.

Flytxt NTNU (Sikdar et al., 2018) submitted
to both SubTask 1 and SubTask 2. They
constructed an ensemble of CRF and NB
classifiers for SubTask 1. The CRF model
used lexical-based and context-based fea-
tures. The same CRF model was also used to
predict the answers for SubTask 2. If the CRF
predicts any token labels for the sentence, the
sentence is considered relevant in SubTask
1. They did SubTask 2 in 2 steps. First, they
detect whether a token is either an Action,
Entity, or Modifier (Mention identification).
After that, they classify the tokens into one of
the three types (Token identification).

DM NLP (Ma et al., 2018) also submitted to
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SubTask 1 and 2, but focuses on SubTask 2
and just used the predicted output labels from
SubTask 2 to get the predictions for SubTask
1. They model this task as a sequence
labeling task and used a hybrid approach with
BiLSTM-CNN-CRF following the method of
Ma and Hovy (2016). The CNN layer was
used to extract char-level feature representa-
tion. They then added other features, such
as POS, dependency labels, chunk labels,
NER labels, and brown clustering labels as
the input to BiLSTM layer. They also made
use of word-embeddings, pre-trained using
unlabeled data. The output of the BiLSTM
layer is then fed into a CRF layer that makes
the entity label prediction.

HCCL (Fu et al., 2018) submitted to SubTask
1 and 2. They performed a very similar
approach to team DM NLP using the same
BiLSTM-CNN-CRF architecture. The main
difference is that they just used POS features,
instead of the more complicated linguistic
features used by team DM NLP. They aim
to build an end-to-end system that does
not require any feature engineering or data
preprocessing. Their output for SubTask 1
was also generated from their predictions for
SubTask 2.

Digital Operatives (Brew, 2018) participated
in SubTask 1 and 2. They utilized a passive
aggressive classifier (Crammer et al., 2006),
which has similar cost and performance with
the linear SVM classifier, for SubTask 1.
The features they used include POS, lemma,
dependency links, and bigrams. For SubTask
2, they implemented a linear CRF approach
using a window of words and POS tags
surrounding the focus token as features.

TeamDL (R et al., 2018) made the submissions
for SubTask 1 and 2. For SubTask 1, they
built a convolutional neural network with
original glove embeddings. Their model
followed the work of Kim (2014). They
also used a CRF for SubTask 2 with features
like N-grams (N∈{1,2,..6}), POS tags, word
lemmas, word shape features, etc. In order to
tackle unknown malware entities, they used
additional set of features taken from malware

documents from the web and the training
corpus.

UMBC (Padia et al., 2018) participated in Sub-
Task 1, 2 and 4. They are the only team par-
ticipated in SubTask 4. They used a Multi-
Layer Perceptron model for the submission
of SubTask 1. After the submission deadline,
they have explored other methods for Sub-
Task 1 like LSTM. For SubTask 2, they used a
CRF model with features similar to TeamDL.
The main difference is that their model had
less features compared to TeamDL’s model.
For SubTask 4, they mainly focused on learn-
ing better word embedding features. They
developed an Annotation Word Embedding
(AWE) model that is capable of incorporat-
ing domain-specific knowledge to the embed-
dings.

5 Results and Discussion

5.1 SubTask 1 Results

Table 6 shows the scores of the submissions to
SubTask 1. We also added the precision, recall,
and accuracy scores as additional metrics. All 9
participating teams submitted to SubTask 1. This
might be because SubTask 1 is the simplest and
can be done as a by-product of doing SubTask 2.
We can see that by guessing randomly we get an
F1 score of 25.06%. However, this does not mean
that this SubTask is not challenging as we can see
that the scores of top systems are far from perfect.
We submitted the NB baseline result in the compe-
tition page since it achieved a better performance
compared to the SVM baseline in the development
data.

Most of the teams used neural network models
to tackle this task, which were shown to perform
quite well. However, approaches using classifiers
such as naive Bayes are still competitive. Team
Villani achieved the best F1 score of 57.14% using
a neural approach and Flytxt NTNU reached the
second place with an F1 score of 56.87% using an
ensemble of naive Bayes and CRF approach.

Some of the teams utilized their results from
SubTask 2 to generate predictions for SubTask
1. This method seems to have performed quite
well too, with 3 of the top-5 teams using it. Fly-
txt NTNU is notable for combining this method
with a naive Bayes approach as an ensemble sys-
tem.
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Prec Recall F1 Acc
Our baselines

Our SVM baseline 49.55 62.22 55.17 80.58
Our NB baseline 38.17 78.89 51.45 78.32
Random uniform baseline 16.09 56.67 25.06 50.65
Random stratified baseline 11.45 16.67 13.57 69.09

Participants Outputs
Villani 47.76 71.11 57.14 84.47
Flytxt NTNU 49.59 66.67 56.87 85.28
DM NLP 39.43 76.67 52.08 79.45
HCCL 53.57 50.00 51.72 86.41
Digital Operatives 39.31 75.56 51.71 79.45
TeamDL 38.46 72.22 50.19 79.13
NLP Foundation 36.13 76.67 49.11 76.86
UMBC 11.14 43.33 17.73 41.42
NanshanNLP 13.56 17.78 15.38 71.52

Table 6: SubTask 1 results sorted by F1 score, the highest score in each column from the baselines and the
participants outputs are marked in bold.

5.2 SubTask 2 Results

The scores of the submissions for SubTask 2 are
shown in Table 7. This task attracted 8 teams and 4
teams were able to outperform our baseline which
is a CRF model with unigrams, bigrams, POS, and
Brown clustering features. Though all participants
have used the CRF model as the final layer of their
models, 3 teams used neural architectures like Bi-
LSTM and CNN-BiRNN architectures to generate
better embeddings for the features.

Team DM NLP achieved the best F1 score of
29.23%. In addition, we considered a relaxed scor-
ing scheme where predictions are scored at token
level instead of phrase level to give credit to the
model when the span for a predicted label inter-
sects with the span for the actual label. The model
from team DM NLP still achieved the highest F1
score of 39.18% under this scoring scheme. Team
HCCL showed significant improvement in their
scores for the relaxed scoring schemes for their
model based on CNN-BiRNN-CRF architecture.

5.3 SubTask 3 Results

The results of our baselines for SubTask 3 can be
seen in Table 8. As we mentioned in an earlier
section, no participant submitted to this SubTask.
From our baselines, we can see that this task can-
not be done using random prediction. However,
our rule-based method still works well on this new
test set.

5.4 SubTask 4 Results

We summarized the results for SubTask 4 in Ta-
ble 9. The main challenges to this SubTask are the
data sparsity and the number of attribute labels.
The only participant who submitted to this Sub-
Task is from team UMBC. They used a domain-
specific word embedding model trained on APT
reports and their automatically generated text an-
notations to train an SVM classifier.

6 Conclusion and Future Work

In this work, we have presented the results of
SemEval 2018 shared task on Semantic Extrac-
tion from CybersecUrity REports using Natural
Language Processing (SecureNLP). This new Se-
mEval task attracted 9 participating teams with 18
submissions. We have provided a new dataset on
annotated malware report and also the evaluation
criteria for the 4 SubTasks that we proposed. We
also described the methods that the participants
used to tackle this shared task. We hope that this
shared task can spark the interest of the research
community to use NLP techniques for cybersecu-
rity purposes.

The participants have improved the state-of-the-
art results for SubTask 1 and 2. They explored
many interesting methods to tackle the SubTasks
that we proposed. Since the post evaluation phase
is still ongoing on the competition website, hope-
fully other people will be interested in testing their
models.
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Normal Scores Relaxed Scores
Prec Recall F1 Prec Recall F1

Our baselines
CRF baseline 24.05 22.30 23.14 31.22 30.80 31.01

Participants Outputs
DM NLP 23.35 39.07 29.23 30.14 55.98 39.18
Flytxt NTNU 25.98 29.36 27.56 32.96 40.06 36.17
NLP Foundation 25.57 29.80 27.52 35.42 42.46 38.62
TeamDL 22.90 28.26 25.30 30.64 43.08 35.81
UMBC 18.19 28.48 22.20 24.42 46.31 31.98
HCCL 7.64 17.88 21.72 38.39 36.84 37.60
NanshanNLP 26.96 17.44 21.18 34.03 23.84 28.03
Digital Operatives 16.58 14.57 15.51 23.65 26.43 24.96

Table 7: SubTask 2 results sorted by F1 score, the highest score in each column from the baselines and the
participants outputs are marked in bold.

Prec Recall F1
Rule-based baseline 85.60 85.83 85.71
Random uniform baseline 3.24 14.17 5.27
Random stratified baseline 3.14 2.22 2.60

Table 8: SubTask 3 baseline results sorted by F1 score.

Prec Recall F1
Our baselines

SVM baseline 40.30 31.64 35.45
NB baseline 36.77 32.03 34.24

Participants Outputs
UMBC 15.23 26.17 19.25

Table 9: SubTask 4 results sorted by F1 score, the highest score in each column from the baselines and the
participants outputs are marked in bold.
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Fabian Pedregosa, Gaël Varoquaux, Alexandre Gram-
fort, Vincent Michel, Bertrand Thirion, Olivier
Grisel, Mathieu Blondel, Peter Prettenhofer, Ron
Weiss, Vincent Dubourg, Jake Vanderplas, Alexan-
dre Passos, David Cournapeau, Matthieu Brucher,
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