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Abstract

This paper presents Senti17 system which
uses ten convolutional neural networks (Con-
vNet) to assign a sentiment label to a tweet.
The network consists of a convolutional layer
followed by a fully-connected layer and a
Soft- max on top. Ten instances of this net-
work are initialized with the same word em-
beddings as inputs but with different initial-
izations for the network weights. We com-
bine the results of all instances by selecting
the sentiment label given by the majority of
the ten voters. This system is ranked fourth
in SemEval-2017 Task4 over 38 systems with
67.4% average recall.

1 Introduction

Polarity classification is the basic task of sentiment
analysis in which the polarity of a given text should
be classified into three categories: positive, negative
or neutral. In Twitter where the tweet is short and
written in informal language, this task needs more
attention. SemEval has proposed the task of Mes-
sage Polarity Classification in Twitter since 2013,
the objective is to classify a tweet into one of the
three polarity labels (Rosenthal et al., 2017).

We can remark that in 2013, 2014 and 2015 most
best systems were based on a rich feature extraction
process with a traditional classifier such as SVM
(Mohammad et al., 2013) or Logistic regression
(Hamdan et al., 2015). In 2014, Kim (2014) pro-
posed to use one convolutional neural network for
sentence classification, he fixed the size of the in-
put sentence and concatenated its word embeddings

for representing the sentence, this architecture has
been exploited in many later works. Severyn and
Moschitti (2015) adapted the convolutional network
proposed by Kim (2014) for sentiment analysis in
Twitter, their system was ranked second in SemEval-
2015 while the first system (Hagen et al., 2015) com-
bined four systems based on feature extraction and
the third ranked system used logistic regression with
different groups of features (Hamdan et al., 2015).

In 2016, we remark that the number of participa-
tions which use feature extraction systems were de-
graded, and the first four systems used Deep Learn-
ing, the majority used a convolutional network ex-
cept the fourth one (Amir et al., 2016). Despite
of that, using Deep Learning for sentiment analysis
in Twitter has not yet shown a big improvement in
comparison to feature extraction, the fifth and sixth
systems (Hamdan, 2016) in 2016 which were built
upon feature extraction process were only (3 and
3.5% respectively) less than the first system. But We
think that Deep Learning is a promising direction in
sentiment analysis. Therefore, we proposed to use
convolutional networks for Twitter polarity classifi-
cation.

Our proposed system consists of a convolutional
layer followed by fully connected layer and a soft-
max on top. This is inspired by Kim (2014), we
just added a fully connected layer. This architec-
ture gives a good performance but it could be im-
proved. Regarding the best system in 2016 (Deriu et
al., 2016), it uses different word embeddings for ini-
tialisation then it combines the predictions of differ-
ent nets using a meta-classifier, Word2vec and Glove
have been used to vary the tweet representation.
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In our work, we propose to vary the neural net-
work weights instead of tweet representation which
can get the same effect of varying the word embed-
dings, therefore we vary the initial weights of the
network to produce ten different nets, a voting sys-
tem over the these ten voters will decide the senti-
ment label for a tweet.

The remaining of this paper is organized as fol-
lows: Section 2 describes the system architecture,
Section 3 presents our experiments and results and
Section 4 is devoted for the conclusion.

2 System Architecture

The architecture of our convolutional neural net-
work for sentiment classification is shown on Fig.
1. Our network is composed of a single convolu-
tional layer followed by a non-linearity, max pool-
ing, Dropout, fully connected layer and a soft-max
classification layer. Here we describe this architec-
ture:

2.1 Tweet Representation

We first tokenize each tweet to get all terms using
HappyTokenizer1 which captures the words, emoti-
cons and punctuations. We also replace each web
link by the term url and each user name by uuser.
Then, we used Structured Skip-Gram embeddings
(SSG) (Ling et al., 2015) which was compiled by
(Amir et al., 2016) using 52 million tweets.

Each term in the tweet is replaced by its SSG em-
bedding which is a vector of d dimensions, all term
vectors are concatenated to form the input matrix
where the number of rows is d and the number of
columns is set to be maxl: the max tweet length in
the training dataset. This 2-dim matrix is the input
layer for the neural network.

2.2 Convolutional Layers

We connect the input matrix with different convolu-
tional layers, each one applies a convolution opera-
tion between the input matrix and a filter of size m
x d. This is an element-wise operation which cre-
ates f vectors of maxl-m+1 dimension where f is the
number of filters or feature maps.

This layer is supposed to capture the common pat-
terns among the training tweets which have the same

1http://sentiment.christopherpotts.net/tokenizing.html

filter size but occur at any position of the tweet. To
capture the common patterns which have different
sizes we have to use more than one layer therefore
we defined 8 different layers connected to the input
matrix with different filter sizes but the same number
of feature maps.

2.3 Activation Layer
Each convolutional layer is typically followed by
a non-linear activation function, RELU (Rectified
Linear Unit ) layer will apply an element-wise oper-
ation to swap the negative numbers to 0. The output
of a ReLU layer is the same size as the input, just
with all the negative values removed. It speeds up
the training and is supposed to produce more accu-
rate results.

2.4 Max-Pooling Layer
This layer reduces the size of the output of activa-
tion layer, for each vector it selects the max value.
Different variation of pooling layer can be used: av-
erage or k-max pooling.

2.5 Dropout Layer
Dropout is used after the max pooling to regularize
the ConvNet and prevent overfitting. It assumes that
we can still obtain a reasonable classification even
when some of the neurones are dropped. Dropout
consists in randomly setting a fraction p of input
units to 0 at each update during training time.

2.6 Fully Conected Layer
We concatenate the results of all pooling layers af-
ter applying Dropout, these units are connected to
a fully connected layer. This layer performs a ma-
trix multiplication between its weights and the input
units. A RELU non-linarity is applied on the results
of this layer.

2.7 Softmax Layer
The output of the fully connected layer is passed to
a Softmax layer. It computes the probability distri-
bution over the labels in order to decide the most
probable label for a tweet.

3 Experiments and Results

For training the network, we used about 30000 En-
glish tweets provided by SemEval organisers and
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Figure 1: Network architecture.

the test set of 2016 which contains 12000 tweets
as development set. The test set of 2017 is used to
evaluate the system in SemEval-2017 competition.
For implementing our system we used python and
Keras2.

We set the network parameters as follows: SSG
embbeding size d is chosen to be 200, the tweet max
legnth maxl is 99. For convolutional layers, we set
the number of feature maps f to 50 and used 8 fil-
ter sizes (1,2,3,4,5,2,3,4). The p value of Dropout
layer is set to 0.3. We used Nadam optimizer (Dozat,
2015) to update the weights of the network and
back-propogation algorithm to compute the gradi-
ents. The batch size is set to be 50 and the training
data is shuffled after each iteration.

We create ten instances of this network, we ran-
domly initialize them using the uniform distribution,
we repeat the random initialization for each instance
100 times, then we pick the networks which gives
the highest average recall score as it is considered
the official measure for system ranking. If the top
network of each instance gives more than 95% of
its results identical to another chosen network, we
choose the next top networks to make sure that the
ten networks are enough different.

Thus, we have ten classifiers, we count the num-
ber of classifiers which give the positive, negative
and neutral sentiment label to each tweet and select
the sentiment label which have the highest number
of votes. For each new tweet from the test set, we
convert it to 2-dim matrix, if the tweet is longer than

2https://keras.io

maxl, it will be truncated. We then feed it into the ten
networks and pass the results to the voting system.

Official ranking: Our system is ranked fourth
over 38 systems in terms of macro-average recall.
Table 4 shows the results of our system on the test
set of 2016 and 2017.

Test Dataset Avg. Recall Accuracy F-score
Test 2017 0.674 0.652 0.665
Test 2016 0.692 0.650 0.643

Table 1: Table 1: Senti17 results on the test sets of 2016 and

2017.

4 Conclusion

We presented our deep learning approach to Twitter
sentiment analysis. We used ten convolutional neu-
ral network voters to get the polarity of a tweet, each
voter has been trained on the same training data us-
ing the same word embeddings but different initial
weights. The results demonstrate that our system is
competitive as it is ranked forth in SemEval-2017
task 4-A.
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