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Abstract

We present a simple supervised text clas-
sification system that combines sparse and
dense vector representations of words, and
the generalized representations of words
via clusters. The sparse vectors are gen-
erated from word n-gram sequences (1-
3). The dense vector representations of
words (embeddings) are learned by train-
ing a neural network to predict neighbor-
ing words in a large unlabeled dataset. To
classify a text segment, the different vector
representations of it are concatenated, and
the classification is performed using Sup-
port Vector Machines (SVMs). Our sys-
tem is particularly intended for use by non-
experts of natural language processing and
machine learning, and, therefore, the sys-
tem does not require any manual tuning
of parameters or weights. Given a train-
ing set, the system automatically gener-
ates the training vectors, optimizes the rel-
evant hyper-parameters for the SVM clas-
sifier, and trains the classification model.
We evaluated this system on the SemEval-
2017 English sentiment analysis task. In
terms of average F1-Score, our system ob-
tained 8th position out of 39 submissions
(F1-Score: 0.632, average recall: 0.637,
accuracy: 0.646).

1 Introduction

Text classification is one of the most fundamen-
tal natural language processing tasks, and involves
the categorization of texts based on their lexical
contents. In its simplest form, text classification
is binary in nature, such as the categorization of
spam vs. non-spam email (Youn and McLeod,
2007). Researchers from distinct fields are ex-

posed to a wide range of text classification prob-
lems. Even within a specific domain, such as the
medical domain, there is a multitude of text clas-
sification tasks and problems, such as assessing
the qualities of published papers (Kilicoglu et al.,
2009; Sarker et al., 2015), outcome polarity clas-
sification (Sarker et al., 2011), biomarker classifi-
cation (Davis et al., 2015), and adverse drug re-
action mention detection (Sarker and Gonzalez,
2015) to name a few. Early automated text clas-
sification systems were rule-based in nature (e.g.,
Sarker and Mollá-Aliod (2010)) mostly because of
the absence of sufficient annotated data. However,
such rule-based systems are generally limited in
terms of performance and/or overfit to the target
problem. They particularly suffer in terms of per-
formance when exposed to unseen datasets. With
the rapid increase in text-based data in all domains
(e.g., the largest medical database, Medline,1 now
indexes over 23 million articles), most efficient
text classification systems now use machine learn-
ing. Such systems utilize annotated data, and au-
tomatically extract features from large volumes of
annotated text to perform classification. The rules
that are used in classification are not hard-coded or
predetermined, but are learned from the annotated
data automatically. Text classification strategies
for various tasks have been thoroughly explored
in the literature, and relatively recent progress has
seen the use of techniques such as distant supervi-
sion (Mintz et al., 2009).

While the automated classification of text is
useful for numerous tasks involving natural lan-
guage, and in a variety of domains, setting up
and running text classification systems is very
challenging for non-experts. The task generally
requires in-depth knowledge of natural language
processing (NLP), particularly for preprocessing,

1https://www.nlm.nih.gov/bsd/
pmresources.html. Accessed: 2/17/2017.
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feature extraction/generation and analysis, and at
least basic knowledge of machine learning so that
the classification system can be optimized. For
researchers working on interdisciplinary projects
(e.g., clinicians working on biomedical informat-
ics projects), the time or opportunity to learn the
relevant topics are often unavailable. While state-
of-the-art classification techniques now apply so-
phisticated techniques such as deep neural net-
works (e.g., Lai et al. (2015)), such techniques are
rarely used by non-experts of machine learning in
practice. Therefore, there is motivation to design
simple text classification systems that are easy to
setup and run, and also perform well on real-world
text classification problems.

In this paper, we describe a simple text classifi-
cation system that was initially designed to teach
text classification to biomedical informatics stu-
dents from non-computing backgrounds. The sys-
tem was modified for application to a 3-class prob-
lem (from its initial implementation for binary
classification).2 The system employs a Support
Vector Machines (SVMs) (Vapnik, 1995) classi-
fier and some simple features. SVMs are particu-
larly useful for text classification as they are capa-
ble of handling large feature vectors. However, to
optimize the performance of the SVM classifiers,
several hyperparameters have to be tuned (Chang
and Lin, 2011). In our system, the cost parame-
ter of the classifier and weights for classes (useful
for imbalanced datasets) are learned automatically
via 5-fold cross validation over the training set. To
evaluate the performance of our simple system, we
used it for the SemEval-2017 sentiment analysis
task in English language (task 4). Our system ob-
tained an average F1-Score of 0.632 (8th out of
39 teams), average recall of 0.637, and accuracy
of 0.646. The balance in simplicity and perfor-
mance of the system suggests that it can be very
useful for researchers who are non-experts in the
natural language processing and machine learning
domains. The system is publicly available, and is
open source.3

2Notes for the workshop for training students about the
system are available at: http://diego.asu.edu/
Publications/Textclassif_workshop_v2-3.
pdf.

3Available at: https://bitbucket.org/
pennhlp/hlp-upenn_semeval_2017_task4.

2 Methods

The sentiment analysis task for SemEval Task-4A
requires the classification of English tweets into
one of three sentiment classes: positive, nega-
tive and neutral. For the 2017 task, all Twitter
sentiment annotations from past years were made
available. We downloaded all these annotations
and used them for training our system. Specific
details about the task can be found in Rosenthal
et al. (2017).4 We used a total of 49,484 tweets
from the past annotations of which 19,597 (39.6%)
were tagged as positive, 7692 (15.5%) as nega-
tive, and 22,195 (44.9%) as neutral. We used an
SVM classifier with an RBF kernel for the classi-
fication task. In our system, the training set was
used to compute suitable weights for each of the
classes and an optimal value for the cost parame-
ter via 5-fold cross validation. We now briefly dis-
cuss our features and parameter/weight optimiza-
tion approach.

2.1 Feature sets

We used three simple feature sets, which are as
follows:

2.1.1 N-grams
To generate sparse vectors, we used traditional
word n-grams (n = 1–3). Standard preprocess-
ing steps such as stemming and lowercasing was
performed prior to generating the sparse vectors.
Stemming was performed using the Porter stem-
mer (Porter, 1980). We limited the total number
of features to 5000.

2.1.2 Word clusters
In an attempt to include more generalized repre-
sentations of terms, we used word clusters, which
have proven to be useful for Twitter-based classi-
fication tasks in our past work. The clusters repre-
sent groups of terms that are semantically similar.
We used a set of publicly available word clusters5

that were generated by first learning distributed
representations of Twitter terms and then cluster-
ing the word vectors (Owoputi et al., 2012). The
clusters are used in a bag-of-words manner, and
feature vectors are generated for these in the same
way as the n-gram features.

4The task website is: http://alt.qcri.org/
semeval2017/task4/. Accessed: 2/20/2017.

5Available at: http://www.cs.cmu.edu/˜ark/
TweetNLP/. Accessed: 2/20/2016
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2.1.3 Dense vectors
We obtained dense vector representations of each
tweet simply by adding dense representations of
individual terms. To obtain dense vector repre-
sentations of the terms, we used publicly avail-
able pretrained vectors6 (Godin et al., 2015). The
vectors were learned from 400 million tweets, and
each word is represented using a dense vector of
size 400.

2.2 Optimization and classification
A good value for the cost parameter of the SVM
classifier was determined via grid search. The
grid search included all powers of 2 between 1
and 5. Ideally, identifying the optimal value re-
quires a more thorough search, with an extended
search space. We used this small search space
to speed up the searching process. To determine
the appropriate weight for each class, first each
of the three classes were assigned a weight which
is equal to the total number of instances in the
training set divided by the number of instances
for that class in the training set. Thus, for ex-
ample, the initial weight assigned to the neutral
class was 49484

22195 = 2.23. Iterating through possi-
ble weights in imbalanced classification tasks can
be a tricky problem, and require some expertise
in applied machine learning. Without optimiza-
tion of weights, classification problems involving
imbalanced datasets may perform poorly. As men-
tioned, our system was originally designed to pro-
vide simple text classification solutions to non-
experts. Therefore, we devised a simple weight
optimization strategy. First, the search interval is
computed as the variance of the vector of the ini-
tial weight values. For a given class, the possible
weight then lies in the range given by Equation 1:

(1)
range = [max(0.1, class weight

− (2× interval)),
class weight + (2× interval)]

Possible values for weight for the class can then
be iterated through within the given range using
suitable step sizes. In our work, the initial weight
of the positive class (middle class), was kept con-
stant while a range of values were iterated through
for the neutral (larger class) and negative (smaller
class). Within a given range, we used step sizes
of interval

2 , and chose the weight combination that
6Available at: http://www.fredericgodin.

com/software/. Accessed: 2/20/2016

produced the best results for the cross validation
task. A larger search space is likely to result in a
better classifier, but also requires longer time for
searching.

As described in the previous subsections, dur-
ing feature generation, a single vector (dense or
sparse) is generated for each feature set for each
instance. All the three feature vectors for an in-
stance are simply concatenated to form a single
vector prior to training. For the system used for
this task, each combined vector consisted of a to-
tal of 6400 features.

3 Results, Comments and Conclusion

Despite the simplicity of our approach, and limited
tuning, it obtained 8th position in terms of average
F1-Score out of 39 systems. In addition, the sys-
tem obtained average recall of 0.637 (11th), and
accuracy of 0.646 (8th). Due to time-constraints
associated with the submission deadline for the
shared task, we only performed 5-fold cross val-
idation, and estimated optimal class weights and
values for the cost parameter from a small set
of possibilities, as described in the previous sec-
tion. Therefore, we suspect that the performance
of the system could be further improved by search-
ing through a larger set of values. Furthermore,
our system was optimized for average F1-Score,
resulting in better overall ranking for F1-Score,
rather than for average recall.

The key advantage of our system is its simplic-
ity. The parameter optimization is handled auto-
matically, and does not require any manual inter-
pretation. At the same time, the optimization ap-
proach is easily interpretable and customizable by
non-experts. For example, if better accuracy is re-
quired for a specific task, a more thorough search
for optimal weights can be performed simply by
increasing the number of steps. Such modification
does not require deep understanding of SVMs.

Our system is simple and is applicable to any
social media text classification task. In the future,
we will assess the true performance of the opti-
mized system over the SemEval-2017 test set, via
more thorough automated optimization. We will
also compare the performance of our simple sys-
tem with other similar automated systems (e.g.,
the TPOT system Olson et al. (2016)) in terms of
speed and performance.
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