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Abstract

We describe a modified shared-LSTM net-
work for the Semantic Textual Similar-
ity (STS) task at SemEval-2017. The
network builds on previously explored
Siamese network architectures. We treat
max sentence length as an additional hy-
perparameter to be tuned (beyond learn-
ing rate, regularization, and dropout). Our
results demonstrate that hand-tuning max
sentence training length significantly im-
proves final accuracy. After optimiz-
ing hyperparameters, we train the net-
work on the multilingual semantic similar-
ity task using pre-translated sentences. We
achieved a correlation of 0.4792 for all the
subtasks. We achieved the fourth highest
team correlation for Task 4b, which was
our best relative placement.

1 Introduction

Semantic Textual Similarity (STS) has been a sta-
ple of the SemEval competition and requires sys-
tems that automatically identify the semantic re-
latedness of two sentences. The resulting sys-
tem could be used down-stream in many impor-
tant NLP tasks, such as scoring the output of a
machine translation system or finding related doc-
ument/query pairs in web search.

The data available for this competition has been
updated annually and contains gold-label, human-
evaluated scores based on sentence pairs across
multiple languages ((Agirre et al., 2012), (Agirre
et al., 2013), (Agirre et al., 2014), (Agirre et al.,
2015)). The gold label for each sentence pair is
in the range [0, 5], with 0 being the sentences are
completely dissimilar to 5 being the sentences are
completely equivalent. (Agirre et al., 2016)

The task is not restricted to English or mono-
lingual similarity scoring. The 2017 SemEval
task consists of seven different tracks, each
with a different language pair: Arabic-Arabic,
Arabic-English, Spanish-Spanish, Spanish-
English, an additional Spanish-English track,
English-English, and English-Turkish. We avoid
language-specific feature engineering and take
a representation learning approach to STS. This
requires constructing directly-comprable sentence
representations that can be induced from the
limited amounts of annotated STS training data.

We present a modified version of the Siamese
Long Short-Term Memory (LSTM) network to
solve this problem. (Mueller and Thyagarajan,
2016) A Siamese network is one in which parame-
ters between layers are shared, and are updated in
parallel during the learning phase. For the seman-
tic relatedness task, this allows two sentences to be
encoded into the same space using a single shared
recurrent neural network. The dual-encoding en-
ables the use of end-to-end supervised deep learn-
ing, using only the surface forms of the sentences
and the gold labels.

We extend the Siamese LSTM in two ways.
First, we consider the semantic relatedness as a
classification, rather than a regression problem.
Initially, semantic relatedness appears to be a con-
tinuous one-dimensional measure suitable for re-
gression. However, there are many subtleties
within the bands of scores, as sentences can differ
along more than a single dimension. Thus, rather
than regressing over the label, our model gener-
ates a distribution over possible labels. Second,
we use a different concatenative dense layer on
top of the dual LSTMs to better model the classi-
fication problem (Tai et al., 2015), and train using
KL-Divergence as the loss function for training.

Our results did not achieve the state-of-the-art
performance possible with a Siamese LSTM ar-
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chitecture. Despite this set-back, we are able to
demonstrate the effect of sentence training length
on a LSTM. Additionally, all foreign languages
were translated through Google Translate and the
same model was used for the seven tracks. This
standardization provides insight into the quality of
Google Translate and the negative effect of ma-
chine translation on correlation.

The following section provides detail on our
system and the training process. As our submis-
sion is focused on the use of end-to-end deep
learning in semantic relatedness, we do not use
hand-crafted features from external data, except
for pre-trained word embeddings to speed up train-
ing. A visual overview of the shared LSTM model
can be seen in Figure 1.
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EmbeddingsEmbeddings

LSTMLSTM

|X1 −X2|X1 �X2
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Figure 1: The end-to-end shared-LSTM model.
Note that the shaded boxes represent shared pa-
rameters that are updated in parallel when the error
is backpropagated. In this model, both the embed-
dings and the LSTM weights are shared, mean-
ing the sentences are encoded into the same space.
The model was implemented in Lasagne. (Diele-
man et al., 2015)

2 End-to-End Shared LSTM

We use a shared-parameter LSTM model, also
known as a Siamese LSTM model, as a completely
end-to-end deep learning model. (Mueller and
Thyagarajan, 2016; Tai et al., 2015)
Shared Parameters. In the siamese LSTM, the
embedding layers share weights with each other,

as do the LSTM layers. These weights are shared
throughout the entire training process, so updates
applied to one are applied to both. Each sentence
was transformed into a sequence of embeddings
and then encoded into a sentence vector by the
LSTM, and since the embedding and LSTM layers
were the same for both sentences, both sentences
were encoded into the same space. The sentence
embeddings were the final vector in the LSTM.
Word Embeddings. The model was initial-
ized with GloVe word embeddings. (Pennington
et al., 2014) Our experiments with both GloVe and
the Paragram (Wieting et al., 2015) embeddings
showed only a negligible difference in the final
performance of the model. This difference disap-
peared when embeddings were made trainable.

Should one include all the embeddings or sim-
ply the subset seen in the training data? If all the
embeddings are included, then the model should
theoretically generalize better, as there are fewer
UNKNOWN’s in the validation and testing data.
However, if all the embeddings are included and
the embeddings are trainable, then only the seen
portion of the embedding space is updated, which
could hurt model generalization.

Our model uses the whole embedding space,
but also updates the embeddings after each batch.
Although updating only part of the space could
risk damaging model generalizability, our experi-
ments found that we actually saw an improvement
in generalizability with both the whole embedding
space and trainable embeddings.
Dense Concatenative Layer. The original equa-
tion for the dense layer is: exp(−||X1 − X2||1).
(Mueller and Thyagarajan, 2016) However, as
shown in Figure 1, our dense layer takes the con-
catenation of two different transformations: |X1−
X2| and X1�X2. This is used to capture both the
difference in the angle and the absolute difference
of the two sentences. (Tai et al., 2015)
Training Objective. In order to use Kullback-
Leiber divergence (KL divergence) as the objec-
tive function, we had to convert the gold labels into
probability distributions: (Tai et al., 2015)

pi =


y − byc , i = byc+ 1
byc − y + 1, i = byc
0 otherwise

Thus, a label of 4.7 would distribute 70% of
its probability mass to the category 5, and 30%
of its probability mass to the category 4. To con-
vert from a probability distribution to a prediction,
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simply take the dot product of the ordered vector
< 0, 1, 2, 3, 4, 5 > and the distribution.

Then, the loss for each example was com-
puted using the standard KL divergence formula,
with some minor smoothing to disallow zeros:
DKL(P ||Q) =

∑
i P (i)log P (i)

Q(i) .

3 Experiments and Results

We opted for minimal preprocessing in our final
model: merely tokenizing and lower-casing the
input. Lemmatizing the words did not lead to
a notable improvement, and hence was omitted.
Additionally, experimenting with targeted Part of
Speech exclusion (removing all articles, increas-
ing weight of proper nouns, etc.) did not produce
dramatically higher results. Therefore, we decided
to let the LSTM learn for itself.

Our final results on the 2017 data are shown
in Table 1. Retrospectively, we saw that the
2016 postediting data (65.13% accuracy when
2016 data was held out from training) would have
served as a close proxy for 2017 En-En perfor-
mance. Our three submissions to the 2017 Se-
meval task were trained treating maximum train-
ing sentence length as a hyperparameter. Our re-
sults show that this parameter can have a large im-
pact on the final outcome of the model.

The cosine baseline provided by SemEval orga-
nizers achieved a 0.72 correlation for the English-
English sentences, which was roughly 0.07 higher
than our best performance on the same dataset. Al-
though disheartening, a Siamese LSTM model is
capable of performing dramatically better with cu-
rated training data, whereas the baseline approach
cannot be significantly modified.

Network Architecture and Parameters. Our fi-
nal model used length 300 GloVe embeddings,
100 LSTM cells, 50 neurons in the final dense
layer, and 6 output neurons, one for each class.
We used the Kullback-Leibler Divergence of the
output distribution and the gold label distribution
as the objective function.

Data. We used all available past STS Task 1
datasets and no external data. In order to partic-
ipate in the non-English tracks, we used Google
Translate to translate all the sentence pairs into
English. We then used the model trained on the
English-English pairs on the translated-English
data.

4 Discussion

Length. As shown in Table 1, the best identi-
fied length was 20. Meanwhile, the median length
for the labeled sentences was below 11. Train-
ing on the max length saw an improvement on the
English-English dataset, but an overall decrease in
performance on the other datasets, in particular the
SP-EN-WMT dataset, which contained very long
English-Spanish sentence pairs. This is likely due
to the network capturing long-term dependencies
present in the native English sentence pairs that
weren’t present in the translated sentence pairs.
Translations. Our results demonstrate that the in-
troduction of machine translation into the pipeline
damages performance. The drop for non-English
monolingual tasks exceeds that for English cross-
lingual tasks, as translation is only applied to one
side in the latter.

• Spanish - On the translated Spanish-Spanish
sentence pairs, our correlation went down
from 0.62 to 0.52. However, the drop was
only to 0.56 on the English-Spanish sentence
pairs, likely because half of the data was the
native English used in training.

• Arabic - We saw a larger drop in accu-
racy on the Arabic-Arabic sentence pairs,
from 0.62 to 0.48. This likely demonstrates
that the translation quality of Google Trans-
late is higher for Spanish than for Arabic.
As was the case with Spanish, the Arabic-
English pairs did better than the Arabic-
Arabic pairs, achieving a correlation of 0.49
with the length 20 model, and 0.52 with the
max length model.

• Turkish - Although there was no Turkish-
Turkish track this year, our system performed
roughly as expected on the Turkish-English
track, given its performance on the Spanish-
English and Arabic-English tracks. Uniquely
in Turkish, accuracy spikes between the
length 20 and max length models: from .53
to over .57 respectively.

Overall, we found the superior translation of
Spanish unsurprising given the similarity of the
languages and the large corpora available for
Spanish-English translations.
Investigating the Results. Table 2 shows a selec-
tion of sentence pairs, their gold labels, and our
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2017 Language Pairs Number of Pairs Length 11 (ρ) Length 20 (ρ) Max Length (ρ)
AR-AR 250 0.3905 0.4753 0.4587
AR-EN 250 0.3713 0.4939 0.5199
SP-SP 250 0.4588 0.5165 0.5148
SP-EN 250 0.3482 0.5615 0.5232
SP-EN-WMT 250 0.0586 0.1609 0.1300
EN-EN 250 0.4727 0.6174 0.6222
EN-TR 250 0.3644 0.5293 0.5725
Weighted Mean - 0.3521 0.4792 0.4773

Table 1: Results in the different tracks of SemEval-2017. The lengths refer to the maximum lengths of
the sentences used for training the model.

Sentence 1 Sentence 2 Gold Pred.
A man is performing labor. A man is performing today. 2.8 1.5
A kid sits on a soccer ball outside. A kid sitting on a soccer ball at the park. 4.2 4.2
The player shoots the winning points. The basketball player is about to score

points for his team.
2.8 2.7

The yard has a dog. The dog is running after another dog. 1.6 4.1
the people are running a marathon People are running a marathon 5.0 0.9

Table 2: A selection of results showing the successes and failures of our shared-LSTM architecture.
These sentences were selected to show areas in which our system excels or under-performs.

system’s predicted score. There were many cases
in which our system achieved very precise scoring,
as included in the table. The examples on which
the end-to-end model failed prove more interest-
ing.

There were many simple examples that fooled
our system. The most notable one is the pair (”the
people are running a marathon”, ”People are run-
ning a marathon”). In this case, the only differ-
ence is the inclusion of the determiner ”the” at
the start of the sentence, as the capitalization of
people would have been removed during prepro-
cessing. Yet our system predicts the relatedness
to be 0.9, rather than 5.0. This example shows
that, although the sentences are theoretically en-
coded into the same space, the series of transfor-
mations that the sentence undergoes is complex
and imperfect. Another such example is the pair
(”The yard has a dog.”, ”The dog is running af-
ter another dog.”) The fact that a dog exists in
both sentences should not merit such a high score
alone. This trend of attributing similarity to sen-
tences with similar subjects percolates throughout
our results.

The sentence pair (”A man is performing la-
bor.”, ”A man is performing today.) demonstrates

the learning potential of our model’s predictions.
These sentences are identical in length and the sur-
face forms are 80% similar as only the final word
differs. However, the different sense of perform
make these sentences mostly unrelated. The dif-
ference is subtle, and unlikely to be picked up by
a more naive system. Some basic ability to disam-
biguate different word senses is suggested by the
shared weight LSTM’s 1.5 assignment.

5 Conclusion and Future Work

A Siamese LSTM architecture has the potential
for generating sophisticated predictions, but re-
lies heavily on selecting appropriate training data.
Our results show that hand-tweaking the maxi-
mum length of training sentences can significantly
affect model output. Additionally, we show that
the LSTM model performs worse on machine-
translated data than on native English sentences.

There are several possible extensions of the pro-
posed shared LSTM framework, such as a tree-
structured, rather than linear LSTM. This uses the
sentence parse as a ”feature” for structuring the
model, and can provide significant improvements
over a purely linear LSTM for semantic related-
ness. (Tai et al., 2015)
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