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Preface

Welcome to SemEval 2010!
Thank you for offering so many different and intriguing semantic analysis tasks, and for creating so many
great systems to solve them. We are very much looking forward to this workshop, and are curious to hear

about your work.

— Katrin and Carlo.
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Abstract

This paper presents the SemEval-2010
task on Coreference Resolution in Multi-
ple Languages. The goal was to evaluate
and compare automatic coreference reso-
lution systems for six different languages
(Catalan, Dutch, English, German, Italian,
and Spanish) in four evaluation settings
and using four different metrics. Such a
rich scenario had the potential to provide
insight into key issues concerning corefer-
ence resolution: (i) the portability of sys-
tems across languages, (ii) the relevance of
different levels of linguistic information,
and (iii) the behavior of scoring metrics.

1 Introduction

The task of coreference resolution, defined as the
identification of the expressions in a text that re-
fer to the same discourse entity (1), has attracted
considerable attention within the NLP community.

€)) Major League Baseball sent its head of se-
curity to Chicago to review the second in-
cident of an on-field fan attack in the last
seven months. The league is reviewing se-
curity at all ballparks to crack down on

spectator violence.

Using coreference information has been shown to
be beneficial in a number of NLP applications
including Information Extraction (McCarthy and
Lehnert, 1995), Text Summarization (Steinberger
etal., 2007), Question Answering (Morton, 1999),
and Machine Translation. There have been a few
evaluation campaigns on coreference resolution in
the past, namely MUC (Hirschman and Chinchor,
1997), ACE (Doddington et al., 2004), and ARE
(Orasan et al., 2008), yet many questions remain
open:

1

e To what extent is it possible to imple-
ment a general coreference resolution system
portable to different languages? How much
language-specific tuning is necessary?

How helpful are morphology, syntax and se-
mantics for solving coreference relations?
How much preprocessing is needed? Does its
quality (perfect linguistic input versus noisy
automatic input) really matter?

How (dis)similar are different coreference
evaluation metrics—MUC, B-CUBED,
CEAF and BLANC? Do they all provide the
same ranking? Are they correlated?

Our goal was to address these questions in a
shared task. Given six datasets in Catalan, Dutch,
English, German, Italian, and Spanish, the task
we present involved automatically detecting full
coreference chains—composed of named entities
(NEs), pronouns, and full noun phrases—in four
different scenarios. For more information, the
reader is referred to the task website. !

The rest of the paper is organized as follows.
Section 2 presents the corpora from which the task
datasets were extracted, and the automatic tools
used to preprocess them. In Section 3, we describe
the task by providing information about the data
format, evaluation settings, and evaluation met-
rics. Participating systems are described in Sec-
tion 4, and their results are analyzed and compared
in Section 5. Finally, Section 6 concludes.

2 Linguistic Resources

In this section, we first present the sources of the
data used in the task. We then describe the auto-
matic tools that predicted input annotations for the
coreference resolution systems.

"http://stel.ub.edu/semeval2010-coref
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Training Development Test

#docs #sents #tokens #docs #sents #tokens #docs #sents #tokens
Catalan 829 8,709 253,513 142 1,445 42,072 167 1,698 49,260
Dutch 145 2,544 46,894 23 496 9,165 72 2,410 48,007
English 229 3,648 79,060 39 741 17,044 85 1,141 24,206
German 900 19,233 331,614 199 4,129 73,145 136 2,736 50,287
Italian 80 2,951 81,400 17 551 16,904 46 1,494 41,586
Spanish 875 9,022 284,179 140 1,419 44,460 168 1,705 51,040

Table 1: Size of the task datasets.

2.1 Source Corpora

Catalan and Spanish The AnCora corpora (Re-
casens and Marti, 2009) consist of a Catalan and
a Spanish treebank of 500k words each, mainly
from newspapers and news agencies (El Periddico,
EFE, ACN). Manual annotation exists for ar-
guments and thematic roles, predicate semantic
classes, NEs, WordNet nominal senses, and coref-
erence relations. AnCora are freely available for
research purposes.

Dutch The KNACK-2002 corpus (Hoste and De
Pauw, 2006) contains 267 documents from the
Flemish weekly magazine Knack. They were
manually annotated with coreference information
on top of semi-automatically annotated PoS tags,
phrase chunks, and NEs.

English The OntoNotes Release 2.0 corpus
(Pradhan et al., 2007) covers newswire and broad-
cast news data: 300k words from The Wall Street
Journal, and 200k words from the TDT-4 col-
lection, respectively. OntoNotes builds on the
Penn Treebank for syntactic annotation and on the
Penn PropBank for predicate argument structures.
Semantic annotations include NEs, words senses
(linked to an ontology), and coreference informa-
tion. The OntoNotes corpus is distributed by the
Linguistic Data Consortium.?

German The TiiBa-D/Z corpus (Hinrichs et al.,
2005) is a newspaper treebank based on data taken
from the daily issues of “die tageszeitung” (taz). It
currently comprises 794k words manually anno-
tated with semantic and coreference information.
Due to licensing restrictions of the original texts, a
taz-DVD must be purchased to obtain a license.?

Italian The LiveMemories corpus (Rodriguez
et al., 2010) will include texts from the Italian
Wikipedia, blogs, news articles, and dialogues

“Free user license agreements for the English and German
task datasets were issued to the task participants.

(MapTask). They are being annotated according
to the ARRAU annotation scheme with coref-
erence, agreement, and NE information on top
of automatically parsed data. The task dataset
included Wikipedia texts already annotated.

The datasets that were used in the task were ex-
tracted from the above-mentioned corpora. Ta-
ble 1 summarizes the number of documents
(docs), sentences (sents), and tokens in the train-
ing, development and test sets.’

2.2 Preprocessing Systems

Catalan, Spanish, English Predicted lemmas
and PoS were generated using FreeLing* for
Catalan/Spanish and SVMTagger® for English.
Dependency information and predicate semantic
roles were generated with JointParser, a syntactic-
semantic parser.®

Dutch Lemmas, PoS and NEs were automat-
ically provided by the memory-based shallow
parser for Dutch (Daelemans et al., 1999), and de-
pendency information by the Alpino parser (van
Noord et al., 2006).

German Lemmas were predicted by TreeTagger
(Schmid, 1995), PoS and morphology by RFTag-
ger (Schmid and Laws, 2008), and dependency in-
formation by MaltParser (Hall and Nivre, 2008).

Italian Lemmas and PoS were provided by
TextPro,” and dependency information by Malt-
Parser.?

3The German and Dutch training datasets were not com-
pletely stable during the competition period due to a few er-
rors. Revised versions were released on March 2 and 20, re-
spectively. As to the test datasets, the Dutch and Italian doc-
uments with formatting errors were corrected after the eval-
uation period, with no variations in the ranking order of sys-
tems.

*http://www.lsi.upc.es/ nlp/freeling

Shitp://www.lsi.upc.edu/ nlp/SVMTool

Shttp://www.lsi.upc.edu// xlluis/?x=cat:5

"http://textpro.fbk.eu

8http://maltparser.org



3 Task Description

Participants were asked to develop an automatic
system capable of assigning a discourse entity to
every mention,” thus identifying all the NP men-
tions of every discourse entity. As there is no
standard annotation scheme for coreference and
the source corpora differed in certain aspects, the
coreference information of the task datasets was
produced according to three criteria:

e Only NP constituents and possessive deter-
miners can be mentions.

e Mentions must be referential expressions,
thus ruling out nominal predicates, appos-
itives, expletive NPs, attributive NPs, NPs
within idioms, etc.

e Singletons are also considered as entities
(i.e., entities with a single mention).

To help participants build their systems, the
task datasets also contained both gold-standard
and automatically predicted linguistic annotations
at the morphological, syntactic and semantic lev-
els. Considerable effort was devoted to provide
participants with a common and relatively simple
data representation for the six languages.

3.1 Data Format

The task datasets as well as the participants’
answers were displayed in a uniform column-
based format, similar to the style used in previous
CoNLL shared tasks on syntactic and semantic de-
pendencies (2008/2009).!° Each dataset was pro-
vided as a single file per language. Since corefer-
ence is a linguistic relation at the discourse level,
documents constitute the basic unit, and are de-
limited by “#begin document ID” and “#end doc-
ument ID” comment lines. Within a document, the
information of each sentence is organized verti-
cally with one token per line, and a blank line after
the last token of each sentence. The information
associated with each token is described in several
columns (separated by “\t” characters) represent-
ing the following layers of linguistic annotation.

ID (column 1). Token identifiers in the sentence.
Token (column 2). Word forms.

Following the terminology of the ACE program, a men-
tion is defined as an instance of reference to an object, and
an entity is the collection of mentions referring to the same
object in a document.

"http://www.cnts.ua.ac.be/conl2008

ID Token Intermediate columns  Coref
1 Major e ¢!

2 League -

3 Baseball ... 1)

4 sent .. _

5 its ... D]
6 head _

7 of _

8 security 3)]2)
9 to _

27  The ... (1

28  league e 1)

29 s ... _

Table 2: Format of the coreference annotations
(corresponding to example (1) in Section 1).

Lemma (column 3). Token lemmas.

PoS (column 5). Coarse PoS.

Feat (column 7). Morphological features (PoS
type, number, gender, case, tense, aspect,
etc.) separated by a pipe character.

Head (column 9). ID of the syntactic head (“0” if
the token is the tree root).

DepRel (column 11). Dependency relations cor-
responding to the dependencies described in
the Head column (“sentence” if the token is
the tree root).

NE (column 13). NE types in open-close notation.

Pred (column 15). Predicate semantic class.

APreds (column 17 and subsequent ones). For
each predicate in the Pred column, its seman-
tic roles/dependencies.

Coref (last column). Coreference relations in
open-close notation.

The above-mentioned columns are “gold-
standard columns,” whereas columns 4, 6, 8, 10,
12, 14, 16 and the penultimate contain the same
information as the respective previous column but
automatically predicted—using the preprocessing
systems listed in Section 2.2. Neither all layers
of linguistic annotation nor all gold-standard and
predicted columns were available for all six lan-
guages (underscore characters indicate missing in-
formation).

The coreference column follows an open-close
notation with an entity number in parentheses (see
Table 2). Every entity has an ID number, and ev-
ery mention is marked with the ID of the entity
it refers to: an opening parenthesis shows the be-
ginning of the mention (first token), while a clos-
ing parenthesis shows the end of the mention (last



token). For tokens belonging to more than one
mention, a pipe character is used to separate mul-
tiple entity IDs. The resulting annotation is a well-
formed nested structure (CF language).

3.2 Evaluation Settings

In order to address our goal of studying the effect
of different levels of linguistic information (pre-
processing) on solving coreference relations, the
test was divided into four evaluation settings that
differed along two dimensions.

Gold-standard versus Regular setting. Only
in the gold-standard setting were participants al-
lowed to use the gold-standard columns, includ-
ing the last one (of the test dataset) with true
mention boundaries. In the regular setting, they
were allowed to use only the automatically pre-
dicted columns. Obtaining better results in the
gold setting would provide evidence for the rel-
evance of using high-quality preprocessing infor-
mation. Since not all columns were available for
all six languages, the gold setting was only possi-
ble for Catalan, English, German, and Spanish.

Closed versus Open setting. In the closed set-
ting, systems had to be built strictly with the in-
formation provided in the task datasets. In con-
trast, there was no restriction on the resources that
participants could utilize in the open setting: sys-
tems could be developed using any external tools
and resources to predict the preprocessing infor-
mation, e.g., WordNet, Wikipedia, etc. The only
requirement was to use tools that had not been de-
veloped with the annotations of the test set. This
setting provided an open door into tools or re-
sources that improve performance.

3.3 Evaluation Metrics

Since there is no agreement at present on a stan-
dard measure for coreference resolution evalua-
tion, one of our goals was to compare the rank-
ings produced by four different measures. The
task scorer provides results in the two mention-
based metrics B3 (Bagga and Baldwin, 1998) and
CEAF-¢3 (Luo, 2005), and the two link-based
metrics MUC (Vilain et al., 1995) and BLANC
(Recasens and Hovy, in prep). The first three mea-
sures have been widely used, while BLANC is a
proposal of a new measure interesting to test.

The mention detection subtask is measured with
recall, precision, and F;. Mentions are rewarded
with 1 point if their boundaries coincide with those

of the gold NP, with 0.5 points if their boundaries
are within the gold NP including its head, and
with O otherwise.

4 Participating Systems

A total of twenty-two participants registered for
the task and downloaded the training materials.
From these, sixteen downloaded the test set but
only six (out of which two task organizers) sub-
mitted valid results (corresponding to nine system
runs or variants). These numbers show that the
task raised considerable interest but that the final
participation rate was comparatively low (slightly
below 30%).

The participating systems differed in terms of
architecture, machine learning method, etc. Ta-
ble 3 summarizes their main properties. Systems
like BART and Corry support several machine
learners, but Table 3 indicates the one used for the
SemEval run. The last column indicates the exter-
nal resources that were employed in the open set-
ting, thus it is empty for systems that participated
only in the closed setting. For more specific details
we address the reader to the system description pa-
pers in Erk and Strapparava (2010).

5 Results and Evaluation

Table 4 shows the results obtained by two naive
baseline systems: (i) SINGLETONS considers each
mention as a separate entity, and (ii) ALL-IN-ONE
groups all the mentions in a document into a sin-
gle entity. These simple baselines reveal limita-
tions of the evaluation metrics, like the high scores
of CEAF and B? for SINGLETONS. Interestingly
enough, the naive baseline scores turn out to be
hard to beat by the participating systems, as Ta-
ble 5 shows. Similarly, ALL-IN-ONE obtains high
scores in terms of MUC. Table 4 also reveals dif-
ferences between the distribution of entities in the
datasets. Dutch is clearly the most divergent cor-
pus mainly due to the fact that it only contains sin-
gletons for NEs.

Table 5 displays the results of all systems for all
languages and settings in the four evaluation met-
rics (the best scores in each setting are highlighted
in bold). Results are presented sequentially by lan-
guage and setting, and participating systems are
ordered alphabetically. The participation of sys-
tems across languages and settings is rather irreg-
ular,!! thus making it difficult to draw firm conclu-

'"Only 45 entries in Table 5 from 192 potential cases.



System Architecture

ML Methods External Resources

BART
(Broscheit et al., 2010) Closest-first ~ with

mention  model

Italian)

entity-
(English),
Closest-first model (German,

MaxEnt (English, Ger-
man), Decision trees
(Italian)

GermaNet & gazetteers (Ger-
man), [-Cab gazetteers (Italian),
Berkeley parser, Stanford NER,
WordNet, Wikipedia name list,
U.S. census data (English)

Corry

(Uryupina, 2010) ILP, Pairwise model

SVM Stanford parser & NER, Word-

Net, U.S. census data

RelaxCor
(Sapena et al., 2010)
relaxation labeling)

Graph partitioning (solved by

Decision trees, Rules WordNet

SUCRE

(Kobdani and Schiitze, 2010)  Best-first clustering,

feature definition language

Rela-
tional database model, Regular

Decision trees, Naive —
Bayes, SVM, MaxEnt

TANL-1

(Attardi et al., 2010) Highest entity-mention simi- MaxEnt PoS tagger (Italian)
larity

UBIU

(Zhekova and Kiibler, 2010) Pairwise model MBL —

Table 3: Main characteristics of the participating systems.

sions about the aims initially pursued by the task.
In the following, we summarize the most relevant
outcomes of the evaluation.

Regarding languages, English concentrates the
most participants (fifteen entries), followed by
German (eight), Catalan and Spanish (seven each),
Italian (five), and Dutch (three). The number of
languages addressed by each system ranges from
one (Corry) to six (UBIU and SUCRE); BART and
RelaxCor addressed three languages, and TANL-1
five. The best overall results are obtained for En-
glish followed by German, then Catalan, Spanish
and Italian, and finally Dutch. Apart from differ-
ences between corpora, there are other factors that
might explain this ranking: (i) the fact that most of
the systems were originally developed for English,
and (ii) differences in corpus size (German having
the largest corpus, and Dutch the smallest).

Regarding systems, there are no clear “win-
ners.” Note that no language-setting was ad-
dressed by all six systems. The BART system,
for instance, is either on its own or competing
against a single system. It emerges from par-
tial comparisons that SUCRE performs the best in
closedxregular for English, German, and Italian,
although it never outperforms the CEAF or B3 sin-
gleton baseline. While SUCRE always obtains the
best scores according to MUC and BLANC, Re-
laxCor and TANL-1 usually win based on CEAF

and B3. The Corry system presents three variants
optimized for CEAF (Corry-C), MUC (Corry-M),
and BLANC (Corry-B). Their results are consis-
tent with the bias introduced in the optimization
(see English:openx gold).

Depending on the evaluation metric then, the
rankings of systems vary with considerable score
differences. There is a significant positive corre-
lation between CEAF and B? (Pearson’s =0.91,
p < 0.01), and a significant lack of correlation be-
tween CEAF and MUC in terms of recall (Pear-
son’s 7=0.44, p<0.01). This fact stresses the
importance of defining appropriate metrics (or a
combination of them) for coreference evaluation.

Finally, regarding evaluation settings, the re-
sults in the gold setting are significantly better than
those in the regular. However, this might be a di-
rect effect of the mention recognition task. Men-
tion recognition in the regular setting falls more
than 20 F; points with respect to the gold setting
(where correct mention boundaries were given).
As for the open versus closed setting, there is only
one system, RelaxCor for English, that addressed
the two. As expected, results show a slight im-
provement from closedx gold to openx gold.

6 Conclusions

This paper has introduced the main features of
the SemEval-2010 task on coreference resolution.



CEAF MUC B3 BLANC
R P Fi R P Fi R P Fi R P Blanc
SINGLETONS: Each mention forms a separate entity.
Catalan 612 612 612 0.0 0.0 0.0 612 100 759 50.0 48.7 49.3
Dutch 345 345 345 0.0 0.0 0.0 345 100 513 50.0 46.7 48.3
English 712 712 712 0.0 0.0 0.0 712 100 832 500 49.2 49.6
German 755 755 755 0.0 0.0 0.0 755 100  86.0 50.0 494 49.7
Italian 711 711 7141 0.0 0.0 0.0 71.1 100  83.1 500 492 49.6
Spanish 622 622 622 0.0 0.0 0.0 622 100 76.7 50.0 4838 494
ALL-IN-ONE: All mentions are grouped into a single entity.
Catalan 11.8 11.8 11.8 100 393 564 100 4.0 7.7 50.0 1.3 2.6
Dutch 19.7 197 19 100 663 79.8 100 8.0 149 50.0 32 6.2
English 105 105 105 100 292 452 100 35 6.7 50.0 0.8 1.6
German 8.2 8.2 8.2 100 248 397 100 24 4.7 50.0 0.6 1.1
Italian 114 114 114 100  29.0 45.0 100 2.1 4.1 50.0 0.8 1.5
Spanish 119 119 119 100 383 554 100 39 7.6 50.0 1.2 24

Table 4: Baseline scores.

The goal of the task was to evaluate and compare
automatic coreference resolution systems for six
different languages in four evaluation settings and
using four different metrics. This complex sce-
nario aimed at providing insight into several as-
pects of coreference resolution, including portabil-
ity across languages, relevance of linguistic infor-
mation at different levels, and behavior of alterna-
tive scoring metrics.

The task attracted considerable attention from a
number of researchers, but only six teams submit-
ted their final results. Participating systems did not
run their systems for all the languages and evalu-
ation settings, thus making direct comparisons be-
tween them very difficult. Nonetheless, we were
able to observe some interesting aspects from the
empirical evaluation.

An important conclusion was the confirmation
that different evaluation metrics provide different
system rankings and the scores are not commen-
surate. Attention thus needs to be paid to corefer-
ence evaluation. The behavior and applicability of
the scoring metrics requires further investigation
in order to guarantee a fair evaluation when com-
paring systems in the future. We hope to have the
opportunity to thoroughly discuss this and the rest
of interesting questions raised by the task during
the SemEval workshop at ACL 2010.

An additional valuable benefit is the set of re-
sources developed throughout the task. As task
organizers, we intend to facilitate the sharing of
datasets, scorers, and documentation by keeping
them available for future research use. We believe
that these resources will help to set future bench-

marks for the research community and will con-
tribute positively to the progress of the state of the
art in coreference resolution. We will maintain and
update the task website with post-SemEval contri-
butions.
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Mention detection || CEAF i MUC i B® i BLANC

| R T P TF |[ R P F. || R P Fi | R T P Fi [ R P | Blanc
Catalan
closedx gold
RelaxCor 100 100 100 70.5 | 705 | 70.5 293 | 713 | 425 68.6 | 958 | 79.9 56.0 | 81.8 59.7
SUCRE 100 100 100 68.7 | 68.7 | 68.7 54.1 584 | 56.2 76.6 | 774 | 77.0 724 | 60.2 63.6
TANL-1 100 | 96.8 | 98.4 66.0 | 639 | 649 17.2 | 57.7 | 265 644 | 933 | 762 52.8 | 79.8 54.4
UBIU 75.1 963 | 844 46.6 | 59.6 | 523 8.8 17.1 11.7 478 | 763 | 58.8 51.6 | 579 522
closed X regular
SUCRE 759 | 645 | 69.7 513 | 436 | 472 44.1 323 | 373 59.6 | 44.7 | 511 539 | 552 54.2
TANL-1 833 | 82.0 | 827 575 | 56.6 | 57.1 152 | 469 | 229 558 | 76.6 | 64.6 51.3 | 762 51.0
UBIU 514 | 709 | 59.6 332 | 457 | 384 6.5 12.6 8.6 324 | 557 | 40.9 50.2 | 53.7 47.8
openx gold
open X regular
Dutch
closedx gold
SUCRE ][ 100 [ 100 [ 100 ][ 58.8 [ 58.8 | 58.8 [[ 65.7 [ 744 [ 69.8 [] 650 [ 692 [ 67.0 [ 695 [ 629 | 653
closed X regular
SUCRE 78.0 29.0 423 294 10.9 15.9 62.0 19.5 29.7 59.1 6.5 11.7 46.9 46.9 46.9
UBIU 41.5 ‘ 29.9 ‘ 34.7 H 20.5 14.6 | 17.0 H 6.7 11.0 8.3 H 13.3 ‘ 234 | 17.0 H 50.0 | 524 ‘ 323
open X gold
open X regular
English
closedx gold
RelaxCor 100 100 100 75.6 | 75.6 | 75.6 219 | 724 | 337 748 | 97.0 | 84.5 57.0 | 83.4 61.3
SUCRE 100 100 100 743 | 743 | 743 68.1 549 | 60.8 86.7 | 785 | 824 773 | 67.0 70.8
TANL-1 99.8 | 81.7 | 89.8 75.0 | 614 | 67.6 237 | 244 | 240 746 | 72.1 | 734 51.8 | 688 52.1
UBIU 925 | 99.5 | 959 634 | 682 | 65.7 172 | 255 | 20.5 67.8 | 83.5 | 74.8 52.6 | 60.8 54.0
closed X regular
SUCRE 78.4 | 83.0 | 80.7 61.0 | 645 | 62.7 577 | 48.1 | 52.5 683 | 659 | 67.1 589 | 657 61.2
TANL-1 79.6 | 689 | 739 61.7 | 534 | 573 238 | 255 | 24.6 62.1 | 60.5 | 61.3 50.9 | 68.0 49.3
UBIU 66.7 | 83.6 | 742 482 | 604 | 53.6 11.6 18.4 14.2 509 | 69.2 | 58.7 50.9 | 56.3 51.0
openx gold
Corry-B 100 100 100 715 | 775 | 715 56.1 575 | 56.8 82.6 | 857 | 84.1 69.3 | 753 71.8
Corry-C 100 100 100 717 | 717 | 717 574 | 583 | 579 83.1 84.7 | 839 713 | 71.6 71.5
Corry-M 100 100 100 73.8 | 73.8 | 73.8 625 | 562 | 59.2 855 | 78.6 | 81.9 76.2 | 588 62.7
RelaxCor 100 100 100 758 | 758 | 75.8 226 | 705 | 342 752 | 96.7 | 84.6 58.0 | 83.8 62.7
open X regular
BART 76.1 69.8 | 72.8 70.1 643 | 67.1 628 | 524 | 57.1 749 | 67.7 | 71.1 553 | 732 57.7
Corry-B 798 | 764 | 78.1 704 | 674 | 68.9 55.0 | 542 | 54.6 737 | 741 | 739 57.1 | 757 60.6
Corry-C 798 | 764 | 78.1 709 | 679 | 69.4 547 | 555 | 55.1 738 | 73.1 | 735 574 | 63.8 59.4
Corry-M 798 | 764 | 78.1 663 | 635 | 64.8 615 | 534 | 57.2 76.8 | 66.5 | 71.3 585 | 56.2 57.1
German
closedx gold
SUCRE 100 100 100 729 | 729 | 729 744 | 48.1 58.4 904 | 73.6 | 8l.1 782 | 61.8 66.4
TANL-1 100 100 100 717 | 717 | 717 164 | 60.6 | 259 772 | 96.7 | 859 544 | 75.1 57.4
UBIU 92.6 | 955 | 94.0 674 | 689 | 68.2 22.1 21.7 | 219 737 | 779 | 757 60.0 | 77.2 64.5
closed X regular
SUCRE 793 | 715 | 784 60.6 | 59.2 | 59.9 493 | 35.0 | 409 69.1 60.1 64.3 52.7 | 59.3 53.6
TANL-1 609 | 57.7 | 59.2 509 | 482 | 495 102 | 315 15.4 472 | 549 | 50.7 50.2 | 63.0 44.7
UBIU 50.6 | 66.8 | 57.6 394 | 519 | 4438 9.5 114 | 104 412 | 53.7 | 46.6 50.2 | 544 48.0
openx gold
BART [ 943 [ 937 ] 940 J] 67.1 ] 667 [ 669 [[ 70.5 [ 40.1 [ 51.1 [[ 853 [ 644 | 734 [ 655 [ 610 | 628
open X regular
BART ][ 825 [ 823 [ 824 [[ 614 [ 612 [ 61.3 J[ 614 [ 36.1 [ 455 [[ 753 [ 583 | 65.7 [ 559 [ 603 | 57.3
Italian
closedx gold
SUCRE ][ 984 [ 984 [ 984 ][ 66.0 [ 66.0 | 66.0 [[ 48.1 | 423 [ 45.0 [[ 767 [ 769 [ 76.8 ][ 548 [ 63.5 | 56.9
closed X regular
SUCRE 84.6 | 98.1 90.8 57.1 662 | 61.3 50.1 50.7 | 50.4 63.6 | 792 | 70.6 552 | 683 57.7
UBIU 46.8 ‘ 359 ‘ 40.6 H 379 | 29.0 | 329 H 29 4.6 3.6 H 38.4 ‘ 319 | 3438 H 50.0 | 46.6 ‘ 37.2
open X gold
open X regular
BART 428 | 80.7 | 559 35.0 | 66.1 | 458 353 | 540 | 427 346 | 70.6 | 464 57.1 | 68.1 59.6
TANL-1 ‘ 90.5 ‘ 73.8 ‘ 81.3 H 622 | 50.7 | 55.9 H 372 | 283 | 32.1 H 66.8 ‘ 56.5 | 61.2 H 50.7 | 69.3 ‘ 48.5
Spanish
closedx gold
RelaxCor 100 100 100 66.6 | 66.6 | 66.6 148 | 73.8 | 247 653 | 975 | 782 534 | 81.8 55.6
SUCRE 100 100 100 69.8 | 69.8 | 69.8 527 | 583 | 553 758 | 79.0 | 774 673 | 625 64.5
TANL-1 100 | 96.8 | 984 66.9 | 647 | 65.8 16.6 | 56.5 | 25.7 652 | 934 | 768 525 | 79.0 54.1
UBIU 738 | 964 | 83.6 457 | 59.6 | 51.7 9.6 18.8 12.7 46.8 | 717.1 58.3 529 | 63.9 54.3
closed X regular
SUCRE 749 | 66.3 | 703 563 | 499 | 529 358 | 36.8 | 36.3 56.6 | 54.6 | 55.6 521 | 612 51.4
TANL-1 822 | 84.1 83.1 58.6 | 60.0 | 59.3 14.0 | 484 | 21.7 56.6 | 79.0 | 66.0 514 | 747 51.4
UBIU 51.1 727 | 60.0 336 | 47.6 | 394 7.6 14.4 10.0 328 | 57.1 41.6 50.4 | 54.6 48.4
open X gold

open X regular

Table 5: Official results of the participating systems for all languages, settings, and metrics.
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Abstract 2 Motivation and Related Work

While there has been a lot of discussion on the rel-
In this paper we describe the SemEval-  evant sense distinctions for monolinguesp sys-
2010 Cross-Lingual Lexical Substitution  tems, for machine translation applications there is
task, where given an English target word g consensus that the relevant sense distinctions are
in context, participating systems had to  those that reflect different translations. One early
find an alternative substitute word or  and notable work was theEBISEVAL-2 Japanese
phrase in Spanish. The task is based on  Translation task (Kurohashi, 2001) that obtained
the English Lexical Substitution task run  ajternative translation records of typical usages of
at SemEval-2007. In this paper we pro- 3 test word, also referred to asranslation mem-
vide background and motivation for the  ory. Systems could either select the most appro-
task, we describe the data annotation pro-  priate translation memory record for each instance
cess and the scoring system, and present and were scored against a gold-standard set of an-
the results of the participating systems. notations, or they could provide a translation that
was scored by translation experts after the results
were submitted. In contrast to this work, in our
task we provided actual translations for target in-
_stances in advance, rather than predetermine trans-

In the Cross-Lingual Lexical Substitution task, an-"" . )
notators and systems had to find an alternativéat'ons using lexicographers or rely on post-hoc
evaluation, which does not permit evaluation of

substitute word or phrase in Spanish for an En- " fter th i
glish target word in context. The task is based €W sy§ ems atter the competition.
on the English Lexical Substitution task run at Previous standalon@/sp tasks based on par-

SemEval-2007, where both target words and sub@llel data have obtained distinct translations for
stitutes were in’Eninsh. senses as listed in a dictionary (Ng and Chan,

, , . _.2007). In this way fine-grained senses with the
An automatic system for cross-lingual lexical .
I same translations can be lumped together, how-
substitution would be useful for a number of ap-

plications. For instance, such a system could beverthis does not fully allow for the fact that some

T ' . . Senses for the same words may have some transla-
used_ t_o assist human transfators in thelr work, mfions in common but also others that are not (Sinha
providing a number of correct translations that theet al., 2009)
human translator can choose from. Similarly, the In"our taék we collected a dataset which al-
system could be used to assist language Iearnerl%wS instance’s of the same word to have some
by providing them with the interpretation of the translations in common, while not necessitating
unknown words in a text written in the language '

. clustering of translations from a specific re-
they are learning. Last but not least, the outpu . ; .
. . N source into senses (in comparison to Lefever and
of a cross-lingual lexical substitution system could

1 .
be used as input to existing systems for cross'—_|OSte (2010))- Resnik and Yarowsky (2000) also

Ianguage qurmatlon retrieval or automatic ma- Though in that task note that it is possible for a transla-
chine translation. tion to occur in more than one cluster. It will be interestiag

1 Introduction
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conducted experiments using words in context4 The Cross-Lingual Lexical

rather than a predefined sense-inventory however Substitution Task

in these experiments the annotators were asked for _ _ o

a single preferred translation. In our case, we alThe Cross-Lingual Lexical Substitution task fol-

lowed annotators to supply as many translationd®VS LEXSUB except that the annotations are
as they felt were equally valid. This allows us translatlons rather than paraphrases. _leen a tar-
to examine more subtle relationships between usget word in context, the task is to provide several
ages and to allow partial credit to systems thafOrrect translations for that word in a given lan-
get a close approximation to the annotators’ transguage. We used English as the source language
lations. Unlike a full blown machine translation @nd Spanish as the target language.

task (Carpuat and Wu, 2007), annotators and sys- e provided both development and test sets, but

tems are not required to translate the whole contex?0 training data. As foLExsus, any systems re-
but just the target word. quiring training data had to obtain it from other

sources. We included nouns, verbs, adjectives and

adverbs in both development and test data. We

3 Background: The English Lexical used the same set of 30 development words as in
Substitution Task LEXSUB, and a subset of 100 words from thex -

SUB test set, selected so that they exhibit a wide

The English Lexical substitution task (hereaftervariety of substitutes. For each word, the same ex-
referred to asLEXSUB) was run at SemEval- ample sentences were used asEXSUB.

2007 (McCarthy and Navigli, 2007; McCarthy and )

Navigli, 2009). LEXSUB was proposed as a task 41 Annotation

which, while requiring contextual disambiguation, We used four annotators for the task, all native
did not presuppose a specific sense inventory. I§panish speakers from Mexico, with a high level
fact, it is quite possible to use alternative rep-of proficiency in English. As inEXsus, the an-
resentations of meaning, such as those proposetbtators were allowed to use any resources they
by Schitze (1998) and Pantel and Lin (2002).  wanted to, and were required to provide as many

The motivation for a substitution task was thatsubstitutes as they could think of.
it would reflect capabilities that might be useful The inter-tagger agreement (ITA) was calcu-
for natural language processing tasks such as parkated as pairwise agreement between sets of sub-
phrasing and textual entailment, while not requir-stitutes from annotators, as doneLixsuB. The
ing a complete system that might mask system ca-TA without mode was determined as 0.2777,
pabilities at a lexical level and make participationwhich is comparable with the ITA of 0.2775 de-
in the task difficult for small research teams. termined forLEXsSUB.

The task required systems to produce a substiz12 An Example
tute word for a word in context. The data was ~
collected for 201 words from open class parts-of-One significant outcome of this task is that there
speech (PoS) (i.e. nouns, verbs, adjectives and aére not necessarily clear divisions between usages
verbs). Words were selected that have more tha@nd senses because we do not use a predefined
one meaning with at least one near synonym. Tef€nse inventory, or restrict the annotations to dis-
sentences for each word were extracted from thé&nctive translations. This means that there can be
English Internet Corpus (Sharoff, 2006). Thereusages that overlap to different extents with each
were five annotators who annotated each targeather but do not have identical translations. An
word as it occurred in the context of a sentenceexample is the target advedeverely. Four sen-
The annotators were each allowed to provide up téences are shown in Figure 1 with the translations
three substitutes, though they could also providéprovided by one annotator marked in italics and
a NIL response if they could not come up with a{} braces. Here, all the token occurrences seem

substitute. They had to indicate if the target wordrelated to each other in that they share some trans-
was an integral part of a multiword. lations, but not all. There are sentences like 1

and 2 that appear not to have anything in com-

S _ _ _ mon. However 1, 3, and 4 seem to be partly re-
see the extent that this actually occurred in their data hed t

extent that the translations that our annotators providigthtm lated (they Shareeveramente)’ ar_]d 2,3,and 4 are
be clustered. also partly related (they shaseriamente). When

10



we look again, sentences 1 and 2, though not di-

rectly related, both have translations in common
> oses; frequency(s € T;)

with sentences 3 and 4. oot score(i) = T (4)
K3

4.3 Scoring

We adopted théest andout-of-ten precision and . )

recall scores fromExSUB (oot in the equations oot precision = — 2. 00 Sc_ore(l) (5)

below). The systems were allowed to supply as i € I: defined(S;)]

many translations as they feel fit the context. The .

system translations are then given credit depend- oot recall — > 0ot score(i) (6)

ing on the number of annotators that picked each 1]

translation. The credit is divided by the number \ye note that there was an issue that the origi-
of annotator responses for the item and since fopg| | Exsug out-of-ten scorer allowed duplicates
the beﬁ_t score the cr_eQit for the system answerg\cCarthy and Navigli, 2009). The effect of du-
for an item is also divided by the number of an-pjicates is that systems can get inflated scores be-
swers the system provides, this allows more credigayse the credit for each item is not divided by the
to be given to instances where there is less varigyymber of substitutes and because the frequency
tion. For that reason, a system is better guessings each annotator response is used. McCarthy and
the translation that is most frequent unless it réNavigli (2009) describe this oversight, identify the
ally wants to hedge its bets. Thusiifs an item  gysiems that had included duplicates and explain
in the set of instance$, andT; is the multiset of  the jmplications. For our task, we decided to con-
gold standard translations frqm the human annotagn e to allow for duplicates, so that systems can
tors fori, and a system provides a set of answerg,ogst their scores with duplicates on translations
S; for i, then thebest score for item is?: with higher probability.
For both thebest andout-of-ten measures, we

ZSESi frequency(s € Ty) alsq report amode score, which is calculated

ST (1) against the_ mode from the_ annotators responses as

was done inLEXsuB. Unlike the LEXSUB task,

Precision is calculated by summing the scoredVe did not run a separate muilti-word subtask and
for each item and dividing by the number of items€valuation.
that the system attempted whereas recall divide .
the sum of scores for each item py. Thus: 5 Basdinesand Upper bound

best score(i) =

To place results in perspective, several baselines as

. best score(i) well as the upper bound were calculated.

(2)

best precision =

li € I:defined(S;)] 5.1 Basdlines
_ We calculated two baselines, one dictionary-based
best recall — 2_; best score(i) (3) and one dictionary and corpus-based. The base-
|| lines were produced with the help of an on-

The out-of-ten scorer allows up to ten system lineé Spanish-English dictionatyand the Spanish
responses and does not divide the credit attribute¥/ikipedia. For the first baseline, denotedigT,
to each answer by the number of system responsef§’.r all target words, we collected all the Spanish
This allows a system to be less cautious and fofranslations provided by the dictionary, in the or-
the fact that there is considerable variation on théler returned on the online query page. Test
task and there may be cases where systems seld@seline was produced by taking the first transla-
a perfectly good translation that the annotators ha#on provided by the online dictionary, while the
not thought of. By allowing up to ten translations Out-of-ten baseline was produced by taking the
in the out-of-ten task the systems can hedge theirfirst 10 translations provided.

bets to find the translations that the annotators sup- The second baselinepICTCORR also ac-
plied. counted for the frequency of the translations
within a Spanish dictionary. All the translations

2NB scores are multiplied by 100, though fout-of-ten -
this is not strictly a percentage. Swww.spanishdict.com
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1. Perhaps the effect of West Nile Virus is sufficient to extiish endemic birds alreadseverely
stressed by habitat loss€guertemente, severamente, duramente, exageradamente}

2. She looked aseverely as she could muster at Dracgigurosamente, seriamente}

3. Aday before he was due to return to the United States Patesever ey injured in aroad accident.
{seriamente, duramente, severamente}

4. Use market tools to address environmental issues , sugim@sating subsidies for industries that
severely harm the environment, like coajpeligrosamente, seriamente, severamente}

5. This picture wasseverely damaged in the flood of 1913 and has rarely been seen until now.
{altamente, seriamente, exageradamente}

Figure 1: Translations from one annotator for the adwevierely

provided by the online dictionary for a given targetple of cases where there are more than 10 transla-
word were ranked according to their frequencies irtions from the annotators.

the Spanish Wikipedia, producing timeCTCORP

baseline. 6 Systems

5.2 Uppe bound Nine teams participated in the task, and several

The results for thebest task reflect the inherent ©f them entered two systems. The systems used

variability as less credit is given where annotators/a10us resources, including bilingual dictionar-
s, parallel corpora such as Europarl or corpora

express differences. The theoretical upper bountf i - i )
for the best recall (and precision if all items are Pullt from Wikipedia, monolingual corpora such
attempted) score is calculated as: a_ts WeblT or newswire collections, and transla-
tion software such as Moses, GIZA or Google.

Some systems attempted to select the substitutes
Sier Jredmost f‘z;?l substitute; on the English side, using a lexical substitu-
besty, = K : x 100 tion framework or word sense disambiguation,

whereas some systems made the selection on the

= 40.57 (7) Spanish side using lexical substitution in Spanish.

Note of course that this upper bound is theoretical !N the following, we briefly describe each par-
and assumes a human could find the most frequed€!Pating system.

substitute selected by all annotators. Performance CU-SMT relies on a phrase-based statistical ma-
of annotators will undoubtedly be lower than thechine translation system, trained on the Europarl
theoretical upper bound because of human variEnglish-Spanish parallel corpora.

ability on this task. Since we allow for duplicates, The UvT-v and UvT-g systems make use of k-
the out-of-ten upper bound assumes the most fre-nearest neighbour classifiers to build one word ex-
quent word type irll} is selected for all ten an- pert for each target word, and select translations
swers. Thus we would obtain ten times thest  On the basis of a GIZA alignment of the Europarl

upper bound (equation 7). parallel corpus.
The uBA-T anduBA-w systems both use can-
fTeQmost freq substitute; Xx10
Dier

didates from Google dictionary, SpanishDict.com
T and Babylon, which are then confirmed using par-
00tuy = 1| X100 ajiel texts. UBA-T relies on the automatic trans-
—  405.78 (8) lation of the source sentence using the Google
Translation API, combined with several heuristics.
If we had not allowed duplicates then tbet- The UBA-w system uses a parallel corpus auto-
of-ten upper bound would have been just less tharmatically constructed from DBpedia.
100% (99.97). This is calculated by assuming the SwWAT-E andswAT-S use a lexical substitution
top 10 most frequent responses from the annotadramework applied to either English or Spanish.
tors are picked in every case. There are only a couFhe swaT-E system first performs lexical sub-
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stitution in English, and then each substitute is | Systems R P | Mode R Mode P
translated into Spanish.SWAT-S translates the UBA-T 2r15 2715 57.20  57.20
source sentences into Spanish, identifies the Span- | USPVLV | 26.81 26.81 5885 58.85
. : colsim 25.99 27.59 56.24 59.16
ish word correspondlng to t_he_target Worgl, and | \vivuse | 2527 2527 5281 52 81
then it performs lexical substitution in Spanish. SWALE | 2146 2146 4321 4321

TYo uses an English monolingual substitution UVT-v 21.09 21.09 43.76 43.76
module, and then it translates the substitution can- | cu-smt | 20.56 21.62| 44.58 45.01
didates into Spanish using the Freedict and the | usA-w 19.68 19.68 39.09 39.09
Google English-Spanish dictionary. UvT-g 19.59 1959 41.02  41.02

FCC-LS uses the probability of a word to be SWAT-S | 1887 1887/ 36.63 3663

. . . coleur 18.15 19.47 37.72  40.03
translated into a candidate based on estimates ob- | —__° 1538 2216 3347 4505

tained from the GIZA alignment of the Europarl IRSTHS 1321 2251 28.96 45.27

corpus. These translations are subsequently fil- | +vo 839 862 14.95 15.31

tered to include only those that appear in a trans- | pict 24.34 24.34] 50.34 50.34

lation of the target word using Google translate. DICTCORP | 15.09 15.09 29.22 29.22
WLV usp determines candidates using the best

N translations of the test sentences obtained with Table 1:best results

the Moses system, which are further filtered us-
ing an English-Spanish dictionarysPWVLV uses

candidates from an alignment of Europarl, which
are then selected using various features and a cl

sifier tur11ed on thte dflvlelopmte)ntt.td?ta. . PoS though systems were perfectly free to use dupli-
IRST-1 génerates Substitute using a FoS 4165 some may not have realised thiDupli-

constrained a"gnme”F of Moses translat|on_s_ of th%ates help when a system is fairly confident of a
source sentences, with a back-off to a bilingual

dicti Forout-of-ten. dicti { lati subset of its 10 answers.
ctionary. rorout-or-ten, dictionary ransiations =y paq anticipated a practical issue to come up
are filtered using the LSA similarity between can-

duplicates. In table 2, in the column marked dups,
we display the number of test items for which at
4Fast one duplicate answer was provided.Al-

the PoS constrained Moses translation lest,
and the dictionary translations fout-of-ten.

coleur andcolslm use a supervised word sense
disambiguation algorithm to distinguish between
senses in the English source sentences. Tran
lations are then assigned by using GIZA align-
ments from a parallel corpus, collected for the
word senses of interest.

counting on the participants to clean their files and
provide us with clean characters only, we ended up
with result files following different encodings (e.qg,
UTF-8, ANSI), some of them including diacrit-
s, and some of them containing malformed char-
acters. We were able to perform a basic cleaning
of the files, and transform the diacritics into their
diacriticless counterparts, however it was not pos-
7 Results sible to clean all the malformed characters without
a significant manual effort that was not possible
Tables 1 and 2 show the precisigh and recall due to time constraints. As a result, a few of the
R for the best and out-of-ten tasks respectively, participants ended up losing a few points because
for normal and mode. The rows are ordered bytheir translations, while being correct, contained
R. Theout-of-ten systems were allowed to pro- an invalid, malformed character that was not rec-
vide up to 10 substitutes and did not have any adegnized as correct by the scorer.
vantage by providing less. Since duplicates were There is some variation in rank order of the sys-

allowed so that a system can put more emphasigms depending on which measures are uSed.
on items it is more confident of, this means that

out-of-ten R and P scores might exceed 100% “Please note that any residual character encoding issues
were not considered by the scorer and so the number of du-

because the credit for each of the human answetsicates may be slightly higher than if diacritics/diffateen-

is used for each of the duplicates (McCarthy and:odsings had been considered. _

Navigli, 2009). Duplicates will not help the mode . “Also, note that some systems did not supply 10 transia-
. tions. Their scores would possibly have improved if they had

scores, and can be detrimental as valuable guessgse so.

which would not be penalised are taken up with  °There is not a big difference betweéhand R because
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Systems R P | Mode R Mode P | dups|  of 15 different systems participated in the task, us-
SWATE 117459 174.59 6694  66.94 | 968 |  ing a variety of resources and approaches. Com-
SWATS | 97.98  97.98| 7901 79.01 | 8721 arative evaluations using different metrics helped

UvT-v 58.91 58.91| 62.96 62.96 | 345 det . hat K Il th lecti k
UvT-g 5520 529 7394 7384 | 146 etermine what works well for the selection o
UBA-W 5275 52.75| 8354 8354 | - cross-lingual lexical substitutes.

WLVusP | 48.48 48.48| 77.91 77.91 64

UBA-T 4799 47.99| 8107 8107 | - 9 Acknowledgements
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Abstract

The goal of this task is to evaluate
the feasibility of multilingual WSD on
a newly developed multilingual lexi-
cal sample data set. Participants were
asked to automatically determine the
contextually appropriate translation of
a given English noun in five languages,
viz. Dutch, German, Italian, Spanish
and French. This paper reports on the
sixteen submissions from the five dif-
ferent participating teams.

1 Introduction

Word Sense Disambiguation, the task of se-
lecting the correct sense of an ambiguous word
in a given context, is a well-researched NLP
problem (see for example Agirre and Edmonds
(2006) and Navigli (2009)), largely boosted
by the various Senseval and SemEval editions.
The SemEval-2010 Cross-lingual Word Sense
Disambiguation task focuses on two bottle-
necks in current WSD research, namely the
scarcity of sense inventories and sense-tagged
corpora (especially for languages other than
English) and the growing tendency to eval-
uate the performance of WSD systems in a
real application such as machine translation
and cross-language information retrieval (see
for example Agirre et al. (2007)).

The Cross-lingual WSD task aims at the de-
velopment of a multilingual data set to test the
feasibility of multilingual WSD. Many studies
have already shown the validity of this cross-
lingual evidence idea (Gale et al., 1993; Ide et
al., 2002; Ng et al., 2003; Apidianaki, 2009),
but until now no benchmark data sets have
been available. For the SemEval-2010 compe-
tition we developed (i) a sense inventory in
which the sense distinctions were extracted
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from the multilingual corpus Europarl' and
(ii) a data set in which the ambiguous words
were annotated with the senses from the mul-
tilingual sense inventory. The Cross-Lingual
WSD task is a lexical sample task for English
nouns, in which the word senses are made up of
the translations in five languages, viz. Dutch,
French, Italian, Spanish and German. Both
the sense inventory and the annotated data
set were constructed for a sample of 25 nouns.
The data set was divided into a trial set of 5
ambiguous nouns and a test set of 20 nouns.
The participants had to automatically deter-
mine the contextually appropriate translation
for a given English noun in each or a subset
of the five target languages. Only translations
present in Europarl were considered as valid
translations.

The remainder of this article is organized as
follows. Section 2 focuses on the task descrip-
tion and gives a short overview of the construc-
tion of the sense inventory and the annotation
of the benchmark data set with the senses from
the multilingual sense inventory. Section 3
clarifies the scoring metrics and presents two
frequency-based baselines. The participating
systems are presented in Section 4, while the
results of the task are discussed in Section 5.
Section 6 concludes this paper.

2 Task setup
2.1 Data sets

Two types of data sets were used in the
Cross-lingual WSD task: (a) a parallel corpus
on the basis of which the gold standard sense
inventory was created and (b) a collection of
English sentences containing the lexical sam-
ple words annotated with their contextually
appropriate translations in five languages.

"ttp://www.statmt . org/europarl/
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Below, we provide a short summary of the
complete data construction process. For a
more detailed description, we refer to Lefever
and Hoste (2009; 2010).

The gold standard sense inventory was
derived from the Europarl parallel corpus?,
which is extracted from the proceedings of the
European Parliament (Koehn, 2005). We se-
lected 6 languages from the 11 European lan-
guages represented in the corpus, viz. English
(our target language), Dutch, French, Ger-
man, Italian and Spanish. All data were al-
ready sentence-aligned using a tool based on
the Gale and Church (1991) algorithm, which
was part of the Europarl corpus. We only con-
sidered the 1-1 sentence alignments between
English and the five other languages. These
sentence alignments were made available to
the task participants for the five trial words.
The sense inventory extracted from the paral-
lel data set (Section 2.2) was used to annotate
the sentences in the trial set and the test set,
which were extracted from the JRC-ACQUIS
Multilingual Parallel Corpus?® and BNC*.

2.2 Creation of the sense inventory

Two steps were taken to obtain a multilingual
sense inventory: (1) word alignment on the
sentences to find the set of possible transla-
tions for the set of ambiguous nouns and (2)
clustering by meaning (per target word) of the
resulting translations.

GIZA++ (Och and Ney, 2003) was used to
generate the initial word alignments, which
were manually verified by certified translators
in all six involved languages. The human an-
notators were asked to assign a “NULL” link
to words for which no valid translation could
be identified. Furthermore, they were also
asked to provide extra information on com-
pound translations (e.g. the Dutch word In-
vesteringsbank as a translation of the English
multiword Investment Bank), fuzzy links, or
target words with a different PoS (e.g. the verb
to bank).

The manually verified translations were
clustered by meaning by one annotator. In
order to do so, the translations were linked

*nttp://wuw.statmt.org/europarl/
Shttp://wt.jrc.it/1t/Acquis/
“http://www.natcorp.ox.ac.uk/
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across languages on the basis of unique
sentence IDs.  After the selection of all
unique translation combinations, the transla-
tions were grouped into clusters. The clus-
ters were organized in two levels, in which
the top level reflects the main sense categories
(e.g. for the word coach we have (1) (sports)
manager, (2) bus, (3) carriage and (4) part
of a train), and the subclusters represent the
finer sense distinctions. Translations that cor-
respond to English multiword units were iden-
tified and in case of non-apparent compounds,
i.e. compounds which are not marked with a
“.” the different compound parts were sepa-
rated by §§ in the clustering file (e.g. the Ger-
man Post§§kutsche). All clustered translations
were also manually lemmatized.

2.3 Sense annotation of the test data

The resulting sense inventory was used to an-
notate the sentences in the trial set (20 sen-
tences per ambiguous word) and the test set
(50 sentences per ambiguous word). In total,
1100 sentences were annotated. The annota-
tors were asked to (a) pick the contextually ap-
propriate sense cluster and to (b) choose their
three preferred translations from this cluster.
In case they were not able to find three ap-
propriate translations, they were also allowed
to provide fewer. These potentially differ-
ent translations were used to assign frequency
weights (shown in example (2)) to the gold
standard translations per sentence. The ex-
ample (1) below shows the annotation result in
both German and Dutch for an English source
sentence containing coach.

(1) SENTENCE 12. STRANGELY , the na-

tional coach of the Irish teams down the
years has had little direct contact with the
four provincial coaches .

German 1: Nationaltrainer
German 2: Trainer
German 3: Coach

Dutch 1: trainer
Dutch 2: coach

Dutch 3: voetbaltrainer

For each instance, the gold standard that
results from the manual annotation contains
a set of translations that are enriched with



frequency information. The format of both
the input file and gold standard is similar to
the format that will be used for the Sem-
Eval Cross-Lingual Lexical Substitution task
(Sinha and Mihalcea, 2009). The following
example illustrates the six-language gold stan-
dard format for the trial sentence in (1). The
first field contains the target word, PoS-tag
and language code, the second field contains
the sentence ID and the third field contains the
gold standard translations in the target lan-
guage, enriched with their frequency weight:

(2) coach.n.nl 12 =

trainer 3; voetbaltrainer 1;

coach 3; speler-trainer 1;

coach.n.fr 12 :: capitaine 1; entraineur 3;
Coach 1; Fuflbaltrainer 1;

Nationaltrainer 2; Trainer 3;

coach.n.de 12 ::

coach.n.it 12 :: allenatore 3;

coach.n.es 12 :: entrenador 3;

3 Evaluation

3.1 Scoring

To score the participating systems, we use an
evaluation scheme which is inspired by the
English lexical substitution task in SemEval
2007 (McCarthy and Navigli, 2007). We per-
form both a best result evaluation and a more
relaxed evaluation for the top five results. The
evaluation is performed using precision and re-
call (Prec and Rec in the equations below),
and Mode precision (Mp) and Mode recall
(MR), where we calculate precision and re-
call against the translation that is preferred by
the majority of annotators, provided that one
translation is more frequent than the others.
For the precision and recall formula we use
the following variables. Let H be the set of
annotators, T the set of test items and h; the
set of responses for an item 7 € T for annota-
tor h € H. For each i € T we calculate the
mode (m;) which corresponds to the transla-
tion with the highest frequency weight. For
a detailed overview of the Mp and My cal-
culations, we refer to McCarthy and Navigli
(2007). Let A be the set of items from 7" (and
T M) where the system provides at least one
answer and a; : ¢ € A the set of guesses from
the system for item 4. For each 4, we calculate
the multiset union (H,) for all h; for allh € H
and for each unique type (res) in H; that has

an associated frequency (fregyres). In order to
assign frequency weights to our gold standard
translations, we asked our human annotators
to indicate their top 3 translations, which en-
ables us to also obtain meaningful associated
frequencies (freqyes) viz. “1” in case a transla-
tion is picked by 1 annotator, “2” if picked by
two annotators and “3” if chosen by all three
annotators.

Best result evaluation For the best re-
sult evaluation, systems can propose as many
guesses as the system believes are correct, but
the resulting score is divided by the number of
guesses. In this way, systems that output a lot
of guesses are not favoured.

Z res€a; fregres

> aiieA—(g
Prec= =27 Al 1] (1)
E res€a; freqres
Rec = T A (2)

Out-of-five (Oof) evaluation For the
more relaxed evaluation, systems can propose
up to five guesses. For this evaluation, the
resulting score is not divided by the number
of guesses.

Z res€a; f’“e%-es
Z a;:i€A

Prec = A ] (3)
Zrcs aifreQTcs
Rec — Z a;ieT 7€\H1| (4)

T
3.2 Baselines

We produced two frequency-based baselines:

1. For the Best result evaluation, we select
the most frequent lemmatized translation
that results from the automated word
alignment process (GIZA++).

2. For the Out-of-five or more relazed eval-
uation, we select the five most fre-
quent (lemmatized) translations that re-
sult from the GIZA++ alignment.

Table 1 shows the baselines for the Best
evaluation, while Table 2 gives an overview
per language of the baselines for the Out-of-
five evaluation.



Prec | Rec Mp Mp

Spanish | 18.36 | 18.36 | 23.38 | 23.38
French | 20.71 | 20.71 | 15.21 | 15.21

Italian | 14.03 | 14.03 | 11.23 | 11.23

Dutch | 15.69 | 15.69 | 8.71 | &8.71

German | 13.16 | 13.16 | 6.95 | 6.95

Table 1: Best Baselines

Prec | Rec Mp Mg

Spanish | 48.41 | 48.41 | 42.62 | 42.62
French | 45.99 | 45.99 | 36.45 | 36.45
Italian | 34.51 | 34.51 | 29.70 | 29.70

Dutch | 37.43 | 37.43 | 24.58 | 24.58

German | 32.89 | 32.89 | 29.80 | 29.80

Table 2: QOut-of-five Baselines

4 Systems

We received sixteen submissions from five dif-
ferent participating teams. Omne group tack-
led all five target languages, whereas the other
groups focused on four (one team), two (one
team) or one (two teams) target language(s).
For both the best and the Out-of-five evalua-
tion tasks, there were between three and seven
participating systems per language.

The OWNS system identifies the nearest
neighbors of the test instances from the train-
ing data using a pairwise similarity measure
(weighted sum of the word overlap and se-
mantic overlap between two sentences). They
use WordNet similarity measures as an ad-
ditional information source, while the other
teams merely rely on parallel corpora to ex-
tract all lexical information. The UvT-WSD
systems use a k-nearest neighbour classifier
in the form of one word expert per lemma—
Part-of-Speech pair to be disambiguated. The
classifier takes as input a variety of local
and global context features. Both the FCC-
WSD and T3-COLEUR systems use bilingual
translation probability tables that are derived
from the Europarl corpus. The FCC-WSD
system uses a Naive Bayes classifier, while
the T3-COLEUR system uses an unsupervised
graph-based method. Finally, the UHD sys-
tems build for each target word a multilin-
gual co-occurrence graph based on the target
word’s aligned contexts found in parallel cor-
pora. The cross-lingual nodes are first linked
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by translation edges, that are labeled with the
translations of the target word in the corre-
sponding contexts. The graph is transformed
into a minimum spanning tree which is used
to select the most relevant words in context to
disambiguate a given test instance.

5 Results

For the system evaluation results, we show
precision (Prec), recall (Rec), Mode precision
(M p) and Mode recall (M ). We ranked all
system results according to recall, as was done
for the Lexical Substitution task. Table 3
shows the system ranking on the best task,
while Table 4 shows the results for the Oof
task.

\Prec\ Rec ‘ Mp ‘ Mp

Spanish
UvT-v 23.42 | 24.98 | 24.98 | 24.98
UvT-g 19.92 | 19.92 | 24.17 | 24.17
T3-COLEUR | 19.78 | 19.59 | 24.59 | 24.59
UHD-1 20.48 | 16.33 | 28.48 | 22.19
UHD-2 20.2 | 16.09 | 28.18 | 22.65
FCC-WSD1 | 15.09 | 15.09 | 14.31 | 14.31
FCC-WSD3 | 14.43 | 14.43 | 13.41 | 13.41
French
T3-COLEUR | 21.96 | 21.73 | 16.15 | 15.93
UHD-2 20.93 | 16.65 | 17.78 | 14.15
UHD-1 20.22 | 16.21 | 17.59 | 14.56
OWNS2 16.05 | 16.05 | 14.21 | 14.21
OWNS1 16.05 | 16.05 | 14.21 | 14.21
OWNS3 12.53 | 12.53 | 14.21 | 14.21
OWNS4 10.49 | 10.49 | 14.21 | 14.21
Italian
T3-COLEUR | 15.55 | 15.4 10.2 | 10.12
UHD-2 16.28 | 13.03 | 14.89 | 9.46
UHD-1 15.94 | 12.78 | 12.34 | 8.48
Dutch
UvT-v 17.7 | 17.7 | 12.05 | 12.05
UvT-g 15.93 | 15.93 | 10.54 | 10.54
T3-COLEUR | 10.71 | 10.56 | 6.18 | 6.16
German
T3-COLEUR | 13.79 | 13.63 | 8.1 8.1
UHD-1 12.2 9.32 | 11.05 | 7.78
UHD-2 12.03 | 9.23 | 12.91 | 9.22
Table 3: Best System Results

Beating the baseline seems to be quite chal-
lenging for this WSD task. While the best sys-
tems outperform the baseline for the best task,



‘Prec‘ Rec ‘ Mp ‘ Mp

Spanish
UvT-g 43.12 | 43.12 | 43.94 | 43.94
UvT-v 42.17 | 42.17 | 40.62 | 40.62
FCC-WSD2 | 40.76 | 40.76 | 44.84 | 44.84
FCC-WSD4 | 38.46 | 38.46 | 39.49 | 39.49
T3-COLEUR | 35.84 | 35.46 | 39.01 | 38.78
UHD-1 38.78 | 31.81 | 40.68 | 32.38
UHD-2 37.74 | 31.3 | 39.09 | 32.05
French
T3-COLEUR | 49.44 | 48.96 | 42.13 | 41.77
OWNSI1 43.11 | 43.11 | 38.29 | 38.29
OWNS2 38.74 | 38.74 | 37.73 | 37.73
UHD-1 39.06 32 37.00 | 26.79
UHD-2 37.92 | 31.38 | 37.66 | 27.08
Italian
T3-COLEUR | 40.7 | 40.34 | 38.99 | 38.70
UHD-1 33.72 | 27.49 | 27.54 | 21.81
UHD-2 32.68 | 27.42 | 29.82 | 23.20
Dutch
UvT-v 34.95 | 34.95 | 24.62 | 24.62
UvT-g 34.92 | 34.92 | 19.72 | 19.72
T3-COLEUR | 21.47 | 21.27 | 12.05 | 12.03
German
T3-COLEUR | 33.21 | 32.82 | 33.60 | 33.56
UHD-1 27.62 | 22.82 | 25.68 | 21.16
UHD-2 27.24 | 22.55 | 27.19 | 22.30

Table 4: Out-of-five System Results

this is not always the case for the Out-of-five
task. This is not surprising though, as the Oof
baseline contains the five most frequent Eu-
roparl translations. As a consequence, these
translations usually contain the most frequent
translations from different sense clusters, and
in addition they also contain the most generic
translation that often covers multiple senses of
the target word.

The best results are achieved by the UvT-
WSD (Spanish, Dutch) and ColEur (French,
Italian and German) systems. An interest-
ing feature that these systems have in com-
mon, is that they extract all lexical informa-
tion from the parallel corpus at hand, and do
not need any additional data sources. As a
consequence, the systems can easily be applied
to other languages as well. This is clearly il-
lustrated by the ColEur system, that partici-
pated for all supported languages, and outper-
formed the other systems for three of the five
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languages.

In general, we notice that Spanish and
French have the highest scores, followed by
Italian, whereas Dutch and German seem to be
more challenging. The same observation can
be made for both the Oof and Best results,
except for Italian that performs worse than
Dutch for the latter. However, given the low
participation rate for Italian, we do not have
sufficient information to explain this different
behaviour on the two tasks. The discrepancy
between the performance figures for Spanish
and French on the one hand, and German and
Dutch on the other hand, seems more readily
explicable. A likely explanation could be the
number of classes (or translations) the systems
have to choose from. As both Dutch and Ger-
man are characterized by a rich compound-
ing system, these compound translations also
result in a higher number of different trans-
lations. Figure 1 illustrates this by listing
the number of different translations (or classes
in the context of WSD) for all trial and test
words. As a result, the broader set of trans-
lations makes the WSD task, that consists
in choosing the most appropriate translation
from all possible translations for a given in-
stance, more complicated for Dutch and Ger-
man.

6 Concluding remarks

We believe that the Cross-lingual Word Sense
Disambiguation task is an interesting contri-
bution to the domain, as it attempts to ad-
dress two WSD problems which have received
a lot of attention lately, namely (1) the scarcity
of hand-crafted sense inventories and sense-
tagged corpora and (2) the need to make WSD
more suited for practical applications.

The system results lead to the following ob-
servations. Firstly, languages which make ex-
tensive use of single word compounds seem
harder to tackle, which is also reflected in the
baseline scores. A possible explanation for
this phenomenon could lie in the number of
translations the systems have to choose from.
Secondly, it is striking that the systems with
the highest performance solely rely on paral-
lel corpora as a source of information. This
would seem very promising for future multi-
lingual WSD research; by eliminating the need
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Figure 1: Number of different translations per word for Dutch, French, Spanish, Italian and

German.

for external information sources, these sys-
tems present a more flexible and language-
independent approach to WSD.
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Abstract

This paper describes Task 5 of the
Workshop on Semantic Evaluation 2010
(SemEval-2010). Systems are to automat-
ically assign keyphrases or keywords to
given scientific articles. The participating
systems were evaluated by matching their
extracted keyphrases against manually as-
signed ones. We present the overall rank-
ing of the submitted systems and discuss
our findings to suggest future directions
for this task.

1 Task Description

Keyphrases' are words that capture the main top-
ics of a document. As they represent these key
ideas, extracting high-quality keyphrases can ben-
efit various natural language processing (NLP) ap-
plications such as summarization, information re-
trieval and question-answering. In summariza-
tion, keyphrases can be used as a form of se-
mantic metadata (Barzilay and Elhadad, 1997;
Lawrie et al., 2001; D’Avanzo and Magnini,
2005). In search engines, keyphrases can supple-
ment full-text indexing and assist users in formu-
lating queries.

Recently, a resurgence of interest in keyphrase
extraction has led to the development of several
new systems and techniques for the task (Frank
et al., 1999; Witten et al., 1999; Turney, 1999;
Hulth, 2003; Turney, 2003; Park et al., 2004;
Barker and Corrnacchia, 2000; Hulth, 2004; Mat-
suo and Ishizuka, 2004; Mihalcea and Tarau,
2004; Medelyan and Witten, 2006; Nguyen and
Kan, 2007; Wan and Xiao, 2008; Liu et al., 2009;
Medelyan, 2009; Nguyen and Phan, 2009). These

"We use “keyphrase” and “keywords” interchangeably to
refer to both single words and phrases.
¢ Min-Yen Kan’s work was funded by National Research
Foundation grant “Interactive Media Search” (grant # R-252-
000-325-279).
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have showcased the potential benefits of keyphrase
extraction to downstream NLP applications.

In light of these developments, we felt that this
was an appropriate time to conduct a shared task
for keyphrase extraction, to provide a standard as-
sessment to benchmark current approaches. A sec-
ond goal of the task was to contribute an additional
public dataset to spur future research in the area.

Currently, there are several publicly available
data sets.? For example, Hulth (2003) contributed
2,000 abstracts of journal articles present in In-
spec between the years 1998 and 2002. The data
set contains keyphrases (i.e. controlled and un-
controlled terms) assigned by professional index-
ers — 1,000 for training, 500 for validation and
500 for testing. Nguyen and Kan (2007) col-
lected a dataset containing 120 computer science
articles, ranging in length from 4 to 12 pages.
The articles contain author-assigned keyphrases
as well as reader-assigned keyphrases contributed
by undergraduate CS students. In the general
newswire domain, Wan and Xiao (2008) devel-
oped a dataset of 308 documents taken from DUC
2001 which contain up to 10 manually-assigned
keyphrases per document. Several databases, in-
cluding the ACM Digital Library, IEEE Xplore,
Inspec and PubMed provide articles with author-
assigned keyphrases and, occasionally, reader-
assigned ones. Medelyan (2009) automatically
generated a dataset using tags assigned by the
users of the collaborative citation platform CiteU-
Like. This dataset additionally records how many
people have assigned the same keyword to the
same publication. In total, 180 full-text publi-
cations were annotated by over 300 users.> De-
spite the availability of these datasets, a standard-
ized benchmark dataset with a well-defined train-

2All data sets listed below are available for
download from http://github.com/snkim/
AutomaticKeyphraseExtraction

*http://bit.ly/maui-datasets

Proceedings of the 5th International Workshop on Semantic Evaluation, ACL 2010, pages 21-26,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



ing and test split is needed to maximize compara-
bility of results.

For the SemEval-2010 Task 5, we have
compiled a set of 284 scientific articles with
keyphrases carefully chosen by both their authors
and readers. The participants’ task was to develop
systems which automatically produce keyphrases
for each paper. Each team was allowed to sub-
mit up to three system runs, to benchmark the
contributions of different parameter settings and
approaches. Each run consisted of extracting a
ranked list of 15 keyphrases from each docu-
ment, ranked by their probability of being reader-
assigned keyphrases.

In the remainder of the paper, we describe
the competition setup, including how data collec-
tion was managed and the evaluation methodol-
ogy (Section 2). We present the results of the
shared task, and discuss the immediate findings of
the competition in Section 3. In Section 4 we as-
sess the human performance by comparing reader-
assigned keyphrases to those assigned by the au-
thors. This gives an approximation of an upper-
bound performance for this task.

2 Competition Setup
2.1 Data

We collected trial, training and test data from
the ACM Digital Library (conference and work-
shop papers). The input papers ranged from 6
to 8 pages, including tables and pictures. To en-
sure a variety of different topics was represented
in the corpus, we purposefully selected papers
from four different research areas for the dataset.
In particular, the selected articles belong to the
following four 1998 ACM classifications: C2.4
(Distributed Systems), H3.3 (Information Search
and Retrieval), 12.11 (Distributed Artificial In-
telligence — Multiagent Systems) and J4 (Social
and Behavioral Sciences — Economics). All three
datasets (trial, training and test) had an equal dis-
tribution of documents from among the categories
(see Table 1). This domain specific information
was provided with the papers (e.g. 12.4-1 or H3.3-
2), in case participant systems wanted to utilize
this information. We specifically decided to strad-
dle different areas to see whether participant ap-
proaches would work better within specific areas.

Participants were provided with 40, 144, and
100 articles, respectively, in the trial, training and
test data, distributed evenly across the four re-
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search areas in each case. Note that the trial data is
a subset of the training data. Since the original for-
mat for the articles was PDF, we converted them
into (UTF-8) plain text using pdftotext, and sys-
tematically restored full words that were originally
hyphenated and broken across two lines. This pol-
icy potentially resulted in valid hyphenated forms
having their hyphen (-) removed.

All collected papers contain author-assigned
keyphrases, part of the original PDF file. We addi-
tionally collected reader-assigned keyphrases for
each paper. We first performed a pilot annotation
task with a group of students to check the stabil-
ity of the annotations, finalize the guidelines, and
discover and resolve potential issues that may oc-
cur during the actual annotation. To collect the ac-
tual reader-assigned keyphrases, we then hired 50
student annotators from the Computer Science de-
partment of the National University of Singapore.

We assigned 5 papers to each annotator, esti-
mating that assigning keyphrases to each paper
should take about 10-15 minutes. Annotators were
explicitly told to extract keyphrases that actually
appear in the text of each paper, rather than to cre-
ate semantically-equivalent phrases, but could ex-
tract phrases from any part of the document (in-
cluding headers and captions). In reality, on av-
erage 15% of the reader-assigned keyphrases did
not appear in the text of the paper, but this is still
less than the 19% of author-assigned keyphrases
that did not appear in the papers. These values
were computed using the test documents only. In
other words, the maximum recall that the partici-
pating systems can achieve on these documents is
85% and 81% for the reader- and author-assigned
keyphrases, respectively.

As some keyphrases may occur in multiple
forms, in our evaluation we accepted two differ-
ent versions of genitive keyphrases: A of B — B
A (e.g. policy of school = school policy) and A’s
B — A B (e.g. school’s policy = school pol-
icy). In certain cases, such alternations change the
semantics of the candidate phrase (e.g., matter of
fact vs. ?fact matter). We judged borderline cases
by committee and do not include alternations that
were judged to be semantically distinct.

Table 1 shows the distribution of the trial, train-
ing and test documents over the four different re-
search areas, while Table 2 shows the distribution
of author- and reader-assigned keyphrases.

Interestingly, among the 387 author-assigned



Dataset | Total | Document Topic
C H I J
Trial 40 |10 10 10 10
Training | 144 |34 39 35 36
Test 100 |25 25 25 25

Table 1: Number of documents per topic in the
trial, training and test datasets, across the four
ACM document classifications

Dataset  Author Reader Combined
Trial 149 526 621
Training 559 1824 2223
Test 387 1217 1482

Table 2: Number of author- and reader-assigned
keyphrases in the different datasets

keywords, 125 keywords match exactly with
reader-assigned keywords, while many more near-
misses (i.e. partial matches) occur.

2.2 Evaluation Method and Baseline

Traditionally, automatic keyphrase extraction sys-
tems have been assessed using the proportion of
top-IV candidates that exactly match the gold-
standard keyphrases (Frank et al., 1999; Witten et
al., 1999; Turney, 1999). In some cases, inexact
matches, or near-misses, have also been consid-
ered. Some have suggested treating semantically-
similar keyphrases as correct based on simi-
larities computed over a large corpus (Jarmasz
and Barriere, 2004; Mihalcea and Tarau, 2004),
or using semantic relations defined in a the-
saurus (Medelyan and Witten, 2006). Zesch and
Gurevych (2009) compute near-misses using an n-
gram based approach relative to the gold standard.
For our shared task, we follow the traditional ex-
act match evaluation metric. That is, we match the
keyphrases in the answer set with those the sys-
tems provide, and calculate micro-averaged preci-
sion, recall and F-score (G = 1). In the evaluation,
we check the performance over the top 5, 10 and
15 candidates returned by each system. We rank
the participating systems by F-score over the top
15 candidates.

Participants were required to extract ex-
isting phrases from the documents. Since
it is theoretically possible to retrieve author-
assigned keyphrases from the original PDF arti-
cles, we evaluate the participating systems over
the independently-generated and held-out reader-
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assigned keyphrases, as well as the combined set
of keyphrases (author- and reader-assigned).

All keyphrases in the answer set are stemmed
using the English Porter stemmer for both the
training and test dataset.*

We computed a TFxIDF n-gram based baseline
using both supervised and unsupervised learning
systems. We use 1, 2, 3-grams as keyphrase can-
didates, used Naive Bayes (NB) and Maximum
Entropy (ME) classifiers to learn two supervised
baseline systems based on the keyphrase 