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Preface

This volume contains papers describing the tasks and participating systems in SemEval-2007 — the
Fourth International Workshop on Semantic Evaluations. The SemEval-2007 workshop was held in
conjunction with the Association for Computational Linguistics meeting on June 23-24, 2007 in Prague,
Czech Republic.

The ACL Special Interest Group on the Lexicon (SIGLEX) is the umbrella organization for SemEval-
2007. SIGLEX previously ran three highly successful evaluation exercises for word sense disambiguation
under the name Senseval. As the nature of the tasks in Senseval has evolved to include semantic analysis
tasks outside of word sense disambiguation, the Senseval Committee changed the name of the evaluation
exercises to SemEval.

SemEval-2007 was very successful. Our call for tasks solicited 27 task proposals. After a careful review
process and a call for interest in participation, we selected 18 tasks to be part of the evaluation. Over 100
teams participated with over 125 unique systems. As a comparison, Senseval-3 (2004) organized 14 tasks
with 55 teams.

Some tasks were updated versions of tasks found in Senseval-3, including lexical-sample word sense
disambiguation tasks in Catalan, English, Spanish and Turkish, two all-words English word sense
disambiguation tasks, and two multilingual lexical sample tasks (Chinese-English). The updates included
using coarse-sense inventories, or combining word sense disambiguation and semantic role classification.
The rest of the tasks were novel to this evaluation exercises, and some have been organized for the first
time. Below is the full list of tasks. Note that Task 3 was withdrawn before the competition started.

• Task 01: Evaluating WSD on Cross-Language Information Retrieval

• Task 02: Evaluating Word Sense Induction and Discrimination Systems

• Task 04: Classification of Semantic Relations between Nominals

• Task 05: Multilingual Chinese-English Lexical Sample

• Task 06: Word-Sense Disambiguation of Prepositions

• Task 07: Coarse-Grained English All-Words Task

• Task 08: Metonymy Resolution at SemEval-2007

• Task 09: Multilevel Semantic Annotation of Catalan and Spanish

• Task 10: English Lexical Substitution Task

• Task 11: English Lexical Sample Task via English-Chinese Parallel Text

• Task 12: Turkish Lexical Sample Task

• Task 13: Web People Search
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• Task 14: Affective Text

• Task 15: TempEval Temporal Relation Identification

• Task 16: Evaluation of Wide Coverage Knowledge Resources

• Task-17: English Lexical Sample, SRL and All Words

• Task 18: Arabic Semantic Labeling

• Task 19: Frame Semantic Structure Extraction

These proceedings include the descriptions of all tasks and most of the participating systems. The papers
in these proceedings represent a wide variety of state-of-the-art methods for semantic analysis. The
proceedings are organized as follows: we first present the task description papers, ordered by task number.
System papers follow, with papers ordered according to system name. In addition to the usual author index
we also include a task-system index in the back, for easier browsing.

All of the papers were peer-reviewed by the program committee, task organizers and fellow participants.
We are truly grateful for everyone’s careful and insightful reviews. The papers in this proceedings have
benefited from this feedback.

We thank Ed Hovy for his invited talk, and we also thank the members of the two panels for providing
discussion and insights on 1) inference with semantics, led by Bernarndo Magnini and 2) the future of
SemEval, led by Rada Mihalcea.

The evaluation really comes down to the organization of the tasks. The task organizers did an
extraordinary job of task design, data creation, and administration, under tight time constraints. We
are grateful to the ACL 2007 conference organizers for local organization and the forum. We most
gratefully acknowledge the support of our sponsor, the ACL Special Interest Group on the Lexicon
(SIGLEX). Finally, the organizers wish to express their gratitude for the invaluable guidance provided
by Rada Mihalcea and Phil Edmonds.

Eneko Agirre, Lluı́s Màrquez and Richard Wicentowski
June 2007
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Abstract

This paper presents a first attempt of an
application-driven evaluation exercise of
WSD. We used a CLIR testbed from the
Cross Lingual Evaluation Forum. The ex-
pansion, indexing and retrieval strategies
where fixed by the organizers. The par-
ticipants had to return both the topics and
documents tagged with WordNet 1.6 word
senses. The organization provided training
data in the form of a pre-processed Semcor
which could be readily used by participants.
The task had two participants, and the orga-
nizer also provide an in-house WSD system
for comparison.

1 Introduction

Since the start of Senseval, the evaluation of Word
Sense Disambiguation (WSD) as a separate task is a
mature field, with both lexical-sample and all-words
tasks. In the first case the participants need to tag the
occurrences of a few words, for which hand-tagged
data has already been provided. In the all-words task
all the occurrences of open-class words occurring in
two or three documents (a few thousand words) need
to be disambiguated.

The community has long mentioned the neces-
sity of evaluating WSD in an application, in order
to check which WSD strategy is best, and more im-
portant, to try to show that WSD can make a differ-
ence in applications. The use of WSD in Machine
Translation has been the subject of some recent pa-
pers, but less attention has been paid to Information
Retrieval (IR).

With this proposal we want to make a first try to
define a task where WSD is evaluated with respect
to an Information Retrieval and Cross-Lingual Infor-
mation Retrieval (CLIR) exercise. From the WSD
perspective, this task will evaluate all-words WSD
systems indirectly on a real task. From the CLIR
perspective, this task will evaluate which WSD sys-
tems and strategies work best.

We are conscious that the number of possible con-
figurations for such an exercise is very large (in-
cluding sense inventory choice, using word sense in-
duction instead of disambiguation, query expansion,
WSD strategies, IR strategies, etc.), so this first edi-
tion focuses on the following:

• The IR/CLIR system is fixed.
• The expansion / translation strategy is fixed.
• The participants can choose the best WSD

strategy.
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• The IR system is used as the upperbound for
the CLIR systems.

We think that it is important to start doing this
kind of application-driven evaluations, which might
shed light to the intricacies in the interaction be-
tween WSD and IR strategies. We see this as the
first of a series of exercises, and one outcome of this
task should be that both WSD and CLIR communi-
ties discuss together future evaluation possibilities.

This task has been organized in collabora-
tion with the Cross-Language Evaluation Forum
(CLEF1). The results will be analyzed in the CLEF-
2007 workshop, and a special track will be pro-
posed for CLEF-2008, where CLIR systems will
have the opportunity to use the annotated data
produced as a result of the Semeval-2007 task.
The task has a webpage with all the details at
http://ixa2.si.ehu.es/semeval-clir.

This paper is organized as follows. Section 2
describes the task with all the details regarding
datasets, expansion/translation, the IR/CLIR system
used, and steps for participation. Section 3 presents
the evaluation performed and the results obtained by
the participants. Finally, Section 4 draws the con-
clusions and mention the future work.

2 Description of the task
This is an application-driven task, where the appli-
cation is a fixed CLIR system. Participants disam-
biguate text by assigning WordNet 1.6 synsets and
the system will do the expansion to other languages,
index the expanded documents and run the retrieval
for all the languages in batch. The retrieval results
are taken as the measure for fitness of the disam-
biguation. The modules and rules for the expansion
and the retrieval will be exactly the same for all par-
ticipants.

We proposed two specific subtasks:

1. Participants disambiguate the corpus, the cor-
pus is expanded to synonyms/translations and
we measure the effects on IR/CLIR. Topics2 are
not processed.

1http://www.clef-campaign.org
2In IR topics are the short texts which are used by the sys-

tems to produce the queries. They usually provide extensive
information about the text to be searched, which can be used
both by the search engine and the human evaluators.

2. Participants disambiguate the topics per lan-
guage, we expand the queries to syn-
onyms/translations and we measure the effects
on IR/CLIR. Documents are not processed

The corpora and topics were obtained from the
ad-hoc CLEF tasks. The supported languages in the
topics are English and Spanish, but in order to limit
the scope of the exercise we decided to only use En-
glish documents. The participants only had to dis-
ambiguate the English topics and documents. Note
that most WSD systems only run on English text.

Due to these limitations, we had the following
evaluation settings:

IR with WSD of topics , where the participants
disambiguate the documents, the disam-
biguated documents are expanded to syn-
onyms, and the original topics are used for
querying. All documents and topics are in En-
glish.

IR with WSD of documents , where the partic-
ipants disambiguate the topics, the disam-
biguated topics are expanded and used for
querying the original documents. All docu-
ments and topics are in English.

CLIR with WSD of documents , where the partic-
ipants disambiguate the documents, the dis-
ambiguated documents are translated, and the
original topics in Spanish are used for query-
ing. The documents are in English and the top-
ics are in Spanish.

We decided to focus on CLIR for evaluation,
given the difficulty of improving IR. The IR results
are given as illustration, and as an upperbound of
the CLIR task. This use of IR results as a reference
for CLIR systems is customary in the CLIR commu-
nity (Harman, 2005).

2.1 Datasets
The English CLEF data from years 2000-2005 com-
prises corpora from ’Los Angeles Times’ (year
1994) and ’Glasgow Herald’ (year 1995) amounting
to 169,477 documents (579 MB of raw text, 4.8GB
in the XML format provided to participants, see Sec-
tion 2.3) and 300 topics in English and Spanish (the
topics are human translations of each other). The
relevance judgments were taken from CLEF. This
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might have the disadvantage of having been pro-
duced by pooling the results of CLEF participants,
and might bias the results towards systems not using
WSD, specially for monolingual English retrieval.
We are considering the realization of a post-hoc
analysis of the participants results in order to ana-
lyze the effect on the lack of pooling.

Due to the size of the document collection, we de-
cided that the limited time available in the competi-
tion was too short to disambiguate the whole collec-
tion. We thus chose to take a sixth part of the corpus
at random, comprising 29,375 documents (874MB
in the XML format distributed to participants). Not
all topics had relevant documents in this 17% sam-
ple, and therefore only 201 topics were effectively
used for evaluation. All in all, we reused 21,797
relevance judgements that contained one of the doc-
uments in the 17% sample, from which 923 are pos-
itive3. For the future we would like to use the whole
collection.

2.2 Expansion and translation
For expansion and translation we used the publicly
available Multilingual Central Repository (MCR)
from the MEANING project (Atserias et al., 2004).
The MCR follows the EuroWordNet design, and
currently includes English, Spanish, Italian, Basque
and Catalan wordnets tightly connected through the
Interlingual Index (based on WordNet 1.6, but linked
to all other WordNet versions).

We only expanded (translated) the senses returned
by the WSD systems. That is, given a word like
‘car’, it will be expanded to ‘automobile’ or ‘railcar’
(and translated to ’auto’ or ‘vagón’ respectively) de-
pending on the sense in WN 1.6. If the systems re-
turns more than one sense, we choose the sense with
maximum weight. In case of ties, we expand (trans-
late) all. The participants could thus implicitly affect
the expansion results, for instance, when no sense
could be selected for a target noun, the participants
could either return nothing (or NOSENSE, which
would be equivalent), or all senses with 0 score. In
the first case no expansion would be performed, in
the second all senses would be expanded, which is
equivalent to full expansion. This fact will be men-
tioned again in Section 3.5.

3The overall figures are 125,556 relevance judgements for
the 300 topics, from which 5700 are positive

Note that in all cases we never delete any of the
words in the original text.

In addition to the expansion strategy used with the
participants, we tested other expansion strategies as
baselines:

noexp no expansion, original text
fullexp expansion (translation in the case of English

to Spanish expansion) to all synonyms of all
senses

wsd50 expansion to the best 50% senses as returned
by the WSD system. This expansion was tried
over the in-house WSD system of the organizer
only.

2.3 IR/CLIR system
The retrieval engine is an adaptation of the Twenty-
One search system (Hiemstra and Kraaij, 1998) that
was developed during the 90’s by the TNO research
institute at Delft (The Netherlands) getting good re-
sults on IR and CLIR exercises in TREC (Harman,
2005). It is now further developed by Irion technolo-
gies as a cross-lingual retrieval system (Vossen et al.,
). For indexing, the TwentyOne system takes Noun
Phrases as an input. Noun Phases (NPs) are detected
using a chunker and a word form with POS lexicon.
Phrases outside the NPs are not indexed, as well as
non-content words (determiners, prepositions, etc.)
within the phrase.

The Irion TwentyOne system uses a two-stage re-
trieval process where relevant documents are first
extracted using a vector space matching and sec-
ondly phrases are matched with specific queries.
Likewise, the system is optimized for high-precision
phrase retrieval with short queries (1 up 5 words
with a phrasal structure as well). The system can be
stripped down to a basic vector space retrieval sys-
tem with an tf.idf metrics that returns documents for
topics up to a length of 30 words. The stripped-down
version was used for this task to make the retrieval
results compatible with the TREC/CLEF system.

The Irion system was also used for pre-
processing. The CLEF corpus and topics were con-
verted to the TwentyOne XML format, normalized,
and named-entities and phrasal structured detected.
Each of the target tokens was identified by an unique
identifier.

2.4 Participation
The participants were provided with the following:
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1. the document collection in Irion XML format
2. the topics in Irion XML format

In addition, the organizers also provided some of
the widely used WSD features in a word-to-word
fashion4 (Agirre et al., 2006) in order to make partic-
ipation easier. These features were available for both
topics and documents as well as for all the words
with frequency above 10 in SemCor 1.6 (which can
be taken as the training data for supervised WSD
systems). The Semcor data is publicly available5.
For the rest of the data, participants had to sign and
end user agreement.

The participants had to return the input files en-
riched with WordNet 1.6 sense tags in the required
XML format:

1. for all the documents in the collection
2. for all the topics

Scripts to produce the desired output from word-
to-word files and the input files were provided by
organizers, as well as DTD’s and software to check
that the results were conformant to the respective
DTD’s.

3 Evaluation and results
For each of the settings presented in Section 2 we
present the results of the participants, as well as
those of an in-house system presented by the orga-
nizers. Please refer to the system description papers
for a more complete description. We also provide
some baselines and alternative expansion (transla-
tion) strategies. All systems are evaluated accord-
ing to their Mean Average Precision6 (MAP) as
computed by thetrec eval software on the pre-
existing CLEF relevance-assessments.

3.1 Participants
The two systems that registered sent the results on
time.

PUTOP They extend on McCarthy’s predominant
sense method to create an unsupervised method
of word sense disambiguation that uses auto-
matically derived topics using Latent Dirichlet

4Each target word gets a file with all the occurrences, and
each occurrence gets the occurrence identifier, the sense tag (if
in training), and the list of features that apply to the occurrence.

5http://ixa2.si.ehu.es/semeval-clir/
6http://en.wikipedia.org/wiki/

Information retrieval

Allocation. Using topic-specific synset similar-
ity measures, they create predictions for each
word in each document using only word fre-
quency information. The disambiguation pro-
cess took aprox. 12 hours on a cluster of 48 ma-
chines (dual Xeons with 4GB of RAM). Note
that contrary to the specifications, this team
returned WordNet 2.1 senses, so we had to
map automatically to 1.6 senses (Daude et al.,
2000).

UNIBA This team uses a a knowledge-based WSD
system that attempts to disambiguate all words
in a text by exploiting WordNet relations. The
main assumption is that a specific strategy for
each Part-Of-Speech (POS) is better than a sin-
gle strategy. Nouns are disambiguated basi-
cally using hypernymy links. Verbs are dis-
ambiguated according to the nouns surrounding
them, and adjectives and adverbs use glosses.

ORGANIZERS In addition to the regular partic-
ipants, and out of the competition, the orga-
nizers run a regular supervised WSD system
trained on Semcor. The system is based on
a single k-NN classifier using the features de-
scribed in (Agirre et al., 2006) and made avail-
able at the task website (cf. Section 2.4).

In addition to those we also present some com-
mon IR/CLIR baselines, baseline WSD systems, and
an alternative expansion:

noexp a non-expansion IR/CLIR baseline of the
documents or topics.

fullexp a full-expansion IR/CLIR baseline of the
documents or topics.

wsdrand a WSD baseline system which chooses a
sense at random. The usual expansion is ap-
plied.

1st a WSD baseline system which returns the sense
numbered as 1 in WordNet. The usual expan-
sion is applied.

wsd50 the organizer’s WSD system, where the 50%
senses of the word ranking according to the
WSD system are expanded. That is, instead of
expanding the single best sense, it expands the
best 50% senses.

3.2 IR Results
This section present the results obtained by the par-
ticipants and baselines in the two IR settings. The
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IRtops IRdocs CLIR
no expansion 0.3599 0.3599 0.1446
full expansion 0.1610 0.1410 0.2676
UNIBA 0.3030 0.1521 0.1373
PUTOP 0.3036 0.1482 0.1734
wsdrand 0.2673 0.1482 0.2617
1st sense 0.2862 0.1172 0.2637
ORGANIZERS 0.2886 0.1587 0.2664
wsd50 0.2651 0.1479 0.2640

Table 1: Retrieval results given as MAP. IRtops
stands for English IR with topic expansion. IR-
docs stands for English IR with document expan-
sion. CLIR stands for CLIR results for translated
documents.

second and third columns of Table 1 present the re-
sults when disambiguating the topics and the docu-
ments respectively. Non of the expansion techniques
improves over the baseline (no expansion).

Note that due to the limitation of the search en-
gine, long queries were truncated at 50 words, which
might explain the very low results of the full expan-
sion.

3.3 CLIR results
The last column of Table 1 shows the CLIR results
when expanding (translating) the disambiguated
documents. None of the WSD systems attains the
performance of full expansion, which would be the
baseline CLIR system, but the WSD of the organizer
gets close.

3.4 WSD results
In addition to the IR and CLIR results we also pro-
vide the WSD performance of the participants on
the Senseval 2 and 3 all-words task. The documents
from those tasks were included alongside the CLEF
documents, in the same formats, so they are treated
as any other document. In order to evaluate, we had
to map automatically all WSD results to the respec-
tive WordNet version (using the mappings in (Daude
et al., 2000) which are publicly available).

The results are presented in Table 2, where we can
see that the best results are attained by the organizers
WSD system.

3.5 Discussion
First of all, we would like to mention that the WSD
and expansion strategy, which is very simplistic, de-
grades the IR performance. This was rather ex-

Senseval-2 all words
precision recall coverage

ORGANIZERS 0.584 0.577 93.61%
UNIBA 0.498 0.375 75.39%
PUTOP 0.388 0.240 61.92%

Senseval-3 all words
precision recall coverage

ORGANIZERS 0.591 0.566 95.76%
UNIBA 0.484 0.338 69.98%
PUTOP 0.334 0.186 55.68%

Table 2: English WSD results in the Senseval-2 and
Senseval-3 all-words datasets.

pected, as the IR experiments had an illustration
goal, and are used for comparison with the CLIR
experiments. In monolingual IR, expanding the top-
ics is much less harmful than expanding the docu-
ments. Unfortunately the limitation to 50 words in
the queries might have limited the expansion of the
topics, which make the results rather unreliable. We
plan to fix this for future evaluations.

Regarding CLIR results, even if none of the WSD
systems were able to beat the full-expansion base-
line, the organizers system was very close, which is
quite encouraging due to the very simplistic expan-
sion, indexing and retrieval strategies used.

In order to better interpret the results, Table 3
shows the amount of words after the expansion in
each case. This data is very important in order to un-
derstand the behavior of each of the systems. Note
that UNIBA returns 3 synsets at most, and therefore
the wsd50 strategy (select the 50% senses with best
score) leaves a single synset, which is the same as
taking the single best system (wsdbest). Regarding
PUTOP, this system returned a single synset, and
therefore the wsd50 figures are the same as the ws-
dbest figures.

Comparing the amount of words for the two par-
ticipant systems, we see that UNIBA has the least
words, closely followed by PUTOP. The organizers
WSD system gets far more expanded words. The
explanation is that when the synsets returned by a
WSD system all have 0 weights, the wsdbest expan-
sion strategy expands them all. This was not explicit
in the rules for participation, and might have affected
the results.

A cross analysis of the result tables and the num-
ber of words is interesting. For instance, in the IR
exercise, when we expand documents, the results in
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English Spanish

No WSD
noexp 9,900,818 9,900,818

fullexp 93,551,450 58,491,767

UNIBA
wsdbest 19,436,374 17,226,104

wsd50 19,436,374 17,226,104

PUTOP
wsdbest 20,101,627 16,591,485

wsd50 20,101,627 16,591,485
Baseline 1st 24,842,800 20,261,081
WSD wsdrand 24,904,717 19,137,981

ORG.
wsdbest 26,403,913 21,086,649

wsd50 36,128,121 27,528,723

Table 3: Number of words in the document col-
lection after expansion for the WSD system and all
baselines. wsdbest stands for the expansion strategy
used with participants.

the third column of Table 1 show that the ranking for
the non-informed baselines is the following: best for
no expansion, second for random WSD, and third
for full expansion. These results can be explained
because of the amount of expansion: the more ex-
pansion the worst results. When more informed
WSD is performed, documents with more expansion
can get better results, and in fact the WSD system of
the organizers is the second best result from all sys-
tem and baselines, and has more words than the rest
(with exception of wsd50 and full expansion). Still,
the no expansion baseline is far from the WSD re-
sults.

Regarding the CLIR result, the situation is in-
verted, with the best results for the most productive
expansions (full expansion, random WSD and no ex-
pansion, in this order). For the more informed WSD
methods, the best results are again for the organizers
WSD system, which is very close to the full expan-
sion baseline. Even if wsd50 has more expanded
words wsdbest is more effective. Note the very high
results attained by random. These high results can
be explained by the fact that many senses get the
same translation, and thus for many words with few
translation, the random translation might be valid.
Still the wsdbest, 1st sense and wsd50 results get
better results.

4 Conclusions and future work
This paper presents the results of a preliminary at-
tempt of an application-driven evaluation exercise
of WSD in CLIR. The expansion, indexing and re-
trieval strategies proved too simplistic, and none of

the two participant systems and the organizers sys-
tem were able to beat the full-expansion baseline.
Due to efficiency reasons, the IRION system had
some of its features turned off. Still the results are
encouraging, as the organizers system was able to
get very close to the full expansion strategy with
much less expansion (translation).

For the future, a special track of CLEF-2008 will
leave the avenue open for more sophisticated CLIR
techniques. We plan to extend the WSD annotation
to all words in the CLEF English document collec-
tion, and we also plan to contact the best performing
systems of the SemEval all-words tasks to have bet-
ter quality annotations.

Acknowledgements
We wish to thank CLEF for allowing us to use their data, and the

CLEF coordinator, Carol Peters, for her help and collaboration.

This work has been partially funded by the Spanish education

ministry (project KNOW)

References

E. Agirre, O. Lopez de Lacalle, and D. Martinez. 2006.
Exploring feature set combinations for WSD. InProc.
of the SEPLN.

J. Atserias, L. Villarejo, G. Rigau, E. Agirre, J. Carroll,
B. Magnini, and P. Vossen. 2004. The MEANING
Multilingual Central Repository. InProceedings of the
2.nd Global WordNet Conference, GWC 2004, pages
23–30. Masaryk University, Brno, Czech Republic.

J. Daude, L. Padro, and G. Rigau. 2000. Mapping Word-
Nets Using Structural Information. InProc. of ACL,
Hong Kong.

D. Harman. 2005. Beyond English. In E. M. Voorhees
and D. Harman, editors,TREC: Experiment and Eval-
uation in Information Retrieval, pages 153–181. MIT
press.

D. Hiemstra and W. Kraaij. 1998. Twenty-One in ad-hoc
and CLIR. In E.M. Voorhees and D. K. Harman, ed-
itors, Proc. of TREC-7, pages 500–540. NIST Special
Publication.

P. Vossen, G. Rigau, I. Alegria, E. Agirre, D. Farwell,
and M. Fuentes. Meaningful results for Information
Retrieval in the MEANING project. InProc. of the
3rd Global Wordnet Conference.

6



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 7–12,
Prague, June 2007. c©2007 Association for Computational Linguistics

Semeval-2007 Task 02:
Evaluating Word Sense Induction and Discrimination Systems

Eneko Agirre
IXA NLP Group

Univ. of the Basque Country
Donostia, Basque Country
e.agirre@ehu.es

Aitor Soroa
IXA NLP Group

Univ. of the Basque Country
Donostia, Basque Country
a.soroa@ehu.es

Abstract

The goal of this task is to allow for com-
parison across sense-induction and discrim-
ination systems, and also to compare these
systems to other supervised and knowledge-
based systems. In total there were 6 partic-
ipating systems. We reused the SemEval-
2007 English lexical sample subtask of task
17, and set up both clustering-style unsuper-
vised evaluation (using OntoNotes senses as
gold-standard) and a supervised evaluation
(using the part of the dataset for mapping).
We provide a comparison to the results of
the systems participating in the lexical sam-
ple subtask of task 17.

1 Introduction
Word Sense Disambiguation (WSD) is a key
enabling-technology. Supervised WSD techniques
are the best performing in public evaluations, but
need large amounts of hand-tagging data. Exist-
ing hand-annotated corpora like SemCor (Miller
et al., 1993), which is annotated with WordNet
senses (Fellbaum, 1998) allow for a small improve-
ment over the simple most frequent sense heuristic,
as attested in the all-words track of the last Sense-
val competition (Snyder and Palmer, 2004). In the-
ory, larger amounts of training data (SemCor has
approx. 500M words) would improve the perfor-
mance of supervised WSD, but no current project
exists to provide such an expensive resource. An-
other problem of the supervised approach is that the
inventory and distribution of senses changes dra-
matically from one domain to the other, requiring
additional hand-tagging of corpora (Martı́nez and
Agirre, 2000; Koeling et al., 2005).

Supervised WSD is based on the “fixed-list of
senses” paradigm, where the senses for a target word
are a closed list coming from a dictionary or lex-
icon. Lexicographers and semanticists have long
warned about the problems of such an approach,
where senses are listed separately as discrete enti-
ties, and have argued in favor of more complex rep-
resentations, where, for instance, senses are dense
regions in a continuum (Cruse, 2000).

Unsupervised Word Sense Induction and Dis-
crimination (WSID, also known as corpus-based un-
supervised systems) has followed this line of think-
ing, and tries to induce word senses directly from
the corpus. Typical WSID systems involve cluster-
ing techniques, which group together similar exam-
ples. Given a set of induced clusters (which repre-
sent word uses or senses1), each new occurrence of
the target word will be compared to the clusters and
the most similar cluster will be selected as its sense.

One of the problems of unsupervised systems is
that of managing to do a fair evaluation. Most of cur-
rent unsupervised systems are evaluated in-house,
with a brief comparison to a re-implementation of a
former system, leading to a proliferation of unsuper-
vised systems with little ground to compare among
them. The goal of this task is to allow for compar-
ison across sense-induction and discrimination sys-
tems, and also to compare these systems to other su-
pervised and knowledge-based systems.

The paper is organized as follows. Section 2
presents the evaluation framework used in this task.
Section 3 presents the systems that participated in

1WSID approaches prefer the term ’word uses’ to ’word
senses’. In this paper we use them interchangeably to refer to
both the induced clusters, and to the word senses from some
reference lexicon.
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the task, and the official results. Finally, Section 5
draws the conclusions.

2 Evaluating WSID systems
All WSID algorithms need some addition in order
to be evaluated. One alternative is to manually de-
cide the correctness of the clusters assigned to each
occurrence of the words. This approach has two
main disadvantages. First, it is expensive to man-
ually verify each occurrence of the word, and dif-
ferent runs of the algorithm need to be evaluated
in turn. Second, it is not an easy task to manu-
ally decide if an occurrence of a word effectively
corresponds with the use of the word the assigned
cluster refers to, especially considering that the per-
son is given a short list of words linked to the clus-
ter. We also think that instead of judging whether
the cluster returned by the algorithm is correct, the
person should have independently tagged the occur-
rence with his own senses, which should have been
then compared to the cluster returned by the system.
This is paramount to compare a corpus which has
been hand-tagged with some reference senses (also
known as the gold-standard) with the clustering re-
sult. The gold standard tags are taken to be the def-
inition of the classes, and standard measures from
the clustering literature can be used to evaluate the
clusters against the classes.

A second alternative would be to devise a method
to map the clusters returned by the systems to the
senses in a lexicon. Pantel and Lin (2002) automat-
ically map the senses to WordNet, and then mea-
sure the quality of the mapping. More recently, the
mapping has been used to test the system on pub-
licly available benchmarks (Purandare and Peder-
sen, 2004; Niu et al., 2005).

A third alternative is to evaluate the systems ac-
cording to some performance in an application, e.g.
information retrieval (Schütze, 1998). This is a very
attractive idea, but requires expensive system devel-
opment and it is sometimes difficult to separate the
reasons for the good (or bad) performance.

In this task we decided to adopt the first two alter-
natives, since they allow for comparison over pub-
licly available systems of any kind. With this goal on
mind we gave all the participants an unlabeled cor-
pus, and asked them to induce the senses and create
a clustering solution on it. We evaluate the results

according to the following types of evaluation:

1. Evaluate the induced senses as clusters of ex-
amples. The induced clusters are compared to
the sets of examples tagged with the given gold
standard word senses (classes), and evaluated
using the FScore measure for clusters. We will
call this evaluation unsupervised.

2. Map the induced senses to gold standard
senses, and use the mapping to tag the test cor-
pus with gold standard tags. The mapping is
automatically produced by the organizers, and
the resulting results evaluated according to the
usual precision and recall measures for super-
vised word sense disambiguation systems. We
call this evaluation supervised.

We will see each of them in turn.

2.1 Unsupervised evaluation
In this setting the results of the systems are treated
as clusters of examples and gold standard senses are
classes. In order to compare the clusters with the
classes, hand annotated corpora is needed. The test
set is first tagged with the induced senses. A per-
fect clustering solution will be the one where each
cluster has exactly the same examples as one of the
classes, and vice versa.

Following standard cluster evaluation prac-
tice (Zhao and Karypis, 2005), we consider the FS-
core measure for measuring the performance of the
systems. The FScore is used in a similar fashion
to Information Retrieval exercises, with precision
and recall defined as the percentage of correctly “re-
trieved” examples for a cluster (divided by total clus-
ter size), and recall as the percentage of correctly
“retrieved” examples for a cluster (divided by total
class size).

Given a particular class sr of size nr and a cluster
hi of size ni, suppose ni

r examples in the class sr

belong to hi. The F value of this class and cluster is
defined to be:

f(sr, hi) =
2P (sr, hi)R(sr, hi)

P (sr, hi) + R(sr, hi)

where P (sr, hi) = ni
r

nr
is the precision value and

R(sr, hi) = ni
r

ni
is the recall value defined for class

sr and cluster hi. The FScore of class sr is the max-
imum F value attained at any cluster, that is,
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F (sr) = max
hi

f(sr, hi)

and the FScore of the entire clustering solution is:

FScore =
c∑

r=1

nr

n
F (sr)

where q is the number of classes and n is the size
of the clustering solution. If the clustering is the
identical to the original classes in the datasets, FS-
core will be equal to one which means that the higher
the FScore, the better the clustering is.

For the sake of completeness we also include the
standard entropy and purity measures in the unsu-
pervised evaluation. The entropy measure consid-
ers how the various classes of objects are distributed
within each cluster. In general, the smaller the en-
tropy value, the better the clustering algorithm per-
forms. The purity measure considers the extent to
which each cluster contained objects from primarily
one class. The larger the values of purity, the bet-
ter the clustering algorithm performs. For a formal
definition refer to (Zhao and Karypis, 2005).

2.2 Supervised evaluation
We have followed the supervised evaluation frame-
work for evaluating WSID systems as described in
(Agirre et al., 2006). First, we split the corpus into
a train/test part. Using the hand-annotated sense in-
formation in the train part, we compute a mapping
matrix M that relates clusters and senses in the fol-
lowing way. Suppose there are m clusters and n
senses for the target word. Then, M = {mij} 1 ≤
i ≤ m, 1 ≤ j ≤ n, and each mij = P (sj |hi), that
is, mij is the probability of a word having sense j
given that it has been assigned cluster i. This proba-
bility can be computed counting the times an occur-
rence with sense sj has been assigned cluster hi in
the train corpus.

The mapping matrix is used to transform any
cluster score vector h̄ = (h1, . . . , hm) returned by
the WSID algorithm into a sense score vector s̄ =
(s1, . . . , sn). It suffices to multiply the score vector
by M , i.e., s̄ = h̄M .

We use the M mapping matrix in order to convert
the cluster score vector of each test corpus instance
into a sense score vector, and assign the sense with

All Nouns Verbs
train 22281 14746 9773
test 4851 2903 2427
all 27132 17649 12200

Table 1: Number of occurrences for the 100 target words in
the corpus following the train/test split.

maximum score to that instance. Finally, the result-
ing test corpus is evaluated according to the usual
precision and recall measures for supervised word
sense disambiguation systems.

3 Results
In this section we will introduce the gold standard
and corpus used, the description of the systems and
the results obtained. Finally we provide some mate-
rial for discussion.

Gold Standard
The data used for the actual evaluation was bor-
rowed from the SemEval-2007 “English lexical
sample subtask” of task 17. The texts come from the
Wall Street Journal corpus, and were hand-annotated
with OntoNotes senses (Hovy et al., 2006). Note
that OntoNotes senses are coarser than WordNet
senses, and thus the number of senses to be induced
is smaller in this case.

Participants were provided with information
about 100 target words (65 verbs and 35 nouns),
each target word having a set of contexts where the
word appears. After removing the sense tags from
the train corpus, the train and test parts were joined
into the official corpus and given to the participants.
Participants had to tag with the induced senses all
the examples in this corpus. Table 1 summarizes the
size of the corpus.

Participant systems
In total there were 6 participant systems. One of
them (UoFL) was not a sense induction system, but
rather a knowledge-based WSD system. We include
their data in the results section below for coherence
with the official results submitted to participants, but
we will not mention it here.

I2R: This team used a cluster validation method
to estimate the number of senses of a target word in
untagged data, and then grouped the instances of this
target word into the estimated number of clusters us-
ing the sequential Information Bottleneck algorithm.
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UBC-AS: A two stage graph-based clustering
where a co-occurrence graph is used to compute
similarities against contexts. The context similarity
matrix is pruned and the resulting associated graph
is clustered by means of a random-walk type al-
gorithm. The parameters of the system are tuned
against the Senseval-3 lexical sample dataset, and
some manual tuning is performed in order to reduce
the overall number of induced senses. Note that this
system was submitted by the organizers. The orga-
nizers took great care in order to participate under
the same conditions as the rest of participants.

UMND2: A system which clusters the second or-
der co-occurrence vectors associated with each word
in a context. Clustering is done using k-means and
the number of clusters was automatically discovered
using the Adapted Gap Statistic. No parameter tun-
ing is performed.

upv si: A self-term expansion method based on
co-ocurrence, where the terms of the corpus are ex-
panded by its best co-ocurrence terms in the same
corpus. The clustering is done using one implemen-
tation of the KStar method where the stop criterion
has been modified. The trial data was used for de-
termining the corpus structure. No further tuning is
performed.

UOY: A graph based system which creates a co-
occurrence hypergraph model. The hypergraph is
filtered and weighted according to some associa-
tion rules. The clustering is performed by selecting
the nodes of higher degree until a stop criterion is
reached. WSD is performed by assigning to each in-
duced cluster a score equal to the sum of weights of
hyperedges found in the local context of the target
word. The system was tested and tuned on 10 nouns
of Senseval-3 lexical-sample.

Official Results
Participants were required to induce the senses of
the target words and cluster all target word contexts
accordingly2. Table 2 summarizes the average num-
ber of induced senses as well as the real senses in
the gold standard.

2They were allowed to label each context with a weighted
score vector, assigning a weight to each induced sense. In the
unsupervised evaluation only the sense with maximum weight
was considered, but for the supervised one the whole score vec-
tor was used. However, none of the participating systems la-
beled any instance with more than one sense.

system All nouns verbs
I2R 3.08 3.11 3.06
UBC-AS∗ 1.32 1.63 1.15
UMND2 1.36 1.71 1.17
upv si 5.57 7.2 4.69
UOY 9.28 11.28 8.2
Gold standard
test 2.87 2.86 2.86
train 3.6 3.91 3.43
all 3.68 3.94 3.54

Table 2: Average number of clusters as returned by the par-
ticipants, and number of classes in the gold standard. Note that
UBC-AS∗ is the system submitted by the organizers of the task.

System R. All Nouns Verbs
FSc. Pur. Entr. FSc. FSc.

1c1word 1 78.9 79.8 45.4 80.7 76.8
UBC-AS∗ 2 78.7 80.5 43.8 80.8 76.3
upv si 3 66.3 83.8 33.2 69.9 62.2
UMND2 4 66.1 81.7 40.5 67.1 65.0
I2R 5 63.9 84.0 32.8 68.0 59.3
UofL∗∗ 6 61.5 82.2 37.8 62.3 60.5
UOY 7 56.1 86.1 27.1 65.8 45.1
Random 8 37.9 86.1 27.7 38.1 37.7
1c1inst 9 9.5 100 0 6.6 12.7

Table 3: Unsupervised evaluation on the test corpus (FScore),
including 3 baselines. Purity and entropy are also provided.
UBC-AS∗ was submitted by the organizers. UofL∗∗ is not a
sense induction system.

System Rank Supervised evaluation
All Nouns Verbs

I2R 1 81.6 86.8 75.7
UMND2 2 80.6 84.5 76.2
upv si 3 79.1 82.5 75.3
MFS 4 78.7 80.9 76.2
UBC-AS∗ 5 78.5 80.7 76.0
UOY 6 77.7 81.6 73.3
UofL∗∗ 7 77.1 80.5 73.3

Table 4: Supervised evaluation as recall. UBC-AS∗ was sub-
mitted by the organizers. UofL∗∗ is not a sense induction sys-
tem.

Table 3 shows the unsupervised evaluation of
the systems on the test corpus. We also include
three baselines: the “one cluster per word” baseline
(1c1word), which groups all instances of a word into
a single cluster, the “one cluster per instance” base-
line (1c1inst), where each instance is a distinct clus-
ter, and a random baseline, where the induced word
senses and their associated weights have been ran-
domly produced. The random baseline figures in this
paper are averages over 10 runs.

As shown in Table 3, no system outperforms the
1c1word baseline, which indicates that this baseline
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is quite strong, perhaps due the relatively small num-
ber of classes in the gold standard. However, all
systems outperform by far the random and 1c1inst
baselines, meaning that the systems are able to in-
duce correct senses. Note that the purity and entropy
measures are not very indicative in this setting. For
completeness, we also computed the FScore using
the complete corpus (both train and test). The re-
sults are similar and the ranking is the same. We
omit them for brevity.

The results of the supervised evaluation can be
seen in Table 4. The evaluation is also performed
over the test corpus. Apart from participants, we
also show the most frequent sense (MFS), which
tags every test instance with the sense that occurred
most often in the training part. Note that the su-
pervised evaluation combines the information in the
clustering solution implicitly with the MFS infor-
mation via the mapping in the training part. Pre-
vious Senseval evaluation exercises have shown that
the MFS baseline is very hard to beat by unsuper-
vised systems. In fact, only three of the participant
systems are above the MFS baseline, which shows
that the clustering information carries over the map-
ping successfully for these systems. Note that the
1c1word baseline is equivalent to MFS in this set-
ting. We will review the random baseline in the dis-
cussion section below.

Further Results
Table 5 shows the results of the best systems from
the lexical sample subtask of task 17. The best sense
induction system is only 6.9 percentage points below
the best supervised, and 3.5 percentage points be-
low the best (and only) semi-supervised system. If
the sense induction system had participated, it would
be deemed as semi-supervised, as it uses, albeit in a
shallow way, the training data for mapping the clus-
ters into senses. In this sense, our supervised evalu-
ation does not seek to optimize the available training
data.

After the official evaluation, we realized that con-
trary to previous lexical sample evaluation exercises
task 17 organizers did not follow a random train/test
split. We decided to produce a random train/test
split following the same 82/18 proportion as the of-
ficial split, and re-evaluated the systems. The results
are presented in Table 6, where we can see that all

System Supervised evaluation
best supervised 88.7
best semi-supervised 85.1
best induction (semi-sup.) 81.6
MFS 78.7
best unsupervised 53.8

Table 5: Comparing the best induction system in this task with
those of task 17.

System Supervised evaluation
I2R 82.2
UOY 81.3
UMND2 80.1
upv si 79.9
UBC-AS 79.0
MFS 78.4

Table 6: Supervised evaluation as recall using a random
train/test split.

participants are above the MFS baseline, showing
that all of them learned useful clustering informa-
tion. Note that UOY was specially affected by the
original split. The distribution of senses in this split
did not vary (cf. Table 2).

Finally, we also studied the supervised evalua-
tion of several random clustering algorithms, which
can attain performances close to MFS, thanks to the
mapping information. This is due to the fact that the
random clusters would be mapped to the most fre-
quent senses. Table 7 shows the results of random
solutions using varying numbers of clusters (e.g.
random2 is a random choice between two clusters).
Random2 is only 0.1 below MFS, but as the number
of clusters increases some clusters don’t get mapped,
and the recall of the random baselines decrease.

4 Discussion
The evaluation of clustering solutions is not straight-
forward. All measures have some bias towards cer-
tain clustering strategy, and this is one of the reasons
of adding the supervised evaluation as a complemen-
tary information to the more standard unsupervised
evaluation.

In our case, we noticed that the FScore penal-
ized the systems with a high number of clusters,
and favored those that induce less senses. Given
the fact that FScore tries to balance precision (higher
for large numbers of clusters) and recall (higher for
small numbers of clusters), this was not expected.
We were also surprised to see that no system could
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System Supervised evaluation
random2 78.6
random10 77.6
ramdom100 64.2
random1000 31.8

Table 7: Supervised evaluation of several random baselines.

beat the “one cluster one word” baseline. An expla-
nation might lay in that the gold-standard was based
on the coarse-grained OntoNotes senses. We also
noticed that some words had hundreds of instances
and only a single sense. We suspect that the partic-
ipating systems would have beaten all baselines if a
fine-grained sense inventory like WordNet had been
used, as was customary in previous WSD evaluation
exercises.

Supervised evaluation seems to be more neutral
regarding the number of clusters, as the ranking of
systems according to this measure include diverse
cluster averages. Each of the induced clusters is
mapped into a weighted vector of senses, and thus
inducing a number of clusters similar to the number
of senses is not a requirement for good results. With
this measure some of the systems3 are able to beat
all baselines.

5 Conclusions
We have presented the design and results of the
SemEval-2007 task 02 on evaluating word sense in-
duction and discrimination systems. 6 systems par-
ticipated, but one of them was not a sense induc-
tion system. We reused the data from the SemEval-
2007 English lexical sample subtask of task 17, and
set up both clustering-style unsupervised evaluation
(using OntoNotes senses as gold-standard) and a su-
pervised evaluation (using the training part of the
dataset for mapping). We also provide a compari-
son to the results of the systems participating in the
lexical sample subtask of task 17.

Evaluating clustering solutions is not straightfor-
ward. The unsupervised evaluation seems to be
sensitive to the number of senses in the gold stan-
dard, and the coarse grained sense inventory used
in the gold standard had a great impact in the re-
sults. The supervised evaluation introduces a map-
ping step which interacts with the clustering solu-
tion. In fact, the ranking of the participating systems

3All systems in the case of a random train/test split

varies according to the evaluation method used. We
think the two evaluation results should be taken to be
complementary regarding the information learned
by the clustering systems, and that the evaluation
of word sense induction and discrimination systems
needs further developments, perhaps linked to a cer-
tain application or purpose.
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Koç University

Istanbul, Turkey 34450
dyuret@ku.edu.tr

Abstract
The NLP community has shown a renewed
interest in deeper semantic analyses, among
them automatic recognition of relations be-
tween pairs of words in a text. We present an
evaluation task designed to provide a frame-
work for comparing different approaches to
classifying semantic relations between nom-
inals in a sentence. This is part of SemEval,
the 4th edition of the semantic evaluation
event previously known as SensEval. We de-
fine the task, describe the training/test data
and their creation, list the participating sys-
tems and discuss their results. There were
14 teams who submitted 15 systems.

1 Task Description and Related Work

The theme of Task 4 is the classification of semantic
relations between simple nominals (nouns or base
noun phrases) other than named entities –honey
bee, for example, shows an instance of the Product-
Producer relation. The classification occurs in the
context of a sentence in a written English text. Al-
gorithms for classifying semantic relations can be
applied in information retrieval, information extrac-
tion, text summarization, question answering and so
on. The recognition of textual entailment (Tatu and
Moldovan, 2005) is an example of successful use of
this type of deeper analysis in high-end NLP appli-
cations.

The literature shows a wide variety of methods
of nominal relation classification. They depend as
much on the training data as on the domain of ap-
plication and the available resources. Rosario and

Hearst (2001) classify noun compounds from the
domain of medicine, using 13 classes that describe
the semantic relation between the head noun and
the modifier in a given noun compound. Rosario
et al. (2002) classify noun compounds using the
MeSH hierarchy and a multi-level hierarchy of se-
mantic relations, with 15 classes at the top level.
Nastase and Szpakowicz (2003) present a two-level
hierarchy for classifying noun-modifier relations in
base noun phrases from general text, with 5 classes
at the top and 30 classes at the bottom; other re-
searchers (Turney and Littman, 2005; Turney, 2005;
Nastase et al., 2006) have used their class scheme
and data set. Moldovan et al. (2004) propose a 35-
class scheme to classify relations in various phrases;
the same scheme has been applied to noun com-
pounds and other noun phrases (Girju et al., 2005).
Chklovski and Pantel (2004) introduce a 5-class set,
designed specifically for characterizing verb-verb
semantic relations. Stephens et al. (2001) propose
17 classes targeted to relations between genes. La-
pata (2002) presents a binary classification of rela-
tions in nominalizations.

There is little consensus on the relation sets and
algorithms for analyzing semantic relations, and it
seems unlikely that any single scheme could work
for all applications. For example, the gene-gene re-
lation scheme of Stephens et al. (2001), with rela-
tions likeX phosphorylates Y, is unlikely to be trans-
ferred easily to general text.

We have created a benchmark data set to allow the
evaluation of different semantic relation classifica-
tion algorithms. We do not presume to propose a sin-
gle classification scheme, however alluring it would
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Relation Training data Test data Agreement Example
positive set size positive set size(independent tagging)

Cause-Effect 52.1% 140 51.3% 80 86.1% laugh (cause) wrinkles (effect)
Instrument-Agency50.7% 140 48.7% 78 69.6% laser (instrument) printer (agency)
Product-Producer 60.7% 140 66.7% 93 68.5% honey (product) bee (producer)
Origin-Entity 38.6% 140 44.4% 81 77.8% message (entity) from outer-space (origin)
Theme-Tool 41.4% 140 40.8% 71 47.8% news (theme) conference(tool)
Part-Whole 46.4% 140 36.1% 72 73.2% the door (part) of the car (whole)
Content-Container 46.4% 140 51.4% 74 69.1% the apples (content) in the basket (container)

Table 1: Data set statistics

be to try to design a unified standard – it would be
likely to have shortcomings just as any of the others
we have just reviewed. Instead, we have decided to
focus on separate semantic relations that many re-
searchers list in their relation sets. We have built an-
notated data sets for seven such relations. Every data
set supports a separate binary classification task.

2 Building the Annotated Data Sets

Ours is a new evaluation task, so we began with data
set creation and annotation guidelines. The data set
that Nastase and Szpakowicz (2003) created had re-
lation labelsandpart-of-speech and WordNet sense
annotations, to facilitate classification. (Moldovan
et al., 2004; Girju et al., 2005) gave the annotators
an example of each phrase in a sentence along with
WordNet senses and position of arguments. Our
annotations include all these, to support a variety
of methods (since we work with relations between
nominals, the part of speech is alwaysnoun). We
have used WordNet 3.0 on the Web and sense index
tags.

We chose the following semantic relations:
Cause-Effect, Content-Container, Instrument-
Agency, Origin-Entity, Part-Whole, Product-
Producer and Theme-Tool. We wrote seven detailed
definitions, including restrictions and conventions,
plus prototypical positive and near-miss negative
examples. For each relation separately, we based
data collection on wild-card search patterns that
Google allows. We built the patterns manually,
following Hearst (1992) and Nakov and Hearst
(2006). Instances of the relation Content-Container,
for example, come up in response to queries such as
“* contains *”, “* holds *”, “the * in the *”. Fol-
lowing the model of the Senseval-3 English Lexical
Sample Task, we set out to collect 140 training and
at least 70 test examples per relation, so we had a
number of different patterns to ensure variety. We
also aimed to collect a balanced number of positive
and negative examples. The use of heuristic patterns
to search for both positive and negative examples

should naturally result in negative examples that
are near misses. We believe that near misses are
more useful for supervised learning than negative
examples that are generated randomly.

“Among the contents of the<e1>vessel</e1>
were a set of carpenter’s<e2>tools</e2>, sev-
eral large storage jars, ceramic utensils, ropes and
remnants of food, as well as a heavy load of ballast
stones.”

WordNet(e1) = “vessel%1:06:00::”,
WordNet(e2) = “tool%1:06:00::”,
Content-Container(e2, e1) = “true”,
Query = “contents of the * were a”

Figure 1: Annotations illustrated

Figure 1 illustrates the annotations. We tag the
nominals, so parsing or chunking is not necessary.
For Task 4, we define a nominal as a noun or base
noun phrase, excluding names entities. A base noun
phrase, e.g.,lawnor lawn mower, is a noun with pre-
modifiers. We also exclude complex noun phrases
(e.g., with attached prepositional phrases –the en-
gine of the lawn mower).

The procedure was the same for each relation.
One person gathered the sample sentences (aim-
ing approximately for a similar number of positive
and negative examples) and tagged the entities; two
other people annotated the sentences with WordNet
senses and classified the relations. The detailed re-
lation definitions and the preliminary discussions of
positive and negative examples served to maximize
the agreement between the annotators. They first
classified the data independently, then discussed ev-
ery disagreement and looked for consensus. Only
the agreed-upon examples went into the data sets.
Next, we split each data set into 140 training and
no fewer than 70 test examples. (We published the
training set for the Content-Container relation as de-
velopment data two months before the test set.) Ta-
ble 1 shows the number of positive and negative ex-
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amples for each relation.1

The average inter-annotator agreement on rela-
tions (true/false) after the independent annotation
step was 70.3%, and the average agreement on
WordNet sense labels was 71.9%. In the process of
arriving at a consensus between annotators, the def-
inition of each relation was revised to cover explic-
itly cases where there had been disagreement. We
expect that these revised definitions would lead to
much higher levels of agreement than the original
definitions did.

3 The Participants

The task of classifying semantic relations between
nominals has attracted the participation of 14 teams
who submitted 15 systems. Table 4 lists the sys-
tems, the authors and their affiliations, and brief de-
scriptions. The systems’ performance information
in terms of precision, recall,F -measure and accu-
racy, macroaveraged over all relations, appears in
Table 3. We computed these measures as described
in Lewis (1991).

We distinguish four categories of systems based
on the type of information used – WordNet senses
and/or Google queries:

A – WordNet =NO & Query = NO;
B – WordNet =YES & Query = NO;
C – WordNet =NO & Query = YES;
D – WordNet =YES & Query = YES.

WordNet = “YES” or WordNet = “NO” tells us
only whether a system uses the WordNet sense la-
bels in the data sets. A system may use WordNet
internally for varied purposes, but ignore our sense
labels; such a system would be in categoryA or C.
Based on the input variation, each submitted system
may have up to 4 variations – A,B,C,D.

Table 2 presents three baselines for a relation.
Majority always guesses either “true” or “false”,
whichever is the majority in the test set (maximizes
accuracy). Alltrue always guesses “true” (maxi-
mizes recall).Probmatchrandomly guesses “true”
(“false”) with the probability matching the distribu-
tion of “true” (“false”) in the test dataset (balances
precision and recall).

We present the results in Table 3 grouped by cat-
egory, to facilitate system comparison.

1As this paper serves also as a documentation of the data set,
the order of relations in the table is the same as in the data set.

Type P R F Acc
majority 81.3 42.9 30.8 57.0
alltrue 48.5 100.0 64.8 48.5
probmatch 48.5 48.5 48.5 51.7

Table 2: Baselines: precision, recall,F -measure and
accuracy averaged over the 7 binary classifications.

Team P R F Acc

A – WordNet = NO & Query = NO
UCD-FC 66.1 66.7 64.8 66.0
ILK 60.5 69.5 63.8 63.5
UCB† 62.7 63.0 62.7 65.4
UMELB-B 61.5 55.7 57.8 62.7
UTH 56.1 57.1 55.9 58.8
UC3M 48.2 40.3 43.1 49.9
avg±stdev 59.2±6.3 58.7±10.5 58.0±8.1 61.1±6.0

B – WordNet = YES & Query = NO
UIUC† 79.7 69.8 72.4 76.3
FBK-IRST 70.9 73.4 71.8 72.9
ILK 72.8 70.6 71.5 73.2
UCD-S1 69.9 64.6 66.8 71.4
UCD-PN 62.0 71.7 65.4 67.0
UC3M 66.7 62.8 64.3 67.2
CMU-AT 55.7 66.7 60.4 59.1
UCD-FC 66.4 58.1 60.3 63.6
UMELB-A 61.7 56.8 58.7 62.5
UVAVU 56.8 56.3 56.1 57.7
LCC-SRN 55.9 57.8 51.4 53.7
avg± stdev 65.3±7.7 64.4±6.5 63.6±6.9 65.9±7.2

C – WordNet = NO & Query = YES
UCB† 64.2 66.5 65.1 67.0
UCD-FC 66.1 66.7 64.8 66.0
UC3M 49.4 43.9 45.3 50.1
avg±stdev 59.9±9.1 59.0±13.1 58.4±11.3 61.0±9.5

D – WordNet = YES & Query = YES
UTD-HLT-CG 67.3 65.3 62.6 67.2
UCD-FC 66.4 58.1 60.3 63.6
UC3M 60.9 57.8 58.8 62.3
avg±stdev 64.9±3.5 60.4±4.2 60.6±1.9 64.4±2.5

Systems tagged with† have a Task 4 organizer as part of the team.

Table 3: System performance grouped by category.
Precision, recall,F -measure and accuracy macro-
averaged over each system’s performance on all 7
relations.

4 Discussion

The highest average accuracy on Task 4 was 76.3%.
Therefore, the average initial agreement between an-
notators (70.3%), before revising the definitions, is
not an upper bound on the accuracy that can be
achieved. That the initial agreement between anno-
tators is not a good indicator of the accuracy that can
be achieved is also supported by the low correlation
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System Institution Team Description System Type
UVAVU Univ. of Amsterdam

TNO Science & Industry
Free Univ. Amsterdam

Sophia Katrenko
Willem Robert van
Hage

similarity measures in WordNet; syn-
tactic dependencies; lexical patterns;
logical combination of attributes

B

CMU -AT Carnegie Mellon Univ. Alicia Tribble
Scott E. Fahlman

WordNet; manually-built ontologies;
Scone Knowledge Representation Lan-
guage; semantic distance

B

ILK Tilburg University Caroline Sporleder
Roser Morante
Antal van den Bosch

semantic clusters based on noun simi-
larity; WordNet supersenses; grammat-
ical relation between entities; head of
sentence; WEKA

A, B

FBK-IRST Fondazione Bruno
Kessler - IRST

Claudio Giuliano
Alberto Lavelli
Daniele Pighin
Lorenza Romano

shallow and deep syntactic information;
WordNet synsets and hypernyms; ker-
nel methods; SVM

B

LCC-SRN Language Computer
Corp.

Adriana Badulescu named entity recognition; lexical, se-
mantic, syntactic features; decision tree
and semantic scattering

B

UMELB-A Univ. of Melbourne Su Kim
Timothy Baldwin

sense collocations; similarity of con-
stituents; extending training and testing
data using similar words

B

UMELB-B Univ. of Melbourne Su Kim
Timothy Baldwin

similarity of nearest-neighbor matching
over the union of senses for the two
nominals; cascaded tagging with de-
creasing thresholds

A

UCB† Univ. of California at
Berkeley

Preslav Nakov
Marti Hearst

VSM; joining terms; KNN-1 A, C

UC3M Univ. Carlos III of Madrid Isabel Segura Bedmar
Doaa Sammy
José Luis Martı́nez
Fernández

WordNet path; syntactic features; SVMA, B, C, D

UCD-S1 Univ. College Dublin Cristina Butnariu
Tony Veale

lexical-semantic categories from Word-
Net; syntactic patterns from corpora,
SVM

B

UCD-FC Univ. College Dublin Fintan Costello WordNet; additional noun compounds
tagged corpus; Naive Bayes

A, B, C, D

UCD-PN Univ. College Dublin Paul Nulty WordNet supersenses; web-based fre-
quency counts for specific joining
terms; WEKA (SMO)

B

UIUC† Univ. of Illinois at Urbana
Champaign

Roxana Girju
Brandon Beamer
Suma Bhat
Brant Chee
Andrew Fister
Alla Rozovskaya

features based on WordNet, NomLex-
PLUS, grammatical roles, lexico-
syntactic patterns, semantic parses

B

UTD-HLT-CG Univ. of Texas at Dallas Cristina Nicolae
Garbiel Nicolae
Sanda Harabagiu

lexico-semantic features from Word-
Net, VerbNet; semantic features from a
PropBank parser; dependency features

D

UTH Univ. of Tokio Eiji Aramaki
Takeshi Imai
Kengo Miyo
Kazuhiko Ohe

joining phrases; physical size for enti-
ties; web-mining; SVM

A

Systems tagged with† have a Task 4 organizer as part of the team.

Table 4: Short description of the teams and the participating systems.
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Relation Team Type P R F Acc Test size Base-F Base-Acc Avg. rank
Cause-Effect UIUC B4 69.5 100.0 82.0 77.5 80 67.8 51.2 3.4
Instrument-Agency FBK-IRST B4 76.9 78.9 77.9 78.2 78 65.5 51.3 3.4
Product-Producer UCD-S1 B4 80.6 87.1 83.7 77.4 93 80.0 66.7 1.7
Origin-Entity ILK B3 70.6 66.7 68.6 72.8 81 61.5 55.6 6.0
Theme-Tool ILK B4 69.0 69.0 69.0 74.6 71 58.0 59.2 6.0
Part-Whole UC3M B4 72.4 80.8 76.4 81.9 72 53.1 63.9 4.5
Content-Container UIUC B4 93.1 71.1 80.6 82.4 74 67.9 51.4 3.1

Table 5: The best results per relation. Precision, recall,F -measure and accuracy macro-averaged over each
system’s performance on all 7 relations. Base-F shows the baselineF -measure (alltrue), Base-Acc – the
baseline accuracy score (majority). The last column shows the average rank for each relation.

of 0.15 between the Acc column in Table 5 and the
Agreement column in Table 1.

We performed various analyses of the results,
which we summarize here in four questions. We
write Xi to refer to four possible system categories
(Ai, Bi, Ci, andDi) with four possible amounts of
training data (X1 for training examples 1 to 35,X2

for 1 to 70,X3 for 1 to 105, andX4 for 1 to 140).

Does more training data help?
Overall, the results suggest that more training data
improves the performance. There were 17 cases in
which we had results for all four possible amounts
of training data. All averageF -measure differences,
F (X4)–F (Xi) whereX = A to D, i = 1 to 3, for
these 17 sets of results are statistically significant:

F (X4)–F (X1): N = 17, avg = 8.3, std = 5.8, min =
1.1, max = 19.6, t-value =−5.9, p-value = 0.00001.

F (X4)–F (X2): N = 17, avg = 4.0, std = 3.7, min =
−3.5, max = 10.5, t-value = 4.5, p-value = 0.0002.

F (X4)–F (X3): N = 17, avg = 0.9, std = 1.7, min =
−2.6, max = 4.7, t-value = 2.1, p-value = 0.03.

Does WordNet help?
The statistics show that WordNet is important, al-
though the contribution varies across systems. Three
teams submitted altogether 12 results both forA1–
A4 andB1–B4. The averageF -measure difference,
F (Bi)–F (Ai), i = 1 to 4, is significant:

F (Bi)–F (Ai): N = 12, avg = 6.1, std = 8.4, min =
−4.5, max = 21.2, t-value =−2.5, p-value = 0.01.

The results of the UCD-FC system actually went
down when WordNet was used. The statistics for the
remaining two teams, however, are a bit better:

F (Bi)–F (Ai): N = 8, avg = 10.4, std = 6.7, min =
−1.0, max = 21.2, t-value =−4.4, p-value = 0.002.

Does knowing the query help?
Overall, knowing the query did not seem to improve
the results. Three teams submitted 12 results both

for A1–A4 andC1–C4. The averageF -measure dif-
ference,F (Ci)–F (Ai) , i = 1 to 4, is not significant:

F (Ci)–F (Ai): N = 12, avg = 0.9, std = 1.8, min =
−2.0, max = 5.0, t-value =−1.6, p-value = 0.06.

Again, the UCD-FC system differed from the
other systems in that theA andC scores were iden-
tical, but even averaging over the remaining two sys-
tems and 8 cases does not show a statistically signif-
icant advantage:

F (Ci)–F (Ai): N = 8, avg = 1.3, std = 2.2, min =
−2.0, max = 5.0, t-value =−1.7, p-value = 0.07.

Are some relations harder to classify?
Table 5 shows the best results for each relation in
terms of precision, recall, andF -measure, per team
and system category. ColumnBase-Fpresents the
baselineF -measure (alltrue), whileBase-Accthe
baseline accuracy score (majority). For all seven re-
lations, the best team significantly outperforms the
baseline. The category of the best-scoring system
in almost every case isB4 (only the ILK B4 system
scored second on the Origin-Entity relation).

Table 5 suggests that some relations are more dif-
ficult to classify than others. The bestF -measure
ranges from 83.7 forProduct–Producerto 68.6 for
Origin–Entity. The difference between the bestF -
measure and the baselineF -measure ranges from
23.3 for Part-Whole to 3.7 for Product-Producer.
The difference between the best accuracy and the
baseline accuracy ranges from 31.0 forContent-
Containerto 10.7 forProduct-Producer.

TheF column shows the best result for each rela-
tion, but similar differences among the relations may
be observed when all results are pooled. TheAvg.
rank column computes the average rank of each re-
lation in the ordered list of relations generated by
each system. For example,Product–Produceris of-
ten listed as the first or the second easiest relation
(with an average rank of 1.7), whileOrigin–Entity
andTheme–Toolare identified as the most difficult

17



relations to classify (with average ranks of 6.0).

5 Conclusion

This paper describes a new semantic evaluation task,
Classification of Semantic Relations between Nom-
inals. We have accomplished our goal of providing
a framework and a benchmark data set to allow for
comparisons of methods for this task. The data in-
cluded different types of information – lexical se-
mantic information, context, query used – meant to
facilitate the analysis of useful sources of informa-
tion for determining the semantic relation between
nominals. The results that the participating systems
have reported show successful approaches to this
difficult task, and the advantages of using lexical se-
mantic information.

The success of the task – measured in the inter-
est of the community and the results of the partici-
pating systems – shows that the framework and the
data are useful resources. By making this collection
freely accessible, we encourage further research into
this domain and integration of semantic relation al-
gorithms in high-end applications.
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Abstract 

The Multilingual Chinese-English lexical 
sample task at SemEval-2007 provides a 
framework to evaluate Chinese word sense 
disambiguation and to promote research. 
This paper reports on the task preparation 
and the results of six participants. 

1 Introduction 

The Multilingual Chinese-English lexical sample 
task is designed following the leading ideas of the 
Senseval-3 Multilingual English-Hindi lexical 
sample task (Chklovski et al., 2004). The “sense 
tags” for the ambiguous Chinese target words are 
given in the form of their English translations. 

The data preparation is introduced in the second 
section. And then the participating systems are 
briefly described and their scores are listed.  

In the conclusions we bring forward some sug-
gestion for the next campaign. 

2 Chinese Word Sense Annotated Corpus 

All the training and test data come from the 
People’s Daily in January, February and March of 
2000. The People’s Daily is the most popular 
newspaper in China and is open domain. Before 
manually sense annotating, the texts have been 
word-segmented and part of speech (PoS) tagged 
according to the PoS tagging scheme of Institute of 
Computational Linguistics in Peking University 
(ICL/PKU). The corpus had been used as one of 
the gold-standard data set for the second 

international Chinese word segmentation bakeoff 
in 2005.1

2.1 Manual Annotation 

The sense annotated corpus is manually con-
structed with the help of a word sense annotating 
interface developed in Java. Three native annota-
tors, two major in Chinese linguistics and one ma-
jor in computer science took part in the construc-
tion of the sense-annotated corpus. A text generally 
is first annotated by one annotator and then veri-
fied by two checkers. Checking is of course a nec-
essary procedure to keep the consistency. Inspired 
by the observation that checking all the instances 
of a word in a specific time frame will greatly im-
prove the precision and accelerate the speed, a 
software tool is designed in Java to gather all the 
occurrences of a word in the corpus into a check-
ing file with the sense KWIC (Key Word in Con-
text) format in sense tags order. The inter-
annotator agreement gets to 84.8% according to 
Wu. et al. (2006). 

The sense entries are specified in the Chinese 
Semantic Dictionary (CSD) developed by 
ICL/PKU. The sense distinctions are made mainly 
according to the Contemporary Chinese Dictionary, 
the most widely used dictionary in mandarin Chi-
nese, with necessary adjustment and improvement 
is implemented according to words usage in real 
texts. Word senses are described using the feature-
based formalism.  The features, which appear in 
the form “Attribute =Value”, can incorporate ex-
tensive distributional information about a word 
sense. The feature set constitutes the representation 
of a sense, while the verbal definitions of meaning 
                                                 
1 http://sighan.cs.uchicago.edu/bakeoff2005/ 
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serve only as references for human use. The Eng-
lish translation is assigned to each sense in the at-
tribute “English translation” in CSD. 

Based on the sense-annotated corpus, a sense is 
replaced by its English translation, which might 
group different senses together under the same 
English word. 

2.2 Instances selection 

In this task together 40 Chinese ambiguous words: 
19 nouns and 21 verbs are selected for the evalua-
tion. Each sense of one word is provided at least 15 
instances and at most 40 instances, in which 
around 2/3 is used as the training data and 1/3 as 
the test data. Table 1 presents the number of words 
under each part of speech, the average number of 
senses for each PoS and the number of instances 
respectively in the training and test set. 

 
 # Average 

senses 
# training 
instances 

# test 
instances

19 
nouns 

2.58 1019 364 

21 
verbs 

3.57 1667 571 

 
Table 1: Summary of the sense inventory and 

number of training data and test set 
 
In order to escape from the sense-skewed distri-

bution that really exists in the corpus of People’s 
Daily, many instances of some senses have been 
removed from the sense annotated corpus. So the 
sense distribution of the ambiguous words in this 
task does not reflect the usages in real texts. 

3 Participating Systems 

In order to facilitate participators to select the fea-
tures, we gave a specification for the PoS-tag set. 
Both word-segmented and un-segmented context 
are provided. 

Two kinds of precisions are evaluated. One is 
micro-average: 
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N  is the number of all target word-types. is 

the number of labeled correctly to one specific tar-
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All teams attempted all test instances. So the re-

call is the same with the precision. The precision 
baseline is obtained by the most frequent sense. 
Because the corpus is not reflected the real usage, 
the precision is very low. 

Six teams participated in this word sense disam-
biguation task. Four of them used supervised learn-
ing algorithms and two used un-supervised method. 
For each team two kinds of precision are given as 
in table 2.  

 
Team Micro-average Macro-average

SRCB-WSD 0.716578 0.749236 
I2R 0.712299 0.746824 

CITYU-HIF 0.710160 0.748761 
SWAT 0.657754 0.692487 
TorMd 0.375401 0.431243 

HIT 0.336898 0.395993 
baseline 0.4053 0.4618 

 
Table 2: The scores of all participating systems 
 
As follow the participating systems are briefly 

introduced. 
SRCB-WSD system exploited maximum entropy 

model as the classifier from OpenNLP2 The fol-
lowing features are used in this WSD system: 

 

· All the verbs and nouns in the context, that is, 
the words with tags “n, nr, ns, nt, nz, v, vd, vn”  
· PoS of the left word and the right word 
·noun phrase, verb phrase, adjective phrase, 

time phrase, place phrase and quantity phrase. 
These phrases are considered as constituents of 

context, as well as words and punctuations which 
do not belong to any phrase.  

·the type of these phrases which are around the 
target phrases   
                                                 
2 http:// maxent.sourceforge.net/ 
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· word category information comes from Chi-
nese thesaurus 

 
I2R system used a semi-supervised classification 

algorithm (label propagation algorithm) (Niu, et al., 
2005). They used three types of features: PoS of 
neighboring words with position information, un-
ordered single words in topical context, and local 
collocations.  

In the label propagation algorithm (LP) (Zhu 
and Ghahramani, 2002), label information of any 
vertex in a graph is propagated to nearby vertices 
through weighted edges until a global stable stage 
is achieved. Larger edge weights allow labels to 
travel through easier. Thus the closer the examples, 
the more likely they have similar labels (the global 
consistency assumption). In label propagation 
process, the soft label of each initial labeled exam-
ple is clamped in each iteration to replenish label 
sources from these labeled data. Thus the labeled 
data act like sources to push out labels through 
unlabeled data. With this push from labeled exam-
ples, the class boundaries will be pushed through 
edges with large weights and settle in gaps along 
edges with small weights. If the data structure fits 
the classification goal, then LP algorithm can use 
these unlabeled data to help learning classification 
plane. 

CITYU-HIF system was a fully supervised one 
based on a Naïve Bayes classifier with simple fea-
ture selection for each target word.  The features 
used are as follows: 

 
· Local features at specified positions: 

PoS of word at w-2, w-1, w1, w2
Word at w-2, w-1, w1, w2

· Topical features within a given window: 
Content words appearing within w-10 to w10

· Syntactic features: 
PoS bi-gram at w-2w0 , w-1w0 , w0w1 , w0w2
PoS tri-gram at w-2 w-1w0 and w0w1w2

 
One characteristic of this system is the incorpo-

ration of the intrinsic nature of each target word in 
disambiguation. It is assumed that WSD is highly 
lexically sensitive and each word is best character-
ized by different lexical information. Human 
judged to consider for each target word the type of 
disambiguation information if they found useful.  
During disambiguation, they run two Naïve Bayes 

classifiers, one on all features above, and the other 
only on the type of information deemed useful by 
the human judges. When the probability of the best 
guess from the former is under a certain threshold, 
the best guess from the latter was used instead.  

SWAT system uses a weighted vote from three 
different classifiers to make the prediction. The 
three systems are: a Naïve Bayes classifier that 
compares similarities based on Bayes' Rule, a clas-
sifier that creates a decision list of context features, 
and a classifier that compares the angles between 
vectors of the features found most commonly with 
each sense. The features include bigrams, and tri-
grams, and unigrams are weighted by distance 
from the ambiguous word. 

TorMd used an unsupervised naive Bayes classi-
fier. They combine Chinese text and an English 
thesaurus to create a `Chinese word'--`English 
category' co-occurrence matrix. This system gener-
ated the prior-probabilities and likelihoods of a 
Naïve Bayes word sense classifier not from sense-
annotated (in this case English translation anno-
tated) data, but from this word--category co-
occurrence matrix. They used the Macquarie The-
saurus as very coarse sense inventory. 

They asked a native speaker of Chinese to map 
the English translations of the target words to ap-
propriate thesaurus categories. Once the Naïve 
Bayes classifier identifies a particular category as 
the intended sense, the mapping file is used to label 
the target word with the corresponding English 
translation. They rely simply on the bag of words 
that co-occur with the target word (window size of 
5 words on either side). 

HIT is a fully unsupervised WSD system, which 
puts bag of words of Chinese sentences and the 
English translations of target ambiguous word to 
search engine (Google and Baidu). Then they 
could get all kinds of statistic data. The correct 
translation was found through comparing their 
cross entropy. 

4 Conclusion 

The goal of this task is to create a framework to 
evaluate Chinese word sense disambiguation and 
to promote research. 
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Scores Target 

Word 
Sen
se # 

Train
ing # 

Test 
# 

Base-
line SRCB

-WSD
I2R CITY

U-HIF
SWA
T-MP

TOR
MD 

HIT 

补 3 63 20 .50 .70 .80 .75 .75 .55 .55 

成立 3 73 27 .370 .778 .815 .741 .778 .481 .407 

吃 4 69 23 .435 .696 .609 .696 .696 .174 .174 

出 9 222 77 .130 .506 .506 .481 .532 .169 .091 

带 8 197 67 .150 .567 .552 .537 .433 .119 .104 

动 4 58 20 .50 .60 .50 .55 .60 .30 .30 

动摇 2 47 16 .625 .875 .875 .875 .563 .50 .438 

发 5 105 36 .278 .694 .667 .611 .889 .25 .139 

赶 3 56 18 .50 .667 .722 .667 .667 .389 .333 

叫 4 106 39 .256 .718 .615 .641 .538 .256 .256 

进 5 132 44 .227 .659 .75 .727 .568 .25 .114 

开通 2 56 20 .50 .90 .95 .95 .60 .50 .50 

看 4 103 34 .294 .765 .706 .765 .559 .294 .294 

平息 2 20 8 .50 .75 .75 .75 .625 .375 .50 

使 2 46 16 .625 .938 .813 .813 .875 .563 .438 

说明 2 60 18 .556 .667 .722 .778 .722 .444 .556 

挑 2 40 14 .429 .571 .643 .571 .571 .143 .286 

推翻 2 29 10 .60 .80 .70 .90 .80 .30 .30 

望 2 37 13 .769 .769 .769 .769 .769 .462 .462 

想 4 110 37 .270 .730 .676 .676 .541 .216 .216 

震惊 2 38 14 .714 .930 1.0 .929 .786 .714 .571 

Ave. 3.5
7 

1667 571 .342/ 
.44 

.685/   
.728 

.676/   
.721 

.671/   
.723 

.618/   
.66 

.30/     
.355 

.263/   
.335 

 
 Table 3: Performance on verbs. Micro / macro average precisions are spitted by “/” at the last row. 
 

Together six teams participate in this WSD task, 
four of them adopt supervised learning methods 
and two of them used unsupervised algorithms. All 
of the four supervised learning systems exceed ob-
viously the baseline obtained by the most frequent 
sense. It is noted that the performances of the first 
three systems are very close. Two unsupervised 
methods’ scores are below the baseline. More 
unlabeled data maybe improve their performance.  

Although the SRCB-WSD system got the high-
est scores among the six participants, it does not 
perform always better than other system from table 
2 and table 3. But to each word, the four super-
vised systems always predict correctly more in-
stances than the two un-supervised systems.  

Besides the corpus, we provide a specification of 
the PoS tag set. Only SRCB-WSD system utilized 
this knowledge in feature selection. We will pro-
vide more instances in the next campaign. 
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Scores Target 
Word 

Sen
se # 

Train
ing # 

Test 
# 

Base-
line SRCB

-WSD
I2R CITY

U-HIF
SWA
T-MP

TOR
MD 

HIT 

本 3 68 25 .40 .88 .84 .88 .76 .72 .32 
表面 2 53 18 .611 .611 .722 .722 .833 .556 .333 
菜 2 56 19 .526 .842 .842 .684 .789 .474 .632 

长城 3 48 21 .476 .571 .591 .619 .619 .429 .619 
单位 2 50 17 .588 .824 .824 .824 .647 .706 .529 
道 3 53 18 .50 .778 .722 .778 .611 .50 .222 

队伍 3 64 22 .455 .591 .591 .636 .545 .318 .364 
儿女 2 60 20 .50 1.0 .95 1.0 1.0 .50 .50 
机组 2 38 14 .714 1.0 1.0 1.0 1.0 .643 .571 
镜头 2 45 15 .533 .733 .733 .60 .467 .467 .467 
面 3 67 23 .435 .783 .783 .739 .696 .348 .696 

牌子 2 44 17 .353 .529 .589 .588 .588 .353 .529 
旗帜 3 50 18 .556 .611 .611 .722 .722 .50 .111 
气息 2 39 14 .714 .929 .786 .714 .786 .857 .571 
气象 2 47 16 .625 .813 .813 .938 1.0 .438 .563 
日子 3 88 32 .313 .656 .563 .625 .656 .281 .344 
天地 3 65 25 .40 .88 1.0 .92 .60 .56 .44 
眼光 2 41 14 .714 .786 .714 .786 .643 .714 .50 
中医 2 43 16 .625 .875 .938 1.0 .875 .438 .50 
Ave. 2.4

5 
1019 364 .506/ 

.528
.766/   
.773 

.761/ 
.769

.772/  
.778 

.72/     
.728 

.50/     
.516 

.456/   
.464 

  
Table 4: Performance on nouns. Micro / macro average precisions are spitted by “/” at the last row. 
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Abstract

The SemEval-2007 task to disambiguate
prepositions was designed as a lexical sample
task. A set of over 25,000 instances was
developed, covering 34 of the most frequent
English prepositions, with two-thirds of the
instances for training and one-third as the test
set. Each instance identified a preposition to be
tagged in a full sentence taken from the
FrameNet corpus (mostly from the British
National Corpus). Definitions from the Oxford
Dictionary of English formed the sense
inventories. Three teams participated, with all
achieving supervised results significantly
better than baselines, with a high fine-grained
precision of 0.693. This level is somewhat
similar to results on lexical sample tasks with
open class words, indicating that significant
progress has been made. The data generated in
the task provides ample opportunitites for
further investigations of preposition behavior.

1 Introduction

The SemEval-2007 task to disambiguate prepositions
was designed as a lexical sample task to investigate
the extent to which an important  closed class of
words could be disambiguated. In addition, because
they are a closed class, with stable senses, the
requisite datasets for this task are enduring and can
be used as long as the problem of preposition
disambiguation remains. The data used in this task
was developed in The Preposition Project (TPP,
Litkowski & Hargraves (2005) and Litkowski &
Hargraves (2006)),1 with further refinements to fit
the requirements of a SemEval task. 

In the following sections, we first describe the
motivations for a preposition disambiguation task.
Next, we describe the development of the datasets
used for the task, i.e., the instance sets and the sense
inventories. We describe how the task was performed
and how it was evaluated (essentially using the same
scoring methods as previous Senseval lexical sample
tasks). We present the results obtained from the
participating teams and provide an initial analysis of
these results. Finally, we identify several further
types of analyses that will provide further insights
into the characterization of preposition behavior.

2 Motivation

Prepositions are a closed class, meaning that the
number of prepositions remains relatively constant
and that their meanings are relatively stable. Despite
this, their treatment in computational linguistics has
been somewhat limited. In the Penn Treebank, only
two types of prepositions are recognized (IN
(locative, temporal, and manner) and TO (direction))
(O’Hara, 2005). Prepositions are viewed as function
words that occur with high frequency and therefore
carry little meaning. A task to disambiguate
prepositions would, in the first place, allow this
limited treatment to be confronted more fully.

Preposition behavior has been the subject of
much research, too voluminous to cite here. Three
recent workshops on prepositions have been
sponsored by the ACL-SIGSEM: Toulouse in 2003,
Colchester in 2005, and Trento in 2006. For the most
part, these workshops have focused on individual
prepositions, with various investigations of more
generalized behavior. The SemEval preposition
disambiguation task provides a vehicle to examine
whether these behaviors are substantiated with a
well-defined set of corpus instances.

Prepositions assume more importance when they1http://www.clres.com/prepositions.html.
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are considered in relation to verbs. While linguistic
theory focuses on subjects and objects as important
verb arguments, quite frequently there is an
additional oblique argument realized in a
prepositional phrase. But with the focus on the verbs,
the prepositional phrases do not emerge as having
more than incidental importance. However, within
frame semantics (Fillmore, 1976), prepositions rise
to a greater prominence; frequently, two or three
prepositional phrases are identified as constituting
frame elements. In addition, frame semantic analyses
indicate the possibility of a greater number of
prepositional phrases acting as adjuncts (particularly
identifying time and location frame elements). While
linguistic theories may identify only one or two
prepositions associated with an argument of a verb,
frame semantic analyses bring in the possibility of a
greater variety of prepositions introducing the same
type of frame element. The preposition
disambiguation task provides an opportunity to
examine this type of variation.

The question of prepositional phrase attachment
is another important issue. Merlo & Esteve Ferrer
(2006) suggest that this problem is a four-way
disambiguation task, depending on the properties of
nouns and verbs and whether the prepositional
phrases are arguments or adjuncts. Their analysis
relied on Penn Treebank data. Further insights may
be available from the finer-grained data available in
the preposition disambiguation task.

Another important thread of investigation
concerning preposition behavior is the task of
semantic role (and perhaps semantic relation)
labeling (Gildea & Jurafsky, 2002). This task has
been the subject of a previous Senseval task
(Automatic Semantic Role Labeling, Litkowski
(2004)) and two shared tasks on semantic role
labeling in the Conference on Natural Language
Learning (Carreras & Marquez (2004) and Carreras
& Marquez (2005)). In addition, three other tasks in
SemEval-2007 (semantic relations between nominals,
task 4; temporal relation labeling, task 15; and frame
semantic structure extraction, task 19) address issues
of semantic role labeling. Since a great proportion of
these semantic roles are realized in prepositional
phrases, this gives greater urgency to understanding
preposition behavior.

Despite the predominant view of prepositions as
function words carrying little meaning, this view is

not borne out in dictionary treatment of their
definitions. To all appearances, prepositions exhibit
definitional behavior similar to that of open class
words. There is a reasonably large number of distinct
prepositions and they show a range of polysemous
senses. Thus, with a suitable set of instances, they
may be amenable to the same types of analyses as
open class words.

3 Preparation of Datasets

The development of the datasets for the preposition
disambiguation task grew directly out of TPP. This
project essentially articulates the corpus selection, the
lexicon choice, and the production of the gold
standard. The primary objective of TPP is to
characterize each of 847 preposition senses for 373
prepositions (including 220 phrasal prepositions with
309 senses)2 with a semantic role name and the
syntactic and semantic properties of its complement
and attachment point. The preposition sense
inventory is taken from the Oxford Dictionary of
English (ODE, 2004).3 

3.1 Corpus Development

For a particular preposition, a set of instances is
extracted from the FrameNet database.4 FrameNet
was chosen since it provides well-studied sentences
drawn from the British National Corpus (as well as
a limited set of sentences from other sources). Since
the sentences to be selected for frame analysis were
generally chosen for some open class verb or noun,
these sentences would be expected to provide no bias
with respect to prepositions. In addition, the use of
this resource makes available considerable
information for each sentence in its identification of

2The number of prepositions and the number of senses
is not fixed, but has changed during the course of the
project, as will become clear.

3TPP does not include particle senses of such words as
in or over (or any other particles) used with verbs to
make phrasal verbs. In this context, phrasal verbs are
to be distinguished from verbs that select a preposition
(such as on in rely on), which may be characterized as
a collocation.

4http://framenet.icsi.berkeley.edu/ 
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frame elements, their phrase type, and their
grammatical function. The FrameNet data was also
made accessible in a form (FrameNet Explorer)5 to
facilitate a lexicographer’s examination of
preposition instances.

Each sentence in the FrameNet data is labeled
with a subcorpus name. This name is generally
intended only to capture some property of a set of
instances. In particular, many of these subcorpus
names include a string ppprep and this identification
was used for the selection of instances. Thus,
searching the FrameNet corpus for subcorpora
labeled ppof or ppafter would yield sentences
containing a prepositional phrase with a desired
preposition. This technique was used for many
common prepositions, yielding 300 to 4500
instances. The technique was modified for
prepositions with fewer instances. Instead, all
sentences having a phrase beginning with a desired
preposition were selected. 

The number of sentences eventually used in the
SemEval task is shown in Table 1. More than 25,000
instances for 34 prepositions were tagged in TPP and
used for the SemEval-2007 task.

3.2 Lexicon Development

As mentioned above, ODE (and its predecessor, the
New Oxford Dictionary of English (NODE, 1997))
was used as the sense inventory for the prepositions.
ODE is a corpus-based, lexicographically-drawn
sense inventory, with a two-level hierarchy,
consisting of a set of core senses and a set of
subsenses (if any) that are semantically related to the
core sense. The full set of information, both printed
and in electronic form, containing additional
lexicographic information, was made publicly
available for TPP, and hence, the SemEval
disambiguation task.

The sense inventory was not used as absolute and
further information was added during TPP. The
lexicographer (Hargraves) was free to add senses,
particularly as the corpus evidence provided by the
FrameNet data suggested. The process of refining the
sense inventory was performed as the lexicographer

assigned a sense to each instance. While engaged in
this sense assignment, the lexicographer accumulated
an understanding of the behavior of the preposition,
assigning a name to each sense (characterizing its
semantic type), and characterizing the syntactic and
semantic properties of the preposition complement
and its point of attachment or head. Each sense was
also characterized by its syntactic function and its
meaning, identifying the relevant paragraph(s) where
it is discussed in Quirk et al (1985).

After sense assignments were completed, the set
of instances for each preposition was analyzed
against the FrameNet database. In particular, the
FrameNet frames and frame elements associated with
each sense was identified. The set of sentences was
provided in SemEval format in an XML file with the
preposition tagged as <head>, along with an answer
key (also identifying the FrameNet frame and frame
element). Finally, using the FrameNet frame and
frame element of the tagged instances, syntactic
alternation patterns (other syntactic forms in which
the semantic role may be realized) are provided for
each FrameNet target word for each sense.

All of the above information was combined into
a preposition database.6 For SemEval-2007, entries
for the target prepositions were combined into an
XML file as the “Definitions” to be used as the sense
inventory, where each sense was given a unique
identifier. All prepositions for which a set of
instances had been analyzed in TPP were included.
These 34 prepositions are shown in Table 1 (below,
beyond, and near were used in the trial set).

3.3 Gold Standard Production

Unlike previous Senseval lexical sample tasks,
tagging was not performed as a separate step. Rather,
sense tagging was completed as an integral part of
TPP. Funding was unavailable to perform additional
tagging with other lexicographers and the appropriate
interannotator agreement studies have not yet been
completed. At this time, only qualitative assessments
of the tagging can be given.

As indicated, the sense inventory for each
preposition evolved as the lexicographer examined

5Available for the Windows operating system at
http://www.clres.com for those with access to the
FrameNet data.

6The full database is viewable in the Online TPP
(http://www.clres.com/cgi-bin/onlineTPP/find_prep.cgi
).
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the set of FrameNet instances. Multiple sources (such
as Quirk et al.) and lexicographic experience were
important components of the sense tagging. The
tagging was performed without any deadlines and
with full adherence to standard lexicographic
principles. Importantly, the availability of the
FrameNet corpora facilitated the sense assignment,
since many similar instances were frequently
contiguous in the instance set (e.g., associated with
the same target word and frame).

Another important factor suggesting higher
quality in the sense assignment is the quality of the
sense inventory. Unlike previous Senseval lexical
sample tasks, the sense inventory was developed
using lexicographic principles and was quite stable.
In arriving at the sense inventory, the lexicographer
was able to compare ODE with its predecessor
NODE, noting in most cases that the senses had not
changed or had changed in only minor ways. 

Finally, the lexicographer had little difficulty in
making sense assignments. The sense distinctions
were well enough drawn that there was relatively
little ambiguity given a sentence context. The
lexicographer was not constrained to selecting one
sense, but could tag a preposition with multiple
senses as deemed necessary. Out of 25,000 instances,
only 350 instances received multiple senses.

4 Task Organization and Evaluation

The organization followed standard SemEval
(Senseval) procedures. The data were prepared in
XML, using Senseval DTDs. That is, each instance
was labeled with an instance identifier as an XML
attribute. Within the <instance> tag, the FrameNet
sentence was labeled as the <context> and included
one item, the target preposition, in the <head> tag.
The FrameNet sentence identifier was used as the
instance identifier, enabling participants to make use
of other FrameNet data. Unlike lexical sample tasks
for open class words, only one sentence was provided
as the context. Although no examination of whether
this is sufficient context for prepositions, it seems
likely that all information necessary for preposition
disambiguation is contained in the local context.

A trial set of three prepositions was provided (the
three smallest instance sets that had been developed).
For each of the remaining 34 prepositions, the data

was split in a ratio of two to one between training and
test data. The training data included the sense
identifier. Table 1 shows the total number of
instances for each preposition, along with the number
in the training and the test sets.

Answers were submitted in the standard Senseval
format, consisting of the lexical item name, the
instance identifier, the system sense assignments, and
optional comments. Although participants were not
restricted to selecting only one sense, all did so and
did not provide either multiple senses or weighting of
different senses. Because of this, a simple Perl script
was used to score the results, giving precision, recall,
and F-score.7 The answers were also scored using the
standard Senseval scoring program, which records a
result for “attempted” rather than F-score, with
precision interpreted as percent of attempted
instances that are correct and recall as percent of
total instances that are correct.8 Table 1 reports the
standard SemEval recall, while Tables 2 and 3 use
the standard notions of precision and recall.

5 Results

Tables 2 and 3 present the overall fine-grained and
coarse-grained results, respectively, for the three
participating teams (University of Melbourne, Koç
University, and Instituto Trentino di Cultura, IRST).
The tables show the team designator, and the results
over all prepositions, giving the precision, the recall,
and the F-score. The table also shows the results for
two baselines. The FirstSense baseline selects the
first sense of each preposition as the answer (under
the assumption that the senses are organized
somewhat according to prominence). The FreqSense
baseline selects the most frequent sense from the
training set. Table 1 shows the fine-grained recall
scores for each team for each preposition. Table 1
also shows the entropy and perplexity for each
preposition, based on the data from the training sets.

7Precision is the percent of total correct instances and
recall is the percent of instances attempted, so that an
F-score can be computed.

8The standard SemEval (Senseval) scoring program,
scorer2, does not work to compute a coarse-grained
score for the preposition instances, since senses are
numbers such as “4(2a)” and not alphabetic.
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Table 2. Fine-Grained Scores
(All Prepositions - 8096 Instances)

Team Prec Rec F
MELB-YB 0.693 1.000 0.818
KU 0.547 1.000 0.707
IRST-BP 0.496 0.864 0.630
FirstSense 0.289 1.000 0.449
FreqSense 0.396 1.000 0.568

Table 3. Coarse-Grained Scores
(All Prepositions - 8096 Instances)

Team Prec Rec F
MELB-YB 0.755 1.000 0.861
KU 0.642 1.000 0.782
IRST-BP 0.610 0.864 0.715
FirstSense 0.441 1.000 0.612
FreqSense 0.480 1.000 0.649

As can be seen, all participating teams performed
significantly better than the baselines. Additional
improvements occurred at the coarse grain, although
the differences are not dramatically higher.

All participating teams used supervised systems,
using the training data for their submissions. The
University of Melbourne used a maximum entropy
system using a wide variety of syntactic and semantic
features. Koç University used a statistical language
model (based on Google ngram data) to measure the
likelihood of various substitutes for various senses.
IRST-BP used Chain Clarifying Relationships, in
which contextual lexical and syntactic features of
representative contexts are used for learning sense
discriminative patterns. Further details on their
methods are available in their respective papers.

6 Discussion

Examination of the detailed results by preposition in
Table 1 shows that performance is inversely related
to polysemy. The greater number of senses leads to
reduced performance. The first sense heuristic has a
correlation of -0.64; the most frequent sense heuristic
has a correlation of -0.67. the correlations for
MELB, KU, and IRST are -0.40, -0.70, and -0.56,
respectively. The scores are also negatively
correlated with the number of test instances. The
correlations are -0.34 and -0.44 for the first sense
and the most frequent sense heuristics. For the
systems, the scores are -0.17, -0.48, and -0.39 for

Melb, KU, and IRST.
The scores for each preposition are strongly

negatively correlated with entropy and perplexity, as
frequently observed in lexical sample disambiguation.
For MELB-YB and IRST-BP, the correlation with
entropy is about -0.67, while for KU, the correlation
is -0.885. For perplexity, the correlation is -0.55 for
MELB-YB, -0.62 for IRST-ESP , and -0.82 for KU.

More detailed analysis is required to examine the
performance for each preposition, particularly for the
most frequent prepositions (of, in, from, with, to, for,
on, at, into, and by). Performance on these
prepositions ranged from fairly good to mediocre to
relatively poor. In addition, a comparison of the
various attributes of the TPP sense information with
the different performances might be fruitful. Little of
this information was used by the various systems.

7 Conclusions

The SemEval-2007 preposition disambiguation task
can be considered successful, with results that can be
exploited in general NLP tasks. In addition, the task
has generated considerable information for further
examination of preposition behavior.
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Table 1. SemEval-2007 Preposition Disambiguation

Prepostition Senses Ent Perp

Number of Instances
Fine-Grained Recall

Participating Teams Baselines

Total Training Test Melb KU IRST
First
Sense

Freq
Sense

about 6 0.63 1.54 1074 710 364 0.885 0.934 0.780 0.885 0.885
above 9 1.80 3.49 71 48 23 0.652 0.522 0.565 0.043 0.609
across 3 0.23 1.17 470 319 151 0.960 0.960 0.914 0.960 0.960
after 11 2.15 4.44 156 103 53 0.472 0.585 0.585 0.434 0.434
against 10 1.89 3.69 287 195 92 0.880 0.793 0.826 0.446 0.435
along 4 0.30 1.23 538 365 173 0.954 0.954 0.936 0.954 0.954
among 4 1.55 2.93 150 100 50 0.660 0.680 0.620 0.300 0.300
around 6 2.05 4.13 490 335 155 0.561 0.535 0.381 0.155 0.452
as 2 0.00 1.00 258 174 84 1.000 1.000 0.988 1.000 1.000
at 12 2.38 5.21 1082 715 367 0.790 0.662 0.646 0.425 0.425
before 4 1.33 2.51 67 47 20 0.600 0.850 0.800 0.450 0.450
behind 9 1.31 2.47 206 138 68 0.662 0.676 0.471 0.662 0.662
beneath 6 1.22 2.33 85 57 28 0.714 0.679 0.750 0.571 0.571
beside 3 0.00 1.00 91 62 29 1.000 1.000 1.000 1.000 1.000
between 9 2.11 4.31 313 211 102 0.814 0.765 0.892 0.422 0.422
by 22 2.53 5.77 758 510 248 0.730 0.556 0.391 0.000 0.371
down 5 1.18 2.26 485 332 153 0.654 0.647 0.680 0.438 0.438
during 2 1.00 2.00 120 81 39 0.769 0.564 0.667 0.615 0.385
for 15 2.84 7.17 1429 951 478 0.573 0.395 0.456 0.036 0.238
from 16 2.85 7.21 1784 1206 578 0.642 0.415 0.512 0.279 0.279
in 15 2.81 7.01 2085 1397 688 0.561 0.436 0.494 0.362 0.362
inside 5 1.63 3.10 105 67 38 0.579 0.579 0.605 0.368 0.526
into 10 2.14 4.41 901 604 297 0.616 0.539 0.586 0.290 0.451
like 7 1.26 2.40 391 266 125 0.856 0.808 0.592 0.120 0.768
of 20 3.14 8.80 4482 3004 1478 0.681 0.374 0.144 0.000 0.205
off 7 1.16 2.23 237 161 76 0.658 0.776 0.408 0.171 0.763
on 25 3.42 10.68 1313 872 441 0.624 0.469 0.351 0.218 0.206
onto 3 0.60 1.52 175 117 58 0.879 0.879 0.776 0.879 0.879
over 17 2.52 5.73 298 200 98 0.510 0.510 0.480 0.010 0.327
round 8 2.31 4.95 263 181 82 0.610 0.512 0.000 0.037 0.378
through 16 2.71 6.54 649 441 208 0.524 0.538 0.481 0.322 0.495
to 17 2.43 5.38 1755 1183 572 0.745 0.579 0.558 0.322 0.322
towards 6 0.71 1.63 316 214 102 0.931 0.873 0.833 0.873 0.873
with 18 3.05 8.27 1769 1191 578 0.699 0.455 0.635 0.149 0.249
Total 332 24653 16557 8096 0.693 0.547 0.496 0.289 0.396
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Abstract

This paper presents the coarse-grained En-
glish all-words task at SemEval-2007. We
describe our experience in producing a
coarse version of the WordNet sense inven-
tory and preparing the sense-tagged corpus
for the task. We present the results of par-
ticipating systems and discuss future direc-
tions.

1 Introduction

It is commonly thought that one of the major obsta-
cles to high-performance Word Sense Disambigua-
tion (WSD) is the fine granularity of sense inven-
tories. State-of-the-art systems attained a disam-
biguation accuracy around 65% in the Senseval-3
all-words task (Snyder and Palmer, 2004), where
WordNet (Fellbaum, 1998) was adopted as a ref-
erence sense inventory. Unfortunately, WordNet is
a fine-grained resource, encoding sense distinctions
that are difficult to recognize even for human an-
notators (Edmonds and Kilgarriff, 2002). Making
WSD an enabling technique for end-to-end applica-
tions clearly depends on the ability to deal with rea-
sonable sense distinctions.

The aim of this task was to explicitly tackle the
granularity issue and study the performance of WSD
systems on an all-words basis when a coarser set
of senses is provided for the target words. Given
the need of the NLP community to work on freely
available resources, the solution of adopting a dif-
ferent computational lexicon is not viable. On the
other hand, the production of a coarse-grained sense

inventory is not a simple task. The main issue
is certainly the subjectivity of sense clusters. To
overcome this problem, different strategies can be
adopted. For instance, in the OntoNotes project
(Hovy et al., 2006) senses are grouped until a 90%
inter-annotator agreement is achieved. In contrast,
as we describe in this paper, our approach is based
on a mapping to a previously existing inventory
which encodes sense distinctions at different levels
of granularity, thus allowing to induce a sense clus-
tering for the mapped senses.

We would like to mention that another SemEval-
2007 task dealt with the issue of sense granularity
for WSD, namely Task 17 (subtask #1): Coarse-
grained English Lexical Sample WSD. In this paper,
we report our experience in organizing Task 07.

2 Task Setup

The task required participating systems to annotate
open-class words (i.e. nouns, verbs, adjectives, and
adverbs) in a test corpus with the most appropriate
sense from a coarse-grained version of the WordNet
sense inventory.

2.1 Test Corpus
The test data set consisted of 5,377 words of run-
ning text from five different articles: the first three
(in common with Task 17) were obtained from the
WSJ corpus, the fourth was the Wikipedia entry for
computer programming1, the fifth was an excerpt of
Amy Steedman’s Knights of the Art, biographies of
Italian painters2. We decided to add the last two

1http://en.wikipedia.org/wiki/Computer programming
2http://www.gutenberg.org/etext/529
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article domain words annotated
d001 JOURNALISM 951 368
d002 BOOK REVIEW 987 379
d003 TRAVEL 1311 500
d004 COMPUTER SCIENCE 1326 677
d005 BIOGRAPHY 802 345
total 5377 2269

Table 1: Statistics about the five articles in the test
data set.

texts to the initial dataset as we wanted the corpus to
have a size comparable to that of previous editions
of all-words tasks.

In Table 1 we report the domain, number of run-
ning words, and number of annotated words for the
five articles. We observe that articles d003 and d004
are the largest in the corpus (they constitute 51.87%
of it).

2.2 Creation of a Coarse-Grained Sense
Inventory

To tackle the granularity issue, we produced a
coarser-grained version of the WordNet sense inven-
tory3 based on the procedure described by Navigli
(2006). The method consists of automatically map-
ping WordNet senses to top level, numbered entries
in the Oxford Dictionary of English (ODE, (Soanes
and Stevenson, 2003)). The semantic mapping be-
tween WordNet and ODE entries was obtained in
two steps: first, we disambiguated with the SSI algo-
rithm (Navigli and Velardi, 2005) the definitions of
the two dictionaries, together with additional infor-
mation (hypernyms and domain labels); second, for
each WordNet sense, we determined the best match-
ing ODE coarse entry. As a result, WordNet senses
mapped to the same ODE entry were assigned to the
same sense cluster. WordNet senses with no match
were associated with a singleton sense.

In contrast to the automatic method above, the
sense mappings for all the words in our test cor-
pus were manually produced by the third author, an
expert lexicographer, with the aid of a mapping in-
terface. Not all the words in the corpus could be
mapped directly for several reasons: lacking entries
in ODE (e.g. adjectives underlying and shivering),

3We adopted WordNet 2.1, available from:
http://wordnet.princeton.edu

different spellings (e.g. after-effect vs. aftereffect,
halfhearted vs. half-hearted, etc.), derivatives (e.g.
procedural, gambler, etc.). In most of the cases, we
asked the lexicographer to map senses of the orig-
inal word to senses of lexically-related words (e.g.
WordNet senses of procedural were mapped to ODE
senses of procedure, etc.). When this mapping was
not straightforward, we just adopted the WordNet
sense inventory for that word.

We released the entire sense groupings (those in-
duced from the manual mapping for words in the
test set plus those automatically derived on the other
words) and made them available to the participants.

2.3 Sense Annotation

All open-class words (i.e. nouns, verbs, adjectives,
and adverbs) with an existing sense in the WordNet
inventory were manually annotated by the third au-
thor. Multi-word expressions were explicitly iden-
tified in the test set and annotated as such (this was
made to allow a fair comparison among systems in-
dependent of their ability to identify multi-word ex-
pressions).

We excluded auxiliary verbs, uncovered phrasal
and idiomatic verbs, exclamatory uses, etc. The
annotator was allowed to tag words with multiple
coarse senses, but was asked to make a single sense
assignment whenever possible.

The lexicographer annotated an overall number
of 2,316 content words. 47 (2%) of them were ex-
cluded because no WordNet sense was deemed ap-
propriate. The remaining 2,269 content words thus
constituted the test data set. Only 8 of them were as-
signed more than one sense: specifically, two coarse
senses were assigned to a single word instance4 and
two distinct fine-grained senses were assigned to 7
word instances. This was a clear hint that the sense
clusters were not ambiguous for the vast majority of
words.

In Table 2 we report information about the pol-
ysemy of the word instances in the test set. Over-
all, 29.88% (678/2269) of the word instances were
monosemous (according to our coarse sense inven-
tory). The average polysemy of the test set with the
coarse-grained sense inventory was 3.06 compared
to an average polysemy with the WordNet inventory

4d005.s004.t015
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polysemy N V A R all
monosemous 358 86 141 93 678
polysemous 750 505 221 115 1591
total 1108 591 362 208 2269

Table 2: Statistics about the test set polysemy (N =
nouns, V = verbs, A = adjectives, R = adverbs).

of 6.18.

2.4 Inter-Annotator Agreement

Recent estimations of the inter-annotator agreement
when using the WordNet inventory report figures of
72.5% agreement in the preparation of the English
all-words test set at Senseval-3 (Snyder and Palmer,
2004) and 67.3% on the Open Mind Word Expert an-
notation exercise (Chklovski and Mihalcea, 2002).

As the inter-annotator agreement is often consid-
ered an upper bound for WSD systems, it was de-
sirable to have a much higher number for our task,
given its coarse-grained nature. To this end, beside
the expert lexicographer, a second author indepen-
dently performed part of the manual sense mapping
(590 word senses) described in Section 2.2. The
pairwise agreement was 86.44%.

We repeated the same agreement evaluation on
the sense annotation task of the test corpus. A sec-
ond author independently annotated part of the test
set (710 word instances). The pairwise agreement
between the two authors was 93.80%. This figure,
compared to those in the literature for fine-grained
human annotations, gives us a clear indication that
the agreement of human annotators strictly depends
on the granularity of the adopted sense inventory.

3 Baselines

We calculated two baselines for the test corpus: a
random baseline, in which senses are chosen at
random, and the most frequent baseline (MFS), in
which we assign the first WordNet sense to each
word in the dataset.

Formally, the accuracy of the random baseline
was calculated as follows:

BLRand =
1
|T |

|T |∑

i=1

1
|CoarseSenses(wi)|

where T is our test corpus, wi is the i-th word
instance in T , and CoarseSenses(wi) is the set of
coarse senses for wi according to the sense cluster-
ing we produced as described in Section 2.2.

The accuracy of the MFS baseline was calculated
as:

BLMFS =
1
|T |

|T |∑

i=1

δ(wi, 1)

where δ(wi, k) equals 1 when the k-th sense of
word wi belongs to the cluster(s) manually associ-
ated by the lexicographer to word wi (0 otherwise).
Notice that our calculation of the MFS is based on
the frequencies in the SemCor corpus (Miller et al.,
1993), as we exploit WordNet sense rankings.

4 Results

12 teams submitted 14 systems overall (plus two
systems from a 13th withdrawn team that we will
not report). According to the SemEval policy for
task organizers, we remark that the system labelled
as UOR-SSI was submitted by the first author (the
system is based on the Structural Semantic Inter-
connections algorithm (Navigli and Velardi, 2005)
with a lexical knowledge base composed by Word-
Net and approximately 70,000 relatedness edges).
Even though we did not specifically enrich the al-
gorithm’s knowledge base on the task at hand, we
list the system separately from the overall ranking.

The results are shown in Table 3. We calcu-
lated a MFS baseline of 78.89% and a random base-
line of 52.43%. In Table 4 we report the F1 mea-
sures for all systems where we used the MFS as a
backoff strategy when no sense assignment was at-
tempted (this possibly reranked 6 systems - marked
in bold in the table - which did not assign a sense
to all word instances in the test set). Compared
to previous results on fine-grained evaluation exer-
cises (Edmonds and Kilgarriff, 2002; Snyder and
Palmer, 2004), the systems’ results are much higher.
On the other hand, the difference in performance
between the MFS baseline and state-of-the-art sys-
tems (around 5%) on coarse-grained disambiguation
is comparable to that of the Senseval-3 all-words ex-
ercise. However, given the novelty of the task we
believe that systems can achieve even better perfor-

32



System A P R F1
NUS-PT 100.0 82.50 82.50 82.50
NUS-ML 100.0 81.58 81.58 81.58
LCC-WSD 100.0 81.45 81.45 81.45
GPLSI 100.0 79.55 79.55 79.55
BLMFS 100.0 78.89 78.89 78.89
UPV-WSD 100.0 78.63 78.63 78.63
TKB-UO 100.0 70.21 70.21 70.21
PU-BCD 90.1 69.72 62.80 66.08
RACAI-SYNWSD 100.0 65.71 65.71 65.71
SUSSX-FR 72.8 71.73 52.23 60.44
USYD 95.3 58.79 56.02 57.37
UOFL 92.7 52.59 48.74 50.60
SUSSX-C-WD 72.8 54.54 39.71 45.96
SUSSX-CR 72.8 54.30 39.53 45.75
UOR-SSI† 100.0 83.21 83.21 83.21

Table 3: System scores sorted by F1 measure (A =
attempted, P = precision, R = recall, F1 = F1 mea-
sure, †: system from one of the task organizers).

mance by heavily exploiting the coarse nature of the
sense inventory.

In Table 5 we report the results for each of the
five articles. The interesting aspect of the table is
that documents from some domains seem to have
predominant senses different from those in Sem-
Cor. Specifically, the MFS baseline performs more
poorly on documents d004 and d005, from the
COMPUTER SCIENCE and BIOGRAPHY domains
respectively. We believe this is due to the fact that
these documents have specific predominant senses,
which correspond less often to the most frequent
sense in SemCor than for the other three documents.
It is also interesting to observe that different systems
perform differently on the five documents (we high-
light in bold the best performing systems on each
article).

Finally, we calculated the systems’ performance
by part of speech. The results are shown in Table
6. Again, we note that different systems show dif-
ferent performance depending on the part-of-speech
tag. Another interesting aspect is that the perfor-
mance of the MFS baseline is very close to state-of-
the-art systems for adjectives and adverbs, whereas
it is more than 3 points below for verbs, and around
5 for nouns.

System F1
NUS-PT 82.50
NUS-ML 81.58
LCC-WSD 81.45
GPLSI 79.55
BLMFS 78.89
UPV-WSD 78.63
SUSSX-FR 77.04
TKB-UO 70.21
PU-BCD 69.72
RACAI-SYNWSD 65.71
SUSSX-C-WD 64.52
SUSSX-CR 64.35
USYD 58.79
UOFL 54.61
UOR-SSI† 83.21

Table 4: System scores sorted by F1 measure with
MFS adopted as a backoff strategy when no sense
assignment is attempted (†: system from one of the
task organizers). Systems affected are marked in
bold.

System N V A R
NUS-PT 82.31 78.51 85.64 89.42
NUS-ML 81.41 78.17 82.60 90.38
LCC-WSD 80.69 78.17 85.36 87.98
GPLSI 80.05 74.45 82.32 86.54
BLMFS 77.44 75.30 84.25 87.50
UPV-WSD 79.33 72.76 84.53 81.25
TKB-UO 70.76 62.61 78.73 74.04
PU-BCD 71.41 59.69 66.57 55.67
RACAI-SYNWSD 64.02 62.10 71.55 75.00
SUSSX-FR 68.09 51.02 57.38 49.38
USYD 56.06 60.43 58.00 54.31
UOFL 57.65 48.82 25.87 60.80
SUSSX-C-WD 52.18 35.64 42.95 46.30
SUSSX-CR 51.87 35.44 42.95 46.30
UOR-SSI† 84.12 78.34 85.36 88.46

Table 6: System scores by part-of-speech tag (N
= nouns, V = verbs, A = adjectives, R = adverbs)
sorted by overall F1 measure (best scores are marked
in bold, †: system from one of the task organizers).
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d001 d002 d003 d004 d005
System P R P R P R P R P R
NUS-PT 88.32 88.32 88.13 88.13 83.40 83.40 76.07 76.07 81.45 81.45
NUS-ML 86.14 86.14 88.39 88.39 81.40 81.40 76.66 76.66 79.13 79.13
LCC-WSD 87.50 87.50 87.60 87.60 81.40 81.40 75.48 75.48 80.00 80.00
GPLSI 83.42 83.42 86.54 86.54 80.40 80.40 73.71 73.71 77.97 77.97
BLMFS 85.60 85.60 84.70 84.70 77.80 77.80 75.19 75.19 74.20 74.20
UPV-WSD 84.24 84.24 80.74 80.74 76.00 76.00 77.11 77.11 77.10 77.10
TKB-UO 78.80 78.80 72.56 72.56 69.40 69.40 70.75 70.75 58.55 58.55
PU-BCD 77.16 67.94 75.52 67.55 64.96 58.20 68.86 61.74 64.42 60.87
RACAI-SYNWSD 71.47 71.47 72.82 72.82 66.80 66.80 60.86 60.86 59.71 59.71
SUSSX-FR 79.10 57.61 73.72 53.30 74.86 52.40 67.97 48.89 65.20 51.59
USYD 62.53 61.69 59.78 57.26 60.97 57.80 60.57 56.28 47.15 45.51
UOFL 61.41 59.24 55.93 52.24 48.00 45.60 53.42 47.27 44.38 41.16
SUSSX-C-WD 66.42 48.37 61.31 44.33 55.14 38.60 50.72 36.48 42.13 33.33
SUSSX-CR 66.05 48.10 60.58 43.80 59.14 41.40 48.67 35.01 40.29 31.88
UOR-SSI† 86.14 86.14 85.49 85.49 79.60 79.60 86.85 86.85 75.65 75.65

Table 5: System scores by article (best scores are marked in bold, †: system from one of the task organizers).

5 Systems Description

In order to allow for a critical and comparative in-
spection of the system results, we asked the partici-
pants to answer some questions about their systems.
These included information about whether:

1. the system used semantically-annotated and
unannotated resources;

2. the system used the MFS as a backoff strategy;

3. the system used the coarse senses provided by
the organizers;

4. the system was trained on some corpus.

We believe that this gives interesting information
to provide a deeper understanding of the results. We
summarize the participants’ answers to the question-
naires in Table 7. We report about the use of seman-
tic resources as well as semantically annotated cor-
pora (SC = SemCor, DSO = Defence Science Organ-
isation Corpus, SE = Senseval corpora, OMWE =
Open Mind Word Expert, XWN = eXtended Word-
Net, WN = WordNet glosses and/or relations, WND
= WordNet Domains), as well as information about
the use of unannotated corpora (UC), training (TR),
MFS (based on the SemCor sense frequencies), and

the coarse senses provided by the organizers (CS).
As expected, several systems used lexico-semantic
information from the WordNet semantic network
and/or were trained on the SemCor semantically-
annotated corpus.

Finally, we point out that all the systems perform-
ing better than the MFS baseline adopted it as a
backoff strategy when they were not able to output a
sense assignment.

6 Conclusions and Future Directions

It is commonly agreed that Word Sense Disambigua-
tion needs emerge and show its usefulness in end-
to-end applications: after decades of research in the
field it is still unclear whether WSD can provide
a relevant contribution to real-world applications,
such as Information Retrieval, Question Answering,
etc. In previous Senseval evaluation exercises, state-
of-the-art systems achieved performance far below
70% and even the agreement between human anno-
tators was discouraging. As a result of the discus-
sion at the Senseval-3 workshop in 2004, one of the
aims of SemEval-2007 was to tackle the problems
at the roots of WSD. In this task, we dealt with the
granularity issue which is a major obstacle to both
system and human annotators. In the hope of over-
coming the current performance upper bounds, we
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System SC DSO SE OMWE XWN WN WND OTHER UC TR MFS CS

GPLSI
√ × √ × × √ × × × √ √ √

LCC-WSD
√ × √ √ √ √ × × × √ √ √

NUS-ML
√ × × × × × × × √ √ √ ×

NUS-PT
√ √ × × × × × Parallel corpus × √ √ √

PU-BCD
√ × × × × × × × × √ × √

RACAI-SYNWSD × × × × × √ √ × √ × × √
SUSSX-C-WD × × × × × × × × √ × × ×
SUSSX-CR × × × × × × × × √ × × ×
SUSSX-FR × × × × × × × × √ × × √
TKB-UO × × × × × √ × × × × × ×
UOFL × × × × √ √ × × × × × ×
UOR-SSI† × × × × × √ × SSI LKB × × √ ×
UPV-WSD × × × × × √ √ × × × √ ×
USYD

√ × √ × × √ × × √ √ √ √

Table 7: Information about participating systems (SC = SemCor, DSO = Defence Science Organisation
Corpus, SE = Senseval corpora, OMWE = Open Mind Word Expert, XWN = eXtended WordNet, WN =
WordNet glosses and/or relations, WND = WordNet Domains, UC = use of unannotated corpora, TR = use
of training, MFS = most frequent sense backoff strategy, CS = use of coarse senses from the organizers, †:
system from one of the task organizers).

proposed the adoption of a coarse-grained sense in-
ventory. We found the results of participating sys-
tems interesting and stimulating. However, some
questions arise. First, it is unclear whether, given
the novelty of the task, systems really achieved the
state of the art or can still improve their performance
based on a heavier exploitation of coarse- and fine-
grained information from the adopted sense inven-
tory. We observe that, on a technical domain such
as computer science, most supervised systems per-
formed worse due to the nature of their training set.
Second, we still need to show that coarse senses can
be useful in real applications. Third, a full coarse
sense inventory is not yet available: this is a major
obstacle to large-scale in vivo evaluations. We be-
lieve that these aspects deserve further investigation
in the years to come.
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Abstract

We provide an overview of the metonymy
resolution shared task organised within
SemEval-2007. We describe the problem,
the data provided to participants, and the
evaluation measures we used to assess per-
formance. We also give an overview of the
systems that have taken part in the task, and
discuss possible directions for future work.

1 Introduction

Both word sense disambiguation and named entity
recognition have benefited enormously from shared
task evaluations, for example in the Senseval, MUC
and CoNLL frameworks. Similar campaigns have
not been developed for the resolution of figurative
language, such as metaphor, metonymy, idioms and
irony. However, resolution of figurative language is
an important complement to and extension of word
sense disambiguation as it often deals with word
senses that are not listed in the lexicon. For exam-
ple, the meaning ofstopoverin the sentenceHe saw
teaching as a stopover on his way to bigger things
is a metaphorical sense of the sense “stopping place
in a physical journey”, with the literal sense listed
in WordNet 2.0 but the metaphorical one not being
listed.1 The same holds for the metonymic reading
of rattlesnake(for the animal’s meat) inRoast rat-
tlesnake tastes like chicken.2 Again, the meat read-

1This example was taken from the Berkely Master Metaphor
list (Lakoff and Johnson, 1980) .

2From now on, all examples in this paper are taken from the
British National Corpus (BNC) (Burnard, 1995), but Ex. 23.

ing of rattlesnakeis not listed in WordNet whereas
the meat reading forchickenis.

As there is no common framework or corpus for
figurative language resolution, previous computa-
tional works (Fass, 1997; Hobbs et al., 1993; Barn-
den et al., 2003, among others) carry out only small-
scale evaluations. In recent years, there has been
growing interest in metaphor and metonymy resolu-
tion that is either corpus-based or evaluated on larger
datasets (Martin, 1994; Nissim and Markert, 2003;
Mason, 2004; Peirsman, 2006; Birke and Sarkaar,
2006; Krishnakamuran and Zhu, 2007). Still, apart
from (Nissim and Markert, 2003; Peirsman, 2006)
who evaluate their work on the same dataset, results
are hardly comparable as they all operate within dif-
ferent frameworks.

This situation motivated us to organise the first
shared task for figurative language, concentrating on
metonymy. In metonymy one expression is used to
refer to the referent of a related one, like the use of
an animal name for its meat. Similarly, in Ex. 1,
Vietnam, the name of a location, refers to an event (a
war) that happened there.

(1) Sex, drugs, andVietnam have haunted Bill
Clinton’s campaign.

In Ex. 2 and 3,BMW, the name of a company, stands
for its index on the stock market, or a vehicle manu-
factured by BMW, respectively.

(2) BMW slipped 4p to 31p

(3) HisBMW went on to race at Le Mans

The importance of resolving metonymies has been
shown for a variety of NLP tasks, such as ma-
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chine translation (Kamei and Wakao, 1992), ques-
tion answering (Stallard, 1993), anaphora resolution
(Harabagiu, 1998; Markert and Hahn, 2002) and
geographical information retrieval (Leveling and
Hartrumpf, 2006).

Although metonymic readings are, like all figu-
rative readings, potentially open ended and can be
innovative, the regularity of usage for word groups
helps in establishing a common evaluation frame-
work. Many other location names, for instance, can
be used in the same fashion asVietnam in Ex. 1.
Thus, given a semantic class (e.g. location), one
can specify several regular metonymic patterns (e.g.
place-for-event) that instances of the class are likely
to undergo. In addition to literal readings, regu-
lar metonymic patterns and innovative metonymic
readings, there can also be so-called mixed read-
ings, similar to zeugma, where both a literal and a
metonymic reading are evoked (Nunberg, 1995).

The metonymy task is a lexical sample task for
English, consisting of two subtasks, one concentrat-
ing on the semantic classlocation, exemplified by
country names, and another one concentrating onor-
ganisation, exemplified by company names. Partici-
pants had to automatically classify preselected coun-
try/company names as having a literal or non-literal
meaning, given a four-sentence context. Addition-
ally, participants could attempt finer-grained inter-
pretations, further specifying readings into prespec-
ified metonymic patterns (such as place-for-event)
and recognising innovative readings.

2 Annotation Categories

We distinguish between literal, metonymic, and
mixed readings for locations and organisations. In
the case of a metonymic reading, we also specify
the actual patterns. The annotation categories were
motivated by prior linguistic research by ourselves
(Markert and Nissim, 2006), and others (Fass, 1997;
Lakoff and Johnson, 1980).

2.1 Locations

Literal readings for locations compriselocative
(Ex. 4) andpolitical entity interpretations (Ex. 5).

(4) coral coast ofPapua New Guinea.

(5) Britain’s current account deficit.

Metonymic readings encompass four types:

- place-for-people a place stands for any per-
sons/organisations associated with it. These can be
governments (Ex. 6), affiliated organisations, incl.
sports teams (Ex. 7), or the whole population (Ex. 8).
Often, the referent is underspecified (Ex. 9).

(6) America did once try to ban alcohol.

(7) England lost in the semi-final.

(8) [. . . ] the incarnation was to fulfil the
promise toIsrael and to reconcile the world
with God.

(9) The G-24 group expressed readiness to pro-
vide Albania with food aid.

- place-for-event a location name stands for an
event that happened in the location (see Ex. 1).

- place-for-product a place stands for a product
manufactured in the place, asBordeauxin Ex. 10.

(10) a smoothBordeaux that was gutsy enough
to cope with our food

- othermet a metonymy that does not fall into any
of the prespecified patterns, as in Ex. 11, whereNew
Jerseyrefers to typical local tunes.

(11) The thing about the record is the influ-
ences of the music. The bottom end is very
New York/New Jersey and the top is very
melodic.

When two predicates are involved, triggering a dif-
ferent reading each (Nunberg, 1995), the annotation
category ismixed. In Ex. 12, both a literal and a
place-for-people reading are involved.

(12) they arrived inNigeria, hitherto a leading
critic of [. . . ]

2.2 Organisations

Theliteral reading for organisation names describes
references to the organisation in general, where an
organisation is seen as a legal entity, which consists
of organisation members that speak with a collec-
tive voice, and which has a charter, statute or defined
aims. Examples of literal readings include (among
others) descriptions of the structure of an organisa-
tion (see Ex. 13), associations between organisations
(see Ex. 14) or relations between organisations and
products/services they offer (see Ex. 15).
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(13) NATO countries

(14) Sun acquired that part of Eastman-Kodak
Cos Unix subsidary

(15) Intel’s Indeo video compression hardware

Metonymic readings include six types:

- org-for-members an organisation stands for
its members, such as a spokesperson or official
(Ex. 16), or all its employees, as in Ex. 17.

(16) Last FebruaryIBM announced [. . . ]

(17) It’s customary to go to work in black or
white suits. [. . . ]Woolworths wear them

- org-for-event an organisation name is used to re-
fer to an event associated with the organisation (e.g.
a scandal or bankruptcy), as in Ex. 18.

(18) the resignation of Leon Brittan from Trade
and Industry in the aftermath ofWestland.

- org-for-product the name of a commercial or-
ganisation can refer to its products, as in Ex. 3.

- org-for-facility organisations can also stand for
the facility that houses the organisation or one of its
branches, as in the following example.

(19) The opening of aMcDonald’s is a major
event

- org-for-index an organisation name can be used
for an index that indicates its value (see Ex. 2).

- othermet a metonymy that does not fall into any
of the prespecified patterns, as in Ex. 20, whereBar-
clays Bankstands for an account at the bank.

(20) funds [. . . ] had been paid intoBarclays
Bank.

Mixed readings exist for organisations as well.
In Ex. 21, both an org-for-index and an org-for-
members pattern are invoked.

(21) Barclays slipped 4p to 351p after confirm-
ing 3,000 more job losses.

2.3 Class-independent categories

Apart from class-specific metonymic readings, some
patterns seem to apply across classes to all names. In
the SemEval dataset, we annotated two of them.

object-for-name all names can be used as mere
signifiers, instead of referring to an object or set of
objects. In Ex. 22, bothChevroletandFord are used
as strings, rather than referring to the companies.

(22) Chevrolet is feminine because of its sound
(it’s a longer word thanFord, has an open
vowel at the end, connotes Frenchness).

object-for-representation a name can refer to a
representation (such as a photo or painting) of the
referent of its literal reading. In Ex. 23,Malta refers
to a drawing of the island when pointing to a map.

(23) This isMalta

3 Data Collection and Annotation

We used the CIA Factbook3 and the Fortune 500
list as sampling frames for country and company
names respectively. All occurrences (including plu-
ral forms) of all names in the sampling frames were
extracted in context from all texts of the BNC, Ver-
sion 1.0. All samples extracted are coded in XML
and contain up to four sentences: the sentence in
which the country/company name occurs, two be-
fore, and one after. If the name occurs at the begin-
ning or end of a text the samples may contain less
than four sentences.

For both the location and the organisation subtask,
two random subsets of the extracted samples were
selected as training and test set, respectively. Before
metonymy annotation, samples that were not under-
stood by the annotators because of insufficient con-
text were removed from the datsets. In addition, a
sample was also removed if the name extracted was
a homonym not in the desired semantic class (for ex-
ampleMr. Greenlandwhen annotating locations).4

For those names that do have the semantic class
location or organisation, metonymy anno-
tation was performed, using the categories described
in Section 2. All training set annotation was carried
out independently by both organisers. Annotation
was highly reliable with akappa(Carletta, 1996) of

3https://www.cia.gov/cia/publications/
factbook/index.html

4Given that the task is not about standard Named Entity
Recognition, we assume that the general semantic class of the
name is already known.
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Table 1: Reading distribution for locations
reading train test
literal 737 721
mixed 15 20
othermet 9 11
obj-for-name 0 4
obj-for-representation 0 0
place-for-people 161 141
place-for-event 3 10
place-for-product 0 1
total 925 908

Table 2: Reading distribution for organisations
reading train test
literal 690 520
mixed 59 60
othermet 14 8
obj-for-name 8 6
obj-for-representation 1 0
org-for-members 220 161
org-for-event 2 1
org-for-product 74 67
org-for-facility 15 16
org-for-index 7 3
total 1090 842

.88/.89 for locations/organisations.5 As agreement
was established, annotation of the test set was car-
ried out by the first organiser. All cases which were
not entirely straightforward were then independently
checked by the second organiser. Samples whose
readings could not be agreed on (after a reconcil-
iation phase) were excluded from both training and
test set. The reading distributions of training and test
sets for both subtasks are shown in Tables 1 and 2.

In addition to a simple text format including only
the metonymy annotation, we provided participants
with several linguistic annotations of both training
and testset. This included the original BNC tokeni-
sation and part-of-speech tags as well as manually
annotated dependency relations for each annotated
name (e.g.BMW subj-of-slipfor Ex. 2).

4 Submission and Evaluation

Teams were allowed to participate in the location
or organisation task or both. We encouraged super-
vised, semi-supervised or unsupervised approaches.

Systems could be tailored to recognise
metonymies at three different levels of granu-

5The training sets are part of the already available Mascara
corpus for metonymy (Markert and Nissim, 2006). The test sets
were newly created for SemEval.

larity: coarse, medium, or fine, with an increasing
number and specification of target classification
categories, and thus difficulty. At thecoarselevel,
only a distinction between literal and non-literal was
asked for;mediumasked for a distinction between
literal, metonymic and mixed readings;fine needed
a classification into literal readings, mixed readings,
any of the class-dependent and class-independent
metonymic patterns (Section 2) or an innovative
metonymic reading (categoryothermet).

Systems were evaluated via accuracy (acc) and
coverage (cov), allowing for partial submissions.

acc =
# correct predictions

# predictions
cov =

# predictions
# samples

For each target categoryc we also measured:

precisionc =
# correct assignments of c

# assignments of c

recallc =
# correct assignments of c
# dataset instances of c

fscorec =
2precisioncrecallc
precisionc+recallc

A baseline, consisting of the assignment of the most
frequent category (always literal), was used for each
task and granularity level.

5 Systems and Results

We received five submissions (FUH, GYDER,
up13, UTD-HLT-CG, XRCE-M). All tackled
the location task; three (GYDER, UTD-HLT-CG,
XRCE-M) also participated in the organisation task.
All systems were full submissions (coverage of 1)
and participated at all granularity levels.

5.1 Methods and Features

Out of five teams, four (FUH, GYDER, up13,
UTD-HLT-CG) used supervised machine learning,
including single (FUH,GYDER, up13) as well
as multiple classifiers (UTD-HLT-CG). A range
of learning paradigms was represented (including
instance-based learning, maximum entropy, deci-
sion trees, etc.). One participant (XRCE-M) built a
hybrid system, combining a symbolic, supervised
approach based on deep parsing with an unsuper-
vised distributional approach exploiting lexical in-
formation obtained from large corpora.

Systemsup13 andFUH used mostly shallow fea-
tures extracted directly from the training data (in-
cluding parts-of-speech, co-occurrences and collo-
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cations). The other systems made also use of syn-
tactic/grammatical features (syntactic roles, deter-
mination, morphology etc.). Two of them (GYDER
and UTD-HLT-CG) exploited the manually anno-
tated grammatical roles provided by the organisers.

All systems apart fromup13 made use of exter-
nal knowledge resources such as lexical databases
for feature generalisation (WordNet, FrameNet,
VerbNet, Levin verb classes) as well as other cor-
pora (the Mascara corpus for additional training ma-
terial, the BNC, and the Web).

5.2 Performance

Tables 3 and 4 report accuracy for all systems.6 Ta-
ble 5 provides a summary of the results with lowest,
highest, and average accuracy and f-scores for each
subtask and granularity level.7

The task seemed extremely difficult, with 2 of the
5 systems (up13,FUH) participating in the location
task not beating the baseline. These two systems re-
lied mainly on shallow features with limited or no
use of external resources, thus suggesting that these
features might only be of limited use for identify-
ing metonymic shifts. The organisers themselves
have come to similar conclusions in their own ex-
periments (Markert and Nissim, 2002). The sys-
tems using syntactic/grammatical features (GYDER,
UTD-HLT-CG, XRCE-M) could improve over the
baseline whether using manual annotation or pars-
ing. These systems also made heavy use of feature
generalisation. Classification granularity had only a
small effect on system performance.

Only few of the fine-grained categories could be
distinguished with reasonable success (see the f-
scores in Table 5). These include literal readings,
and place-for-people, org-for-members, and org-for-
product metonymies, which are the most frequent
categories (see Tables 1 and 2). Rarer metonymic
targets were either not assigned by the systems
at all (“undef” in Table 5) or assigned wrongly

6Due to space limitations we do not report precision, recall,
and f-score per class and refer the reader to each system de-
scription provided within this volume.

7The value “undef” is used for cases where the system did
not attempt any assignment for a given class, whereas the value
“0” signals that assignments were done, but were not correct.

8Please note that results for the FUH system are slightly dif-
ferent than those presented in the FUH system description pa-
per. This is due to a preprocessing problem in the FUH system
that was fixed only after the run submission deadline.

Table 5: Overview of scores
base min max ave

LOCATION-coarse
accuracy 0.794 0.754 0.852 0.815
literal-f 0.849 0.912 0.888
non-literal-f 0.344 0.576 0.472
LOCATION-medium
accuracy 0.794 0.750 0.848 0.812
literal-f 0.849 0.912 0.889
metonymic-f 0.331 0.580 0.476
mixed-f 0.000 0.083 0.017
LOCATION-fine
accuracy 0.794 0.741 0.844 0.801
literal-f 0.849 0.912 0.887
place-for-people-f 0.308 0.589 0.456
place-for-event-f 0.000 0.167 0.033
place-for-product-f 0.000 undef 0.000
obj-for-name-f 0.000 0.667 0.133
obj-for-rep-f undef undef undef
othermet-f 0.000 undef 0.000
mixed-f 0.000 0.083 0.017
ORGANISATION-coarse
accuracy 0.618 0.732 0.767 0.746
literal-f 0.800 0.825 0.810
non-literal-f 0.572 0.652 0.615
ORGANISATION-medium
accuracy 0.618 0.711 0.733 0.718
literal-f 0.804 0.825 0.814
metonymic-f 0.553 0.604 0.577
mixed-f 0.000 0.308 0.163
ORGANISATION-fine
accuracy 0.618 0.700 0.728 0.713
literal-f 0.808 0.826 0.817
org-for-members-f 0.568 0.630 0.608
org-for-event-f 0.000 undef 0.000
org-for-product-f 0.400 0.500 0.458
org-for-facility-f 0.000 0.222 0.141
org-for-index-f 0.000 undef 0.000
obj-for-name-f 0.250 0.800 0.592
obj-for-rep-f undef undef undef
othermet-f 0.000 undef 0.000
mixed-f 0.000 0.343 0.135

(low f-scores). An exception is the object-for-
name pattern, whichXRCE-M and UTD-HLT-CG
could distinguish with good success. Mixed read-
ings also proved problematic since more than one
pattern is involved, thus limiting the possibilities
of learning from a single training instance. Only
GYDER succeeded in correctly identifiying a variety
of mixed readings in the organisation subtask. No
systems could identify unconventional metonymies
correctly. Such poor performance is due to the non-
regularity of the reading by definition, so that ap-
proaches based on learning from similar examples
alone cannot work too well.
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Table 3: Accuracy scores for all systems for all the locationtasks.8
task ↓ / system→ baseline FUH UTD-HLT-CG XRCE-M GYDER up13
LOCATION-coarse 0.794 0.778 0.841 0.851 0.852 0.754
LOCATION-medium 0.794 0.772 0.840 0.848 0.848 0.750
LOCATION-fine 0.794 0.759 0.822 0.841 0.844 0.741

Table 4: Accuracy scores for all systems for all the organisation tasks
task ↓ / system→ baseline UTD-HLT-CG XRCE-M GYDER

ORGANISATION-coarse 0.618 0.739 0.732 0.767
ORGANISATION-medium 0.618 0.711 0.711 0.733
ORGANISATION-fine 0.618 0.711 0.700 0.728

6 Concluding Remarks

There is a wide range of opportunities for future fig-
urative language resolution tasks. In the SemEval
corpus the reading distribution mirrored the actual
distribution in the original corpus (BNC). Although
realistic, this led to little training data for several
phenomena. A future option, geared entirely to-
wards system improvement, would be to use a strat-
ified corpus, built with different acquisition strate-
gies like active learning or specialised search proce-
dures. There are also several options for expand-
ing the scope of the task, for example to a wider
range of semantic classes, from proper names to
common nouns, and from lexical samples to an all-
words task. In addition, our task currently covers
only metonymies and could be extended to other
kinds of figurative language.
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Abstract

In this paper we describe SemEval-2007 task
number 9 (Multilevel Semantic Annotation
of Catalan and Spanish). In this task, we
aim at evaluating and comparing automatic
systems for the annotation of several seman-
tic linguistic levels for Catalan and Spanish.
Three semantic levels are considered: noun
sense disambiguation, named entity recogni-
tion, and semantic role labeling.

1 Introduction

The Multilevel Semantic Annotation of Catalan and
Spanish task is split into the following three sub-
tasks:

Noun Sense Disambiguation(NSD): Disambigua-
tion of all frequent nouns (“all words” style).

Named Entity Recognition(NER): The annotation
of (possibly embedding) named entities with basic
entity types.

Semantic Role Labeling(SRL): Including also two
subtasks, i.e., the annotation of verbal predicates
with semantic roles (SR), and verb tagging with
semantic–class labels (SC).

All semantic annotation tasks are performed on
exactly the same corpora for each language. We pre-
sented all the annotation levels together as a com-
plex global task, since we were interested in ap-
proaches which address these problems jointly, pos-
sibly taking into account cross-dependencies among
them. However, we were also accepting systems ap-
proaching the annotation in a pipeline style, or ad-

dressing any of the particular subtasks in any of the
languages.

In Section 2 we describe the methodology fol-
lowed to develop the linguistic corpora for the task.
Sections 3 and 4 summarize the task setting and the
participant systems, respectively. Finally, Section 5
presents a comparative analysis of the results. For
any additional information on corpora, resources,
formats, tagsets, annotation manuals, etc. we refer
the reader to the official website of the task1.

2 Linguistic corpora

The corpora used in this SemEval task are a subset of
CESS-ECE, a multilingual Treebank, composed of
a Spanish (CESS-ESP) and a Catalan (CESS-CAT)
corpus of 500K words each (Martı́ et al., 2007b).
These corpora were enriched with different kinds of
semantic information: argument structure, thematic
roles, semantic class, named entities, and WordNet
synsets for the 150 most frequent nouns. The an-
notation process was carried out in a semiautomatic
way, with a posterior manual revision of all auto-
matic processes.

A sequential approach was adopted for the anno-
tation of the corpus, beginning with the basic lev-
els of analysis, i.e., POS tagging and chunking (au-
tomatically performed) and followed by the more
complex levels: syntactic constituents and functions
(manually tagged) and semantic annotation (man-
ual and semiautomatic processes with manual com-
pletion and posterior revision). Furthermore, some
experiments concerning inter-annotator agreement

1www.lsi.upc.edu/∼nlp/semeval/msacs.html
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were carried out at the syntactic (Civit et al., 2003)
and semantic levels (Màrquez et al., 2004) in order
to evaluate the quality of the results.

2.1 Syntactic Annotation

The syntactic annotation consists of the labeling of
constituents, including elliptical subjects, and syn-
tactic functions. The surface order was maintained
and only those constituents directly attached to any
kind of ‘Sentence’ root node were considered (‘S’,
‘S.NF’, ‘S.F’, ‘S*’). The syntactic functions are:
subject (SUJ), direct object (OD), indirect object
(OI), attribute (ATR), predicative (CPRED), agent
complement (CAG), and adjunct (CC). Other func-
tions such as textual element (ET), sentence adjunct
(AO), negation (NEG), vocative (VOC) and verb
modifiers (MOD) were tagged, but did not receive
any thematic role.

2.2 Lexical Semantic Information: WordNet

We selected the 150 most frequent nouns in the
whole corpus and annotated their occurrences with
WordNet synsets. No other word categories were
treated (verbs, adjectives and adverbs). We used a
steady version of Catalan and Spanish WordNets,
linked to WordNet 1.6. Each noun either matched
a WordNet synset or a special label indicating a spe-
cific circumstance (for instance, the tag C2S indi-
cates that the word does not appear in the dictio-
nary). All this process was carried out manually.

2.3 Named Entities

The corpora were annotated with bothstrong and
weakNamed Entities. Strong NEs correspond to sin-
gle lexical tokens (e.g., “[U.S.]LOC”), while weak
NEs include, by definition, some strong entities
(e.g., “The [president of [US]LOC ]PER”). (Arévalo
et al., 2004). Thus, NEs may embed. Six basic se-
mantic categories were distinguished: Person, Orga-
nization, Location, Date, Numerical expression, and
Others (Borrega et al., 2007).

Two golden rules underlie the definition of NEs in
Spanish and Catalan. On the one hand, only a noun
phrase can be a NE. On the other hand, its referent
must be unique and unambiguous. Finally, another
hard rule (although not 100% reliable) is that only a
definite singular noun phrase might be a NE.

2.4 Thematic Role Labeling / Semantic Class

Basic syntactic functions were tagged with both ar-
guments and thematic roles, taking into account the
semantic class related to the verbal predicate (Taulé
et al., 2006b). We characterized predicates by means
of a limited number of Semantic Classes based on
Event Structure Patterns, according to four basic
event classes:states, activities, accomplishments,
andachievements. These general classes were split
into 17 subclasses, depending on thematic roles and
diathesis alternations.

Similar to PropBank, the set of arguments se-
lected by the verb are incrementally numbered ex-
pressing the degree of proximity of an argument in
relation to the verb (Arg0, Arg1, Arg2, Arg3, Arg4).
In our proposal, each argument includes the the-
matic role in its label (e.g., Arg1-PAT). Thus, we
have two different levels of semantic description:
the argument position and the specific thematic role.
This information was previously stored in a verbal
lexicon for each language. In these lexicons, a se-
mantic class was established for each verbal sense,
and the mapping between their syntactic functions
with the corresponding argument structure and the-
matic roles was declared. These classes resulted
from the analysis of 1,555 verbs from the Span-
ish corpus and 1,077 from the Catalan. The anno-
tation process was performed in two steps: firstly,
we annotated automatically the unambiguous cor-
respondences between syntactic functions and the-
matic roles (Martı́ et al., 2007a); secondly, we man-
ually checked the outcome of the previous process
and completed the rest of thematic role assignments.

2.5 Subset for SemEval-2007

The corpora extracted from CESS-ECE to conform
SemEval-2007 datasets are: (a) SemEval-CESS-
ESP (Spanish), made of 101,136 words (3,611 sen-
tences), with 29% of the corpus coming from the
Spanish EFE News Agency and 71% coming from
Lexesp, a Spanish balanced corpus; (b) SemEval-
CESS-CAT (Catalan), consisting of 108,207 words
(3,202 sentences), with 71% of the corpus consistinf
of Catalan news from EFE News Agency and 29%
coming from the Catalan News Agency (ACN).

These corpora were split into training and test
subsets following a a 90%–10% proportion. Each
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test set was also partitioned into two subsets: ‘in-
domain’ and ‘out-of-domain’ test corpora. The first
is intended to be homogeneous with respect to the
training corpus and the second was extracted from
a part of the CESS-ECE corpus annotated later and
not involved in the development of the resources
(e.g., verbal dictionaries).2

3 Task setting

Data formats are similar to those of CoNLL-
2004/2005 shared tasks on SRL (column style pre-
sentation of levels of annotation), in order to be
able to share evaluation tools and already developed
scripts for format conversion.

In Figure 1 you can find an example of a fully an-
notated sentence in the column-based format. There
is one line for each token, and a blank line after the
last token of each sentence. The columns, separated
by blank spaces, represent different annotations of
the sentence with a tagging along words. For struc-
tured annotations (parse trees, named entities, and
arguments), we use the Start-End format. Columns
1–6 correspond to the input information; columns 7
and above contain the information to be predicted.
We can group annotations in five main categories:

BASIC INPUT INFO (columns 1–3). The basic input
information, including: (a)WORD (column 1) words
of the sentence; (b)TN (column 2) target nouns of
the sentence, marked with ‘*’ (those that are to be
assigned WordNet synsets); (c)TV (column 3) target
verbs of the sentence, marked with ‘*’ (those that are
to be annotated with semantic roles).

EXTRA INPUT INFO (columns 4–6). The extra input
information, including: (a)LEMMA (column 4) lem-
mas of the words; (b)POS(column 5) part-of-speech
tags; (c)SYNTAX (column 6) Full syntactic tree.

NE (column 7). Named Entities.

NS (column 8). WordNet sense of target nouns.

SR (columns 9 and above). Information on semantic
roles, including: (a)SC (column 9). Semantic class
of the verb; (b)PROPS(columns 10 and above). For
each target verb, a column representing the argu-
ment structure. Core numbered arguments include

2For historical reasons we referred to these splits as ‘3LB’
and ‘CESS-ECE’, respectively. Participants in the task areac-
tually using these names, but we opted for using a more simple
notation in this paper (see Section 5).

the thematic role labels. ArgM’s are the adjuncts.
Columns are ordered according to the textual order
of the predicates.

All these annotations in column format are ex-
tracted automatically from the syntactic-semantic
trees from the CESS-ECE corpora, which were dis-
tributed with the datasets. Participants were also
provided with the whole Catalan and Spanish Word-
Nets (v1.6), the verbal lexicons used in the role la-
beling annotation, the annotation guidelines as well
as the annotated corpora.

4 Participant systems

About a dozen teams expressed their interest in the
task. From those, only 5 registered and downloaded
datasets, and finally, only two teams met the dead-
line and submitted results.ILK 2 (Tilburg Univer-
sity) presented a system addressing Semantic Role
Labeling, andUPC* (Technical University of Cat-
alonia) presented a system addressing all subtasks
independently3. The ILK 2 SRL system is based
on memory-based classification of syntactic con-
stituents using a rich feature set.UPC* used several
machine learning algorithms for addressing the dif-
ferent subtasks (AdaBoost, SVM, Perceptron). For
SRL, the system implements a re-ranking strategy
using global features. The candidates are generated
using a state–of–the–art SRL base system.

Although the task targeted at systems addressing
all subtasks jointly none of the participants did it.4

We believe that the high complexity of the whole
task together with the short period of time avail-
able were the main reasons for this failure. From
this point of view, the conclusions are somehow dis-
appointing. However, we think that we have con-
tributed with a very valuable resource for the future
research and, although not complete, the current sys-
tems provide also valuable insights about the task
and are very good baselines for the systems to come.

5 Evaluation

In the following subsections we present an analysis
of the results obtained by participant systems in the

3Some members of this team are also task organizers. This
is why we mark the team name with an asterisk.

4The UPC* team tried some inter-task features to improve
SRL but initial results were not successful.
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INPUT--------------------------------------------------------------> OUTPUT-----------------------------------
BASIC_INPUT_INFO-----> EXTRA_INPUT_INFO---------------------------> NE NS-------> SR------------------------>
WORD TN TV LEMMA POS SYNTAX NE NS SC PROPS----------->
---------------------------------------------------------------------------------------------------------------

Las - - el da0fp0 (S(sn-SUJ(espec.fp*) * - - * (Arg1-TEM*
conclusiones * - conclusion ncfp000 (grup.nom.fp* * 05059980n - * *
de - - de sps00 (sp(prep*) * - - * *
la - - el da0fs0 (sn(espec.fs*) (ORG* - - * *
comision * - comision ncfs000 (grup.nom.fs* * 06172564n - * *
Zapatero - - Zapatero np00000 (grup.nom*) (PER*) - - * *
, - - , Fc (S.F.R* * - - * *
que - - que pr0cn00 (relatiu-SUJ*) * - - (Arg0-CAU*) *
ampliara - * ampliar vmif3s0 (gv*) * - a1 (V*) *
el - - el da0ms0 (sn-CD(espec.ms*) * - - (Arg1-PAT* *
plazo * - plazo ncms000 (grup.nom.ms* * 10935385n - * *
de - - de sps00 (sp(prep*) * - - * *
trabajo * - trabajo ncms000 (sn(grup.nom.ms*))))) * 00377835n - *) *
, - - , Fc *)))))) *) - - * *)
quedan - * quedar vmip3p0 (gv*) * - b3 * (V*)
para - - para sps00 (sp-CC(prep*) * - - * (ArgM-TMP*
despues_del - - despues_del spcms (sp(prep*) * - - * *
verano * - verano ncms000 (sn(grup.nom.ms*)))) * 10946199n - * *)
. - - . Fp *) * - - * *

Figure 1: An example of an annotated sentence.

three subtasks. Results on the test set are presented
along 2 dimensions: (a)language (‘ca’=Catalan;
‘es’=Spanish); (b)corpus source(‘in’=in–domain
corpus; ‘out’=out–of–domain corpus). We will use
a language.sourcepair to denote a particular test set.
Finally, ‘*’ will denote the addition of the two sub-
corpora, either in the language or source dimensions.

5.1 NSD

Results on the NSD subtask are presented in Table 1.
BSL stands for a baseline system consisting of as-
signing to each word occurrence the most frequent
sense in the training set. For new nouns the first
sense in the corresponding WordNet is selected. The
UPC* team trained a SVM classifier for each word in
a pre-selected subset and applied the baseline in the
rest of cases. The selected words are frequent words
(more than 15 occurrences in the training corpus)
showing a not too skewed distribution of senses in
the training set (the most predominant sense covers
less than 90% of the cases). No other teams pre-
sented results for this task.

All words Selected words
Test BSL UPC* BSL UPC*

ca.* 85.49% 86.47% 70.06% 72.75%
es.* 84.22% 85.10% 61.80% 65.17%
*.in 84.84% 86.49% 67.30% 72.24%
*.out 85.02% 85.33% 67.07% 67.87%
*.* 84.94% 85.87% 67.19% 70.12%

Table 1: Overall accuracy on the NSD subtask

The left part of the table (“all words”) contains
results on the complete test sets, while the right part
(“selected words”) contains the results restricted to
the set of words with trained SVM classifiers. This
set covers 31.0% of the word occurrences in the
training set and 28.2% in the complete test set.

The main observation is that training/test corpora
contain few sense variations. Sense distributions are
very skewed and, thus, the simple baseline shows a
very high accuracy (almost 85%). TheUPC* system
only improvesBSL accuracy by one point. This can
be partly explained by the small size of the word-
based training corpora. Also, this improvement is
diminished becauseUPC* only treated a subset of
words. However, looking at the right–hand side
of the table, the improvement over the baseline is
still modest (∼3 points) when focusing only on the
treated words. As a final observation, no significant
differences are observed across languages and cor-
pora sources.

5.2 NER

Results on the NER subtask are presented in Table 2.
This time,BSL stands for a baseline system consist-
ing of collecting a gazetteer with the strong NEs ap-
pearing in the training set and assigning the longest
matches of these NEs in the test set. Weak entities
are simply ignored byBSL. UPC* presented a system
which treats strong and weak NEs in a pipeline of
two processors. Classifiers trained with multiclass
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AdaBoost are used to predict the strong and weak
NEs. See authors’ paper for details.

BSL UPC*

Test Prec. Recall F1 Prec. Recall F1

ca.* 75.85 15.45 25.68 80.94 77.96 79.42
es.* 71.88 12.07 20.66 70.65 65.69 68.08
*.in 83.06 17.43 28.82 78.21 74.04 76.09
*.out 68.63 12.20 20.72 76.21 72.51 74.31
*.* 74.45 14.11 23.72 76.93 73.08 74.96

Table 2: Overall results on the NER subtask

UPC* system largely overcomes the baseline,
mainly due to the low recall of the latter. By lan-
guages, results on Catalan are significantly better
than those on Spanish. We think this is attributable
mainly to corpora variations across languages. By
corpus source, “in-domain” results are slightly bet-
ter, but the difference is small (1.78 points). Overall,
the results for the NER task are in the mid seventies,
a remarkable result given the small training set and
the complexity of predicting embedded NEs.

Detailed results on concrete entity types are pre-
sented in Table 3 (sorted by decreasing F1). As ex-
pected,DAT andNUM are the easiest entities to rec-
ognize since they can be easily detected by simple
patterns and POS tags. On the contrary, entity types
requiring more semantic information present fairly
lower results. ORG PER and LOC are in the sev-
enties, whileOTH is by far the most difficult class,
showing a very low recall. This is not surprising
sinceOTH agglutinates a wide variety of entity cases
which are difficult to characterize as a whole.

Prec. Recall F1

DAT 97.38% 96.88% 97.13
NUM 98.05% 89.68% 93.68
ORG 75.72% 75.36% 75.54
PER 70.48% 75.97% 73.13
LOC 73.41% 68.29% 70.76
OTH 56.90% 37.79% 45.41

Table 3: Detailed results on the NER subtask:UPC*

team; Test corpus *.*

Another interesting analysis is to study the differ-
ences between strong and weak entities (see Table
4) . Contrary to our first expectations, results on
weak entities are much better (up to 11 F1 points
higher). Weak NEs are simpler for two reasons: (a)
there exist simple patters to characterize them, with-

out the need of fully recognizing their internal strong
NEs; (b) there is some redundancy in the corpus
when tagging many equivalent weak NEs in embed-
ded noun phrases. It is worth noting that the low re-
sults for strong NEs come from classification rather
than recognition (recognition is almost 100% given
the “proper noun” PoS tag), thus the recall for weak
entities is not diminished by the errors in strong en-
tity classification.

Prec. Recall F1

Strong NEs 73.04% 63.36% 67.85
Weak NEs 78.96% 78.91% 78.93

Table 4: Results on strong vs. weak named entities:
UPC* team; Test corpus *.*

5.3 SRL

SRL is the most complex and interesting problem in
the task. We had two participantsILK 2 andUPC*,
which participated in both subproblems, i.e., label-
ing arguments of verbal predicates with thematic
roles (SR), and assigning semantic class labels to
target verbs (SC). Detailed results of the two sys-
tems are presented in Tables 5 and 6.

UPC* ILK 2
Test Prec. Recall F1 Prec. Recall F1

ca.* 84.49 77.97 81.10 84.72 82.12 83.40
es.* 83.88 78.49 81.10 84.30 83.98 84.14
*.in 84.17 82.90 83.53 84.71 84.12 84.41
*.out 84.19 72.77 78.06 84.26 81.84 83.03
*.* 84.18 78.24 81.10 84.50 83.07 83.78

Table 5: Overall results on the SRL subtask: seman-
tic role labeling (SR)

The ILK 2 system outperformsUPC* in both SR
and SC. For SR, both systems use a traditional ar-
chitecture of labeling syntactic tree nodes with the-
matic roles using supervised classifiers. We would
attribute the overall F1 difference (2.68 points) to
a better feature engineering byILK 2, rather than
to differences in the Machine Learning techniques
used. Overall results in the eighties are remarkably
high given the training set size and the granularity
of the thematic roles (though we have to take into
account that systems work with gold parse trees).
Again, the results are comparable across languages
and slightly better in the “in-domain” test set.
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UPC* ILK 2
Test Prec. Recall F1 Prec. Recall F1

ca.* 86.57 86.57 86.57 90.25 88.50 89.37
es.* 81.05 81.05 81.05 84.30 83.63 83.83
*.in 81.17 81.17 81.17 84.68 83.11 83.89
*.out 86.72 86.72 86.72 90.04 89.08 89.56
*.* 83.86 83.86 83.86 87.12 85.81 86.46

Table 6: Overall results on the SRL subtask: seman-
tic class tagging (SC)

In the SC subproblem, the differences are simi-
lar (2.60 points). In this case,ILK 2 trained special-
ized classifiers for the task, whileUPC* used heuris-
tics based on the SR outcomes. As a reference,
the baseline consisting of tagging each verb with
its most frequent semantic class achieves F1 values
of 64.01, 63.97, 41.00, and 57.42 on ca.in, ca.out,
es.in, es.out, respectively. Now, the results are sig-
nificantly better in Catalan, and, surprisingly, the
‘out’ test corpora makes F1 to raise. The latter is an
anomalous situation provoked by the ‘es.in’ tset.5

Table 7 shows the global SR results by numbered
arguments and adjuncts Interestingly, tagging ad-
juncts is far more difficult than tagging core argu-
ments (this result was also observed for English in
previous works). Moreover, the global difference
betweenILK 2 and UPC* systems is explained by
their ability to tag adjuncts (70.22 vs. 58.37). In
the core arguments both systems are tied. Also in
the same table we can see the overall results on a
simplified SR setting, in which the thematic roles are
eliminated from the SR labels keeping only the argu-
ment number (like other evaluations on PropBank).
The results are only∼2 points higher in this setting.

UPC* ILK 2
Test Prec. Recall F1 Prec. Recall F1

Arg 90.41 87.73 89.05 89.42 88.58 88.99
Adj 64.72 53.16 58.37 72.54 68.04 70.22
A-TR 92.91 90.15 91.51 91.31 90.45 90.88

Table 7: Global results on numbered arguments
(Arg), adjuncts (Adj), and numbered arguments
without thematic role tag (A-TR). Test corpus *.*

Finally, Table 8 compares overall SR results on
known vs. new predicates. As expected, the re-

5By chance, the genre of this part of corpus is mainly liter-
ary. We are currently studying how this is affecting performance
results on all subtasks and, particularly, semantic class tagging.

sults on the verbs not appearing in the training set
are lower, but the performance decrease is not dra-
matic (3–6 F1 points) indicating that generalization
to new predicates is fairly good.

UPC* ILK 2
Test Prec. Recall F1 Prec. Recall F1

Known 84.39 78.43 81.30 84.88 83.46 84.16
New 81.31 75.56 78.33 79.34 77.81 78.57

Table 8: Global results on semantic role labeling for
known versus new predicates. Test corpus *.*
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Abstract

In this paper we describe the English Lexical
Substitution task for SemEval. In the task,
annotators and systems find an alternative
substitute word or phrase for a target word in
context. The task involves both finding the
synonyms and disambiguating the context.
Participating systems are free to use any lex-
ical resource. There is a subtask which re-
quires identifying cases where the word is
functioning as part of a multiword in the sen-
tence and detecting what that multiword is.

1 Introduction

Word sense disambiguation (WSD) has been de-
scribed as a task in need of an application. Whilst
researchers believe that it will ultimately prove use-
ful for applications which need some degree of se-
mantic interpretation, the jury is still out on this
point. One problem is thatWSD systems have been
tested on fine-grained inventories, rendering the task
harder than it need be for many applications (Ide
and Wilks, 2006). Another significant problem is
that there is no clear choice of inventory for any
given task (other than the use of a parallel corpus
for a specific language pair for a machine translation
application).

The lexical substitution task follows on from
some previous ideas (McCarthy, 2002) to exam-
ine the capabilities ofWSD systems built by re-
searchers on a task which has potential for NLP
applications. Finding alternative words that can
occur in given contexts would potentially be use-

ful to many applications such as question answer-
ing, summarisation, paraphrase acquisition (Dagan
et al., 2006), text simplification and lexical acquisi-
tion (McCarthy, 2002). Crucially this task does not
specify the inventory for use beforehand to avoid
bias to one predefined inventory and makes it eas-
ier for those using automatically acquired resources
to enter the arena. Indeed, since the systems in
SemEval did not know the candidate substitutes for
a word before hand, the lexical resource is evaluated
as much as the context based disambiguation com-
ponent.

2 Task set up

The task involves a lexical sample of nouns, verbs,
adjectives and adverbs. Both annotators and sys-
tems select one or more substitutes for the target
word in the context of a sentence. The data was
selected from the English Internet Corpus of En-
glish produced by Sharoff (2006) from the Inter-
net (http://corpus.leeds.ac.uk/internet.html). This is
a balanced corpus similar in flavour to the BNC,
though with less bias to British English, obtained
by sampling data from the web. Annotators are not
provided with the PoS (noun, verb, adjective or ad-
verb) but the systems are. Annotators can provide
up to three substitutes but all should be equally as
good. They are instructed that they can provide a
phrase if they can’t think of a good single word sub-
stitute. They can also use a slightly more general
word if that is close in meaning. There is a “NAME”
response if the target is part of a proper name and
“ NIL ” response if annotators cannot think of a good
substitute. The subjects are also asked to identify
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if they feel the target word is an integral part of
a phrase, and what that phrase was. This option
was envisaged for evaluation of multiword detec-
tion. Annotators did sometimes use it for paraphras-
ing a phrase with another phrase. However, for an
item to be considered a constituent of a multiword,
a majority of at least 2 annotators had to identify the
same multiword.1

The annotators were 5 native English speakers
from the UK. They each annotated the entire dataset.
All annotations were semi-automatically lemma-
tised (substitutes and identified multiwords) unless
the lemmatised version would change the meaning
of the substitute or if it was not obvious what the
canonical version of the multiword should be.

2.1 Data Selection

The data set comprises 2010 sentences, 201 target
words each with 10 sentences. We released 300 for
the trial data and kept the remaining 1710 for the
test release. 298 of the trial, and 1696 of the test
release remained after filtering items with less than
2 nonNIL and nonNAME responses and a few with
erroneous PoS tags. The words included were se-
lected either manually (70 words) from examination
of a variety of lexical resources and corpora or au-
tomatically (131) using information in these lexical
resources. Words were selected from those having a
number of different meanings, each with at least one
synonym. Since typically the distribution of mean-
ings of a word is strongly skewed (Kilgarriff, 2004),
for the test set we randomly selected 20 words in
each PoS for which we manually selected the sen-
tences2 (we refer to these words asMAN ) whilst for
the remaining words (RAND) the sentences were se-
lected randomly.

2.2 Inter Annotator Agreement

Since we have sets of substitutes for each item and
annotator, pairwise agreement was calculated be-
tween each pair of sets (p1, p2 ∈ P ) from each pos-

sible pairing (P ) as

∑
p1,p2∈P

p1∩p2
p1∪p2

|P |

1Full instructions given to the annotators are posted at
http://www.informatics.susx.ac.uk/research/nlp/mccarthy/files/
instructions.pdf.

2There were only 19 verbs due to an error in automatic se-
lection of one of the verbs picked for manual selection of sen-
tences.

Pairwise inter-annotator agreement was 27.75%.
73.93% had modes, and pairwise agreement with the
mode was 50.67%. Agreement is increased if we re-
move one annotator who typically gave 2 or 3 sub-
stitutes for each item, which increased coverage but
reduced agreement. Without this annotator, inter-
annotator agreement was 31.13% and 64.7% with
mode.

Multiword detection pairwise agreement was
92.30% and agreement on the identification of the
exact form of the actual multiword was 44.13%.

3 Scoring

We have 3 separate subtasks 1)best 2) oot and 3)
mw which we describe below.3 In the equations
and results tables that follow we useP for precision,
R for recall, andMode P andMode R where we
calculate precision and recall against the substitute
chosen by the majority of annotators, provided that
there is a majority.

Let H be the set of annotators,T be the set of test
items with 2 or more responses (nonNIL or NAME)
andhi be the set of responses for an itemi ∈ T for
annotatorh ∈ H.

For eachi ∈ T we calculate the mode (mi) i.e.
the most frequent response provided that there is a
response more frequent than the others. The set of
items where there is such a mode is referred to as
TM . Let A (andAM ) be the set of items fromT
(or TM ) where the system provides at least one sub-
stitute. Letai : i ∈ A (or ai : i ∈ AM ) be the set
of guesses from the system for itemi. For eachi
we calculate the multiset union (Hi) for all hi for all
h ∈ H and for each unique type (res) in Hi will
have an associated frequency (freqres) for the num-
ber of times it appears inHi.

For example: Given an item (id 9999) forhappy;a
supposing the annotators had supplied answers as
follows:

annotator responses
1 glad merry
2 glad
3 cheerful glad
4 merry
5 jovial

3The scoring measures are as described in the doc-
ument at http://nlp.cs.swarthmore.edu/semeval/tasks/task10/
task10documentation.pdf released with our trial data.
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then Hi would be glad glad glad merry merry
cheerful jovial. Theres with associated frequencies
would beglad 3 merry 2 cheerful 1 andjovial 1.

best measures This requires thebest file produced
by the system which gives as many guesses as the
system believes are fitting, but where the credit
for each correct guess is divided by the number of
guesses. The first guess in the list is taken as the
best guess (bg).

P =

∑
ai:i∈A

∑
res∈ai

freqres

|ai|

|Hi|

|A|
(1)

R =

∑
ai:i∈T

∑
res∈ai

freqres

|ai|

|Hi|

|T |
(2)

Mode P =

∑
bgi∈AM 1 if bg = mi

|AM |
(3)

Mode R =

∑
bgi∈TM 1 if bg = mi

|TM |
(4)

A system is permitted to provide more than one
response, just as the annotators were. They can
do this if they are not sure which response is bet-
ter, however systems will maximise the score if they
guess the most frequent response from the annota-
tors. ForP andR the credit is divided by the num-
ber of guesses that a system makes to prevent a sys-
tem simply hedging its bets by providing many re-
sponses. The credit is also divided by the number of
responses from annotators. This gives higher scores
to items with less variation. We want to emphasise
test items with better agreement.

Using the example forhappy;a id 9999 above, if
the system’s responses for this item wasglad; cheer-
ful the credit fora9999 in the numerator ofP andR

would be
3+1

2

7
= .286

For Mode P andMode R we use the system’s
first guess and compare this to the mode of the anno-
tators responses on items where there was a response
more frequent than the others.

oot measures This allows a system to make up to
10 guesses. The credit for each correct guess is not
divided by the number of guesses. This allows for
the fact that there is a lot of variation for the task and

we only have 5 annotators. With 10 guesses there is
a better chance that the systems find the responses
of these 5 annotators. There is no ordering of the
guesses and theMode scores give credit where the
mode was found in one of the system’s 10 guesses.

P =

∑
ai:i∈A

∑
res∈ai

freqres

|Hi|

|A|
(5)

R =

∑
ai:i∈T

∑
res∈ai

freqres

|Hi|

|T |
(6)

Mode P =

∑
ai:i∈AM 1 if any guess ∈ ai = mi

|AM |
(7)

Mode R =

∑
ai:i∈TM 1 if any guess ∈ ai = mi

|TM |
(8)

mw measures For this measure, a system must
identify items where the target is part of a multiword
and what the multiword is. The annotators do not all
have linguistics background, they are simply asked
if the target is an integral part of a phrase, and if so
what the phrase is. Sometimes this option is used
by the subjects for paraphrasing a phrase of the sen-
tence, but typically it is used when there is a mul-
tiword. For scoring, a multiword item is one with
a majority vote for the same multiword with more
than 1 annotator identifying the multiword.

Let MW be the subset ofT for which there
is such a multiword response from a majority of
at least 2 annotators. Letmwi ∈ MW be the
multiword identified by majority vote for itemi.
Let MWsys be the subset ofT for which there is a
multiword response from the system andmwsysi

be a multiword specified by the system for itemi.

detection P =
∑

mwsysi∈MWsys 1 if mwi exists at i

|MWsys|
(9)

detection R =
∑

mwsysi∈MW 1 if mwi exists at i

|MW |
(10)

identification P =

∑
mwsysi∈MWsys 1 if mwsysi = mwi

|MWsys|
(11)
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identification R =

∑
mwsysi∈MW 1 if mwsysi = mwi

|MW |
(12)

3.1 Baselines

We produced baselines using WordNet 2.1 (Miller et
al., 1993a) and a number of distributional similarity
measures. For the WordNetbest baseline we found
the best ranked synonym using the criteria 1 to 4
below in order. For WordNetoot we found up to 10
synonyms using criteria 1 to 4 in order until 10 were
found:

1. Synonyms from the first synset of the target
word, and ranked with frequency data obtained
from the BNC (Leech, 1992).

2. synonyms from the hypernyms (verbs and
nouns) or closely related classes (adjectives) of
that first synset, ranked with the frequency data.

3. Synonyms from all synsets of the target word,
and ranked using the BNC frequency data.

4. synonyms from the hypernyms (verbs and
nouns) or closely related classes (adjectives) of
all synsets of the target, ranked with the BNC
frequency data.

We also producedbest and oot baselines using
the distributional similarity measures l1, jaccard, co-
sine, lin (Lin, 1998) andαSD (Lee, 1999)4. We took
the word with the largest similarity (or smallest dis-
tance forαSD and l1) forbest and the top 10 foroot.

For mw detection and identification we used
WordNet to detect if a multiword in WordNet which
includes the target word occurs within a window of
2 words before and 2 words after the target word.

4 Systems

9 teams registered and 8 participated, and two of
these teams (SWAG and IRST) each entered two sys-
tems, we distinguish the first and second systems
with a 1 and 2 suffix respectively.

The systems all used 1 or more predefined inven-
tories. Most used web queries (HIT, MELB, UNT)
or web data (Brants and Franz, 2006) (IRST2, KU,

4We used 0.99 as the parameter forα for this measure.

SWAG1, SWAG2, USYD, UNT) to obtain counts for
disambiguation, with some using algorithms to de-
rive domain (IRST1) or co-occurrence (TOR) infor-
mation from the BNC. Most systems did not use
sense tagged data for disambiguation thoughMELB

did use SemCor (Miller et al., 1993b) for filtering in-
frequent synonyms andUNT used a semi-supervised
word sense disambiguation combined with a host of
other techniques, including machine translation en-
gines.

5 Results

In tables 1 to 3 we have ordered systems accord-
ing to R on thebest task, and in tables 4 to 6 ac-
cording toR on oot. We show all scores as per-
centages i.e. we multiply the scores in section 3
by 100. In tables 3 and 6 we show results using
the subset of items which were i) NOT identified as
multiwords (NMWT) ii) scored only on non multi-
word substitutes from both annotators and systems
(i.e. no spaces) (NMWS). Unfortunately we do not
have space to show the analysis for theMAN and
RAND subsets here. Please refer to the task website
for these results.5 We retain the same ordering for
the further analysis tables when we look at subsets
of the data. Although there are further differences
in the systems which would warrant reranking on an
individual analysis, since we combined the subanal-
yses in one table we keep the order as for 1 and 4
respectively for ease of comparison.

There is some variation in rank order of the sys-
tems depending on which measures are used.6 KU

is highest ranking onR for best. UNT is best at find-
ing the mode, particularly onoot, though it is the
most complicated system exploiting a great many
knowledge sources and components.IRST2 does
well at finding the mode inbest. The IRST2 best
R score is lower because it supplied many answers
for each item however it achieves the bestR score
on theoot task. The baselines are outperformed by
most systems. The WordNet baseline outperforms
those derived from distributional methods. The dis-
tributional methods, especially lin, show promising
results given that these methods are automatic and

5The task website is at http://www.informatics.sussex.ac.uk/
research/nlp/mccarthy/task10index.html.

6There is not a big difference betweenP and R because
systems typically supplied answers for most items.
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Systems P R Mode P Mode R

KU 12.90 12.90 20.65 20.65
UNT 12.77 12.77 20.73 20.73
MELB 12.68 12.68 20.41 20.41
HIT 11.35 11.35 18.86 18.86
USYD 11.23 10.88 18.22 17.64
IRST1 8.06 8.06 13.09 13.09
IRST2 6.95 6.94 20.33 20.33
TOR 2.98 2.98 4.72 4.72

Table 1:best results

Systems P R Mode P Mode R

WordNet 9.95 9.95 15.28 15.28
lin 8.84 8.53 14.69 14.23
l1 8.11 7.82 13.35 12.93
lee 6.99 6.74 11.34 10.98
jaccard 6.84 6.60 11.17 10.81
cos 5.07 4.89 7.64 7.40

Table 2:best baseline results

don’t require hand-crafted inventories. As yet we
haven’t combined the baselines with disambiguation
methods.

Only HIT attempted themw task. It outperforms
all baselines from WordNet.

5.1 Post Hoc Analysis

Choosing a lexical substitute for a given word is
not clear cut and there is inherently variation in the
task. Since it is quite likely that there will be syn-
onyms that the five annotators do not think of we
conducted a post hoc analysis to see if the synonyms
selected by the original annotators were better, on
the whole, than those in the systems responses. We
randomly selected 100 sentences from the subset of
items which had more than 2 single word substitutes,
no NAME responses, and where the target word was

NMWT NMWS

Systems P R P R

KU 13.39 13.39 14.33 13.98
UNT 13.46 13.46 13.79 13.79
MELB 13.35 13.35 14.19 13.82
HIT 11.97 11.97 12.55 12.38
USYD 11.68 11.34 12.48 12.10
IRST1 8.44 8.44 8.98 8.92
IRST2 7.25 7.24 7.67 7.66
TOR 3.22 3.22 3.32 3.32

Table 3: Further analysis forbest

Systems P R Mode P Mode R

IRST2 69.03 68.90 58.54 58.54
UNT 49.19 49.19 66.26 66.26
KU 46.15 46.15 61.30 61.30
IRST1 41.23 41.20 55.28 55.28
USYD 36.07 34.96 43.66 42.28
SWAG2 37.80 34.66 50.18 46.02
HIT 33.88 33.88 46.91 46.91
SWAG1 35.53 32.83 47.41 43.82
TOR 11.19 11.19 14.63 14.63

Table 4:oot results

Systems P R Mode P Mode R

WordNet 29.70 29.35 40.57 40.57
lin 27.70 26.72 40.47 39.19
l1 24.09 23.23 36.10 34.96
lee 20.09 19.38 29.81 28.86
jaccard 18.23 17.58 26.87 26.02
cos 14.07 13.58 20.82 20.16

Table 5:oot baseline results

NMWT NMWS

Systems P R P R

IRST2 72.04 71.90 76.19 76.06
UNT 51.13 51.13 54.01 54.01
KU 48.43 48.43 49.72 49.72
IRST1 43.11 43.08 45.13 45.11
USYD 37.26 36.17 40.13 38.89
SWAG2 39.95 36.51 40.97 37.75
HIT 35.60 35.60 36.63 36.63
SWAG1 37.49 34.64 38.36 35.67
TOR 11.77 11.77 12.22 12.22

Table 6: Further analysis foroot

HIT WordNet BL
P R P R

detection 45.34 56.15 43.64 36.92
identification 41.61 51.54 40.00 33.85

Table 7:MW results
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good reasonable bad
sys 9.07 19.08 71.85
origA 37.36 41.01 21.63

Table 8: post hoc results

not one of those identified as a multiword (i.e. a ma-
jority vote by 2 or more annotators for the same mul-
tiword as described in section 2). We then mixed the
substitutes from the human annotators with those of
the systems. Three fresh annotators7 were given the
test sentence and asked to categorise the randomly
ordered substitutes as good, reasonable or bad. We
take the majority verdict for each substitute, but if
there is one reasonable and one good verdict, then
we categorise the substitute as reasonable. The per-
centage of substitutes for systems (sys) and original
annotators (origA) categorised as good, reasonable
and bad by the post hoc annotators are shown in ta-
ble 8. We see the substitutes from the humans have
a higher proportion of good or reasonable responses
by the post hoc annotators compared to the substi-
tutes from the systems.

6 Conclusions and Future Directions

We think this task is an interesting one in which to
evaluate automatic approaches of capturing lexical
meaning. There is an inherent variation in the task
because several substitutes may be possible for a
given context. This makes the task hard and scoring
is less straightforward than a task which has fixed
choices. On the other hand, we believe the task taps
into human understanding of word meaning and we
hope that computers that perform well on this task
will have potential in NLP applications. Since a
pre-defined inventory is not used, the task allows us
to compare lexical resources as well as disambigua-
tion techniques without a bias to any predefined in-
ventory. It is possible for those interested in disam-
biguation to focus on this, rather than the choice of
substitutes, by using the union of responses from the
annotators in future experiments.
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Abstract

We made use of parallel texts to gather train-
ing and test examples for the English lexi-
cal sample task. Two tracks were organized
for our task. The first track used examples
gathered from an LDC corpus, while the
second track used examples gathered from
a Web corpus. In this paper, we describe
the process of gathering examples from the
parallel corpora, the differences with similar
tasks in previous SENSEVAL evaluations,
and present the results of participating sys-
tems.

1 Introduction

As part of the SemEval-2007 evaluation exercise, we
organized an English lexical sample task for word
sense disambiguation (WSD), where the sense-
annotated examples were semi-automatically gath-
ered from word-aligned English-Chinese parallel
texts. Two tracks were organized for this task, each
gathering data from a different corpus. In this paper,
we describe our motivation for organizing the task,
our task framework, and the results of participants.

Past research has shown that supervised learning
is one of the most successful approaches to WSD.
However, this approach involves the collection of
a large text corpus in which each ambiguous word
has been annotated with the correct sense to serve as
training data. Due to the expensive annotation pro-
cess, only a handful of manually sense-tagged cor-
pora are available.

An effort to alleviate the training data bottle-
neck is the Open Mind Word Expert (OMWE)

project (Chklovski and Mihalcea, 2002) to collect
sense-tagged data from Internet users. Data gath-
ered through the OMWE project were used in the
SENSEVAL-3 English lexical sample task. In that
task, WordNet-1.7.1 was used as the sense inven-
tory for nouns and adjectives, while Wordsmyth1

was used as the sense inventory for verbs.
Another source of potential training data is par-

allel texts. Our past research in (Ng et al., 2003;
Chan and Ng, 2005) has shown that examples gath-
ered from parallel texts are useful for WSD. Briefly,
after manually assigning appropriate Chinese trans-
lations to each sense of an English word, the English
side of a word-aligned parallel text can then serve as
the training data, as they are considered to have been
disambiguated and “sense-tagged” by the appropri-
ate Chinese translations.

Using the above approach, we gathered the train-
ing and test examples for our task from parallel texts.
Note that our examples are collected without manu-
ally annotating each individual ambiguous word oc-
currence, allowing us to gather our examples in a
much shorter time. This contrasts with the setting of
the English lexical sample task in previous SENSE-
VAL evaluations. In the English lexical sample task
of SENSEVAL-2, the sense tagged data were cre-
ated through manual annotation by trained lexicog-
raphers. In SENSEVAL-3, the data were gathered
through manual sense annotation by Internet users.

In the next section, we describe in more detail
the process of gathering examples from parallel texts
and the two different parallel corpora we used. We
then give a brief description of each of the partici-

1http://www.wordsmyth.net
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pating systems. In Section 4, we present the results
obtained by the participants, before concluding in
Section 5.

2 Gathering Examples from Parallel
Corpora

To gather examples from parallel corpora, we fol-
lowed the approach in (Ng et al., 2003). Briefly, af-
ter ensuring the corpora were sentence-aligned, we
tokenized the English texts and performed word seg-
mentation on the Chinese texts (Low et al., 2005).
We then made use of the GIZA++ software (Och and
Ney, 2000) to perform word alignment on the paral-
lel corpora. Then, we assigned some possible Chi-
nese translations to each sense of an English word
w. From the word alignment output of GIZA++, we
selected those occurrences of w which were aligned
to one of the Chinese translations chosen. The En-
glish side of these occurrences served as training
data for w, as they were considered to have been dis-
ambiguated and “sense-tagged” by the appropriate
Chinese translations. The English half of the par-
allel texts (each ambiguous English word and its 3-
sentence context) were used as the training and test
material to set up our English lexical sample task.

Note that in our approach, the sense distinction
is decided by the different Chinese translations as-
signed to each sense of a word. This is thus
similar to the multilingual lexical sample task in
SENSEVAL-3 (Chklovski et al., 2004), except that
our training and test examples are collected with-
out manually annotating each individual ambiguous
word occurrence. The average time needed to assign
Chinese translations for one noun and one adjective
is 20 minutes and 25 minutes respectively. This is
a relatively short time, compared to the effort other-
wise needed to manually sense annotate individual
word occurrences. Also, once the Chinese transla-
tions are assigned, more examples can be automat-
ically gathered as more parallel texts become avail-
able.

We note that frequently occurring words are usu-
ally highly polysemous and hard to disambiguate.
To maximize the benefits of our work, we gathered
training data from parallel texts for a set of most fre-
quently occurring noun and adjective types in the
Brown Corpus. Also, similar to the SENSEVAL-3

Dataset Avg. no. Avg. no. of examples
of senses Training Test

LDC noun 5.2 197.6 98.5
LDC adjective 3.9 125.6 62.9
Web noun 3.5 182.0 91.3
Web adjective 2.8 88.8 44.6

Table 1: Average number of senses, training exam-
ples, and test examples per word.

English lexical sample task, we used WordNet-1.7.1
as our sense inventory.

2.1 LDC Corpus

We have two tracks for this task, each track using a
different corpus. The first corpus is the Chinese En-
glish News Magazine Parallel Text (LDC2005T10),
which is an English-Chinese parallel corpus avail-
able from the Linguistic Data Consortium (LDC).

From this parallel corpus, we gathered examples
for 50 English words (25 nouns and 25 adjectives)
using the method described above. From the gath-
ered examples of each word, we randomly selected
training and test examples, where the number of
training examples is about twice the number of test
examples.

The rows LDC noun and LDC adjective in Table
1 give some statistics about the examples. For in-
stance, each noun has an average of 197.6 training
and 98.5 test examples and these examples repre-
sent an average of 5.2 senses per noun.2 Participants
taking part in this track need to have access to this
LDC corpus in order to access the training and test
material in this track.

2.2 Web Corpus

Since not all interested participants may have access
to the LDC corpus described in the previous sub-
section, the second track of this task makes use of
English-Chinese documents gathered from the URL
pairs given by the STRAND Bilingual Databases.3

STRAND (Resnik and Smith, 2003) is a system that
acquires document pairs in parallel translation auto-
matically from the Web. Using this corpus, we gath-
ered examples for 40 English words (20 nouns and

2Only senses present in the examples are counted.
3http://www.umiacs.umd.edu/∼resnik/strand
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20 adjectives).

The rows Web noun and Web adjective in Table 1
show that we selected an average of 182.0 training
and 91.3 test examples for each noun and these ex-
amples represent an average of 3.5 senses per noun.
We note that the average number of senses per word
for the Web corpus is slightly lower than that of the
LDC corpus.

2.3 Annotation Accuracy

To measure the annotation accuracy of examples
gathered from the LDC corpus, we examined a ran-
dom selection of 100 examples each from 5 nouns
and 5 adjectives. From these 1,000 examples, we
measured a sense annotation accuracy of 84.7%.
These 10 words have an average of 8.6 senses per
word in the WordNet-1.7.1 sense inventory. As de-
scribed in (Ng et al., 2003), when several senses
of an English word are translated by the same Chi-
nese word, we can collapse these senses to obtain a
coarser-grained, lumped sense inventory. If we do
this and measure the sense annotation accuracy with
respect to a coarser-grained, lumped sense inventory,
these 10 words will have an average of 6.5 senses per
word and an annotation accuracy of 94.7%.

For the Web corpus, we similarly examined a ran-
dom selection of 100 examples each from 5 nouns
and 5 adjectives. These 10 words have an average of
6.5 senses per word in WordNet-1.7.1 and the 1,000
examples have an average sense annotation accuracy
of 85.0%. After sense collapsing, annotation ac-
curacy is 95.3% with an average of 4.8 senses per
word.

2.4 Training and Test Data from Different
Documents

In our previous work (Ng et al., 2003), we conducted
experiments on the nouns of SENSEVAL-2 English
lexical sample task. We found that there were cases
where the same document contributed both training
and test examples and this inflated the WSD accu-
racy figures. To avoid this, during our preparation
of the LDC and Web data, we made sure that a doc-
ument contributed only either training or test exam-
ples, but not both.

3 Participating Systems

Three teams participated in the Web corpus track
of our task, with each team employing one system.
There were no participants in the LDC corpus track,
possibly due to the licensing issues involved. All
participating systems employed supervised learning
and only used the training examples provided by us.

3.1 CITYU-HIF

The CITYU-HIF team from the City University of
Hong Kong trained a naive Bayes (NB) classifier
for each target word to be disambiguated, using
knowledge sources such as parts-of-speech (POS) of
neighboring words and single words in the surround-
ing context. They also experimented with using dif-
ferent sets of features for each target word.

3.2 HIT-IR-WSD

The system submitted by the HIT-IR-WSD team
from Harbin Institute of Technology used Support
Vector Machines (SVM) with a linear kernel func-
tion as the learning algorithm. Knowledge sources
used included POS of surrounding words, local col-
locations, single words in the surrounding context,
and syntactic relations.

3.3 PKU

The system submitted by the PKU team from Peking
University used a combination of SVM and maxi-
mum entropy classifiers. Knowledge sources used
included POS of surrounding words, local colloca-
tions, and single words in the surrounding context.
Feature selection was done by ignoring word fea-
tures with certain associated POS tags and by se-
lecting the subset of features based on their entropy
values.

4 Results

As all participating systems gave only one answer
for each test example, recall equals precision and
we will only report micro-average recall on the Web
corpus track in this section.

Table 2 gives the overall results obtained by each
of the systems when evaluated on all the test exam-
ples of the Web corpus. We note that all the par-
ticipants obtained scores which exceed the baseline
heuristic of tagging all test examples with the most
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System ID Contact author Learning algorithm Score
HIT-IR-WSD Yuhang Guo, <astronaut@ir.hit.edu.cn> SVM 0.819
PKU Peng Jin, <jandp@pku.edu.cn> SVM and maximum entropy 0.815
CITYU-HIF Oi Yee Kwong, <rlolivia@cityu.edu.hk> NB 0.753
MFS – Most frequent sense baseline 0.689

Table 2: Overall micro-average scores of the participants and the most frequent sense (MFS) baseline.

Noun MFS CITYU-HIF HIT-IR-WSD PKU
age 0.486 0.643 0.743 0.700
area 0.480 0.693 0.773 0.773
body 0.872 0.897 0.910 0.923
change 0.411 0.400 0.578 0.611
director 0.580 0.890 0.960 0.960
experience 0.830 0.830 0.880 0.840
future 0.889 0.889 0.990 0.990
interest 0.308 0.165 0.813 0.780
issue 0.651 0.711 0.892 0.855
life 0.820 0.830 0.860 0.740
material 0.719 0.719 0.781 0.641
need 0.907 0.907 0.918 0.918
performance 0.410 0.570 0.690 0.700
program 0.590 0.590 0.730 0.690
report 0.870 0.840 0.880 0.870
system 0.510 0.700 0.610 0.730
time 0.455 0.673 0.733 0.693
today 0.800 0.750 0.800 0.780
water 0.882 0.921 0.868 0.895
work 0.644 0.743 0.842 0.891
Micro-avg 0.656 0.719 0.813 0.802

Table 3: Micro-average scores of the most frequent
sense baseline and the various participants on each
noun.

frequent sense (MFS) in the training data. This sug-
gests that the Chinese translations assigned to senses
of the ambiguous words are appropriate and provide
sense distinctions which are clear enough for effec-
tive classifiers to be learned.

In Table 3 and Table 4, we show the scores ob-
tained by each system on each of the 20 nouns and
20 adjectives. For comparison purposes, we also
show the corresponding MFS score of each word.
Paired t-test on the results of the top two systems
show no significant difference between them.

5 Conclusion

We organized an English lexical sample task using
examples gathered from parallel texts. Unlike the
English lexical task of previous SENSEVAL evalua-
tions where each example is manually annotated, we

Adjective MFS CITYU-HIF HIT-IR-WSD PKU
ancient 0.778 0.667 0.778 0.741
bad 0.857 0.857 0.905 0.905
common 0.533 0.567 0.533 0.633
early 0.769 0.846 0.769 0.769
educational 0.911 0.911 0.911 0.911
free 0.760 0.792 0.854 0.917
high 0.630 0.926 0.815 0.852
human 0.872 0.987 0.962 0.962
little 0.450 0.750 0.650 0.650
long 0.667 0.690 0.786 0.714
major 0.870 0.902 0.880 0.913
medical 0.738 0.787 0.800 0.725
national 0.267 0.467 0.667 0.700
new 0.441 0.441 0.529 0.559
present 0.875 0.917 0.875 0.875
rare 0.727 0.818 0.727 0.909
serious 0.879 0.879 0.879 0.879
simple 0.795 0.818 0.864 0.864
small 0.714 0.929 0.893 0.929
third 0.888 0.988 0.963 0.963
Micro-avg 0.757 0.823 0.831 0.842

Table 4: Micro-average scores of the most frequent
sense baseline and the various participants on each
adjective.

only need to assign appropriate Chinese translations
to each sense of a word. Once this is done, we auto-
matically gather training and test examples from the
parallel texts. All the participating systems of our
task obtain results that are significantly better than
the most frequent sense baseline.
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Abstract 

This paper presents the task definition, re-
sources, and the single participant system 
for Task 12: Turkish Lexical Sample Task 
(TLST), which was organized in the Se-
mEval-2007 evaluation exercise. The 
methodology followed for developing the 
specific linguistic resources necessary for 
the task has been described in this context. 
A language-specific feature set was defined 
for Turkish. TLST consists of three pieces 
of data: The dictionary, the training data, 
and the evaluation data. Finally, a single 
system that utilizes a simple statistical 
method was submitted for the task and 
evaluated. 

1 Introduction 

Effective parameters for word sense disambigua-
tion (WSD) may vary for different languages and 
word types. Although, some parameters are com-
mon in many languages, some others may be lan-
guage specific. Turkish is an interesting language 
that deserves being examined semantically. Turk-
ish is based upon suffixation, which differentiates 
it sharply from the majority of European languages, 
and many others. Like all Turkic languages, Turk-
ish is agglutinative, that is, grammatical functions 
are indicated by adding various suffixes to stems. 
Turkish has a SOV (Subject-Object-Verb) sentence 
structure but other orders are possible under certain 
discourse situations. As a SOV language where 
objects precede the verb, Turkish has postpositions 
rather than prepositions, and relative clauses that 

precede the verb. Turkish, as a widely-spoken lan-
guage, is appropriate for semantic researches. 

TLST utilizes some resources that are explained 
in Section 2-5. In Section 6 evaluation of the sys-
tem is provided. In section 7 some concluding re-
marks and future work are discussed.  

2 Corpus 

Lesser studied languages, such as Turkish suffer 
from the lack of wide coverage electronic re-
sources or other language processing tools like on-
tologies, dictionaries, morphological analyzers, 
parsers etc. There are some projects for providing 
data for NLP applications in Turkish like METU 
Corpus Project (Oflazer et al., 2003). It has two 
parts, the main corpus and the treebank that con-
sists of parsed, morphologically analyzed and dis-
ambiguated sentences selected from the main cor-
pus, respectively. The sentences are given in XML 
format and provide many syntactic features that 
can be helpful for WSD. This corpus and treebank 
can be used for academic purposes by contract. 

The texts in main corpus have been taken from 
different types of Turkish written texts published 
in 1990 and afterwards. It has about two million 
words. It includes 999 written texts taken from 201 
books, 87 papers and news from 3 different Turk-
ish daily newspapers. XML and Text Encoding 
Initiative (TEI) style annotation have been used. 
The distribution of the texts in the Treebank is 
similar to the main corpus. There are 6930 sen-
tences in this Treebank. These sentences have been 
parsed, morphologically analyzed and disambigu-
ated. In Turkish, a word can have more than one 
analysis, so having disambiguated texts is very 
important.  
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Figure 1: XML file structure of the Treebank 
 

Words 
Main English  
translation 

# 
Senses MFS 

Train 
size 

Test 
size 

Total #of  
instances 

Nouns             
ara distance, break, interval, look for 7 53 192 63 255 
baş head, leader, beginning, top, main, principal 5 34 68 22 90 
el hand, stranger, country 3 75 113 38 151 
göz eye, glance, division, drawer 3 48 92 27 119 
kız girl, virgin, daughter, get hot, get angry 2 72 96 21 117 
ön front, foreground, face, breast, prior, preliminary anterior 5 21 72 23 95 
sıra queue, order, sequence, turn, regularity, occasion desk 7 30 85 28 113 
üst upper side, outside, clothing 7 20 69 23 92 
yan side, direction, auxiliary, askew, burn, be on fire be alight 5 21 65 31 96 
yol way, road, path, method, manner, means 6 17 68 29 97 

Average  5 39 92 31 123 

Verbs             

al take, get,  red 24 180 963 125 1088 
bak look, fac, examine 4 136 207 85 292 
çalış work, study, start 4 33 103 61 164 
çık climb, leave, increase 6 45 138 87 225 
geç pass,happen, late 11 51 164 90 254 
gel come, arrive, fit, seem 20 154 346 215 561 
gir enter, fit, begin, penetrate 6 88 163 84 247 
git go, leave, last, be over, pass 13 130 214 120 334 
gör see, understand, consider 5 155 206 68 274 
konuş  talk, speak 6 42 129 63 192 

Average   9.9 101.4 263.3 99.8 363.1 

Others             

büyük big, extensive, important, chief, great, elder 6 34 97 26 123 
doğru straight, true, accurate, proper, fair, line towards, around 6 29 81 38 119 
küçük little, small, young, insignificant, kid 4 14 45 14 59 
öyle such, so, that 4 20 51 23 74 
son last, recent, final 2 76 86 18 104 
tek single, unique, alone 2 38 40 10 50 

Average   4 35.2 66.7 21.5 88.2 
Table 1: Target words in the SEMEVAL-1 Turkish Lexical Sample task 

  

<?xml version="1.0" encoding="windows-1254" ?>  
- <Set sentences="1"> 
 - <S No="1"> 
   <W IX="1" LEM="" MORPH="" IG="[(1,"soğuk+Adj")(2,"Adv+Ly")] " 

REL="[2,1,(MODIFIER)] ">Soğukça</W>  
   <W IX="2" LEM="" MORPH="" IG="[(1,"yanıtla+Verb+Pos+Past+A1sg")]" 

REL="[3,1,(SENTENCE)]">yanıtladım</W>  
   <W IX="3" LEM="" MORPH="" IG="[(1,".+Punc")] " REL="[,( )]">.</W>  

       </S> 
     </Set> 
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Frequencies of the words have been found as it 
is necessary to select appropriate ambiguous words 
for WSD. There are 5356 different root words and 
627 of these words have 15 or more occurrences, 
and the rest have less. 

The XML files contains tagging information in 
the word (morphological analysis) and sentence 
level as a parse tree as shown in Figure 1. In the 
word level, inflectional forms are provided. And in 
the sentence level relations among words are 
given. The S tag is for sentence and W tag is for 
the word. IX is used for index of the word in the 
sentence, LEM is left as blank and lemma is given 
in the MORPH tag as a part of it with the morpho-
logical analysis of the word. REL is for parsing 
information. It consists of three parts, two numbers 
and a relation. For example REL="[2, 1, (MODI-
FIER)]" means this word is modifying the first in-
flectional group of the second word in the sen-
tence. The structure of the treebank data was de-
signed by METU. Initially lemmas were decided to 
be provided as a tag by itself, however, lemmas are 
left as blank. This does not mean that lemmas are 
not available in the treebank; the lemmas are given 
as a part of “IG” tag. Programs are available for 
extracting this information for the time being. All 
participants can get these programs and thereby the 
lemmas easily and instantly. 

The sense tags were not included in the treebank 
and had to be added manually. Sense tagging has 
been checked in order to obtain gold standard data. 
Initial tagging process has been finished by a sin-
gle tagger and controlled. Two other native speaker 
in the team tagged and controlled the examples. 
That is, this step was completed by three taggers. 
Problematic cases were handled by a commission 
and the decision was finalized when about 90% 
agreement has been reached. 

3 Dictionary 

The dictionary is the one that is published by 
TDK 1  (Turkish Language Foundation) and it is 
open to public via internet. This dictionary lists the 
senses along with their definitions and example 
sentences that are provided for some senses. The 
dictionary is used only for sense tagging and 
enumeration of the senses for standardization. No 
specific information other than the sense numbers 

                                                 
1 http://tdk.org.tr/tdksozluk/sozara.htm 

is taken from the dictionary; therefore there is no 
need for linguistic processing of the dictionary. 

4 Training and Evaluation Data 

In Table 1 statistical information about the final 
training and testing sets of TLST is summarized. 
The data have been provided for 3 words in the 
trial set and 26 words in the final training and test-
ing sets (10 nouns, 10 verbs and 6 other POS for 
the rest of POS including adjectives and adverbs). 
It has been tagged about 100 examples per word, 
but the number of samples is incremented or dec-
remented depending on the number of senses that 
specific word has. For a few words, however, 
fewer examples exist due to the sparse distribution 
of the data. Some ambiguous words had fewer ex-
amples in the corpus, therefore they were either 
eliminated or some other examples drawn from 
external resources were added in the same format. 
On the average, the selected words have 6.7 
senses, verbs, however, have more. Approximately 
70% of the examples for each word were delivered 
as training data, whereas approximately 30% was 
reserved as evaluation data. The distribution of the 
senses in training and evaluation data has been 
kept proportional. The sets are given as plain text 
files for each word under each POS. The samples 
for the words that can belong to more than one 
POS are listed under the majority class. POS is 
provided for each sample. 

We have extracted example sentences of the tar-
get word(s) and some features from the XML files. 
Then tab delimited text files including structural 
and sense tag information are obtained. In these  
files each line has contextual information that are 
thought to be effective (Orhan and Altan, 2006; 
Orhan and Altan, 2005) in Turkish WSD about the 
target words. In the upper level for each of them 
XML file id, sentence number and the order of the 
ambiguous word are kept as a unique key for that 
specific target. In the sentence level, three catego-
ries of information, namely the features related to 
the previous words, target word itself and the sub-
sequent words in the context are provided.  
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Feature Example 
File id 00002213148.xml 
Sentence number 9 
Order 0 
Previous related word root/lemma tap 
Previous related word POS(corrected) verb 
Previous related word onthology level1  abstraction 
Previous related word onthology level2 attribute 
Previous related word onthology level3  emotion 
Previous related word POS verb 
Previous related word POS(derivation) adv 
Previous related word case marker ? 
Previous related word possessor fl 
Previous related word-target word relation modıfıer 
Target word root/lemma sev 
Target  word POS verb 
Target  word POS(derivation) noun 
Target  word case marker abl 
Target  word possessor tr 
Target  word-subsequent word relation object 
Subsequent related word root/lemma sıkıl 
Subsequent related word POS(corrected) verb 
Subsequent related word onthology level1  abstraction 
Subsequent related word onthology level2 attribute 
Subsequent related word onthology level3  emotion 
Subsequent related word POS verb 
Subsequent related word POS(derivation) verb 
Subsequent related word case marker ? 
Subsequent related word possessor fl 
Subsequent related word-target word relation sentence 
Fine-grained sense number 2 
Coarse-grained sense number 2 

Sentence 

#ne   tuhaf   şey   ;   değil   mi   ?    
iyi   olmamdan   ;   onu   taparcasına   
sevmemden   sıkıldı   .# 

Table 2: Features and example 
In the treebank relational structure, there can be 
more than one word in the previous context related 
to the target, however there is only a single word in 
the subsequent one. Therefore the data for all 
words in the  previous context is provided sepa-
rately. The features that are employed for previous 
and the subsequent words are the same and they 
are the root word, POS(corrected), tags for ontol-
ogy level 1, level 2 and level 3, POS, inflected 
POS, case marker, possessor and relation. How-
ever for the target word only the root word, POS, 
inflected POS, case marker, possessor and relation 
are taken into consideration. Fine and coarse-

grained (FG and CG respectively) sense numbers 
and the sentence that has the ambiguous word have 
been added as the last three feature. FG senses are 
the ones that are decided to be the exact senses. 
CG senses are given as a set that are thought to be 
possible alternatives in addition to the FG sense. 
Table 2 demonstrates the whole list of features 
provided in a single line of data files along with an 
example. The “?” in the features shows the missing 
values. This is actually corresponding to the fea-
tures that do not exist or can not be obtained from 
the treebank due to some problematic cases. The 
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line that corresponds to this entry will be the fol-
lowing line (as tab delimited):  

00002213148.xml 9 0 tap verb abstraction 
attribute emotion verb adv ? fl modıfıer sev verb 
noun abl tr object sıkıl verb abstraction attribute 
emotion verb verb ? fl sentence 2 2 #ne tuhaf şey ; 
değil mi ?iyi olmamdan ; onu taparcasına 
sevmemden sıkıldı .# 

5 Ontology 

A small scale ontology for the target words and 
their context was constructed. The Turkish Word-
Net developed at Sabancı University2 is somehow 
insufficient. Only the verbs have some levels of 
relations similar to English WordNet. The nouns, 
adjectives, adverbs and other words that are fre-
quently used in Turkish and in the context of the 
ambiguous words were not included. This is not a 
suitable resource for fulfilling the requirements of 
TLST and an ontology specific to this task was 
required. The ontology covers the examples that 
are selected and has three levels of relations that 
are supposed to be effective in the disambiguation 
process. We tried to be consistent with the Word-
Net tags; additionally we constructed the ontology 
not only for nouns and verbs but for all the words 
that are in the context of the ambiguous words se-
lected. Additionally we tried to strengthen the rela-
tion among the context words by using the same 
tags for all POS in the ontology. This is somehow 
deviating from WordNet methodology, since each 
word category has its own set of classification in it. 

6 Evaluation 

WSD is a new area of research in Turkish. The 
sense tagged data provided in TLST are the first 
resources for this specific domain in Turkish. Due 
to the limited and brand new resources available 
and the time restrictions the participation was less. 
We submitted a very simple system that utilizes 
statistical information. It is similar to the Naïve 
Bayes approach. The features in the training data 
was used individually and the probababilities of 
the senses are calculated. Then in the test phase the 
probabilities of each sense is calculated with the 
given features and the three highest-scored senses 
are selected as the answer. The average precision 
and recall values for each word category are given 

                                                 
2 http://www.hlst.sabanciuniv.edu/TL/ 

in Table 3. The values are not so high, as it can be 
expected. The size of the training data is limited, 
but the size is the highest possible under these cir-
cumstances, but it should be incremented in the 
near future. The number of senses is high and pro-
viding enough instances is difficult.  The data and 
the methodology for WSD will be improved by the 
experience obtained in SemEval evaluation exer-
cise. 

The evaluation is done only for FG and CG 
senses. For FG senses no partial points are as-
signed and 1 point is assigned for a correct match. 
On the other hand, the CG senses are evaluated 
partially. If the answer tags are matching with any 
of the answer tags they are given points. 

 

FG CG  Words 
  P R P R 

Nouns 0,15 0,50 0,65 0,43 

Verbs 0,10 0,38 0,56 0,50 

Others 0,13 0,50 0,57 0,44 

Average 0,13 0,46 0,59 0,46 
Table 3: Average Precision and Recall values  

7 Conclusion 

In TLST we have prepared the first resources for 
WSD researches in Turkish. Therefore it has sig-
nificance in Turkish WSD studies. Although the 
resources and methodology have some deficien-
cies, a valuable effort was invested during the de-
velopment of them. The resources and the method-
ology for Turkish WSD will be improved by the 
experience obtained in SemEval and will be open 
to public in the very near future from 
http://www.fatih.edu.tr/~zorhan/senseval/senseval.htm.  
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Abstract

This paper presents the task definition, re-
sources, participation, and comparative re-
sults for the Web People Search task, which
was organized as part of the SemEval-2007
evaluation exercise. This task consists of
clustering a set of documents that mention
an ambiguous person name according to the
actual entities referred to using that name.

1 Introduction

Finding information about people in the World Wide
Web is one of the most common activities of Internet
users. Person names, however, are highly ambigu-
ous. In most cases, the results for a person name
search are a mix of pages about different people
sharing the same name. The user is then forced ei-
ther to add terms to the query (probably losing recall
and focusing on one single aspect of the person), or
to browse every document in order to filter the infor-
mation about the person he is actually looking for.

In an ideal system the user would simply type a
person name, and receive search results clustered ac-
cording to the different people sharing that name.
And this is, in essence, the WePS (Web People
Search) task we have proposed to SemEval-2007
participants: systems receive a set of web pages
(which are the result of a web search for a per-
son name), and they have to cluster them in as
many sets as entities sharing the name. This task
has close links with Word Sense Disambiguation
(WSD), which is generally formulated as the task
of deciding which sense a word has in a given con-

text. In both cases, the problem addressed is the res-
olution of the ambiguity in a natural language ex-
pression. A couple of differences make our prob-
lem different. WSD is usually focused on open-
class words (common nouns, adjectives, verbs and
adverbs). The first difference is that boundaries be-
tween word senses in a dictionary are often subtle
or even conflicting, making binary decisions harder
and sometimes even useless depending on the ap-
plication. In contrast, distinctions between people
should be easier to establish. The second difference
is that WSD usually operates with a dictionary con-
taining a relatively small number of senses that can
be assigned to each word. Our task is rather a case
of Word Sense Discrimination, because the number
of “senses” (actual people) is unknown a priori, and
it is in average much higher than in the WSD task
(there are 90,000 different names shared by 100 mil-
lion people according to the U.S. Census Bureau).

There is also a strong relation of our proposed
task with the Co-reference Resolution problem, fo-
cused on linking mentions (including pronouns) in
a text. Our task can be seen as a co-reference reso-
lution problem where the focus is on solving inter-
document co-reference, disregarding the linking of
all the mentions of an entity inside each document.

An early work in name disambiguation (Bagga
and Baldwin, 1998) uses the similarity between doc-
uments in a Vector Space using a “bag of words”
representation. An alternative approach by Mann
and Yarowsky (2003) is based on a rich feature space
of automatically extracted biographic information.
Fleischman and Hovy (2004) propose a Maximum
Entropy model trained to give the probability that
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two names refer to the same individual 1.
The paper is organized as follows. Section 2 pro-

vides a description of the experimental methodol-
ogy, the training and test data provided to the par-
ticipants, the evaluation measures, baseline systems
and the campaign design. Section 3 gives a descrip-
tion of the participant systems and provides the eval-
uation results. Finally, Section 4 presents some con-
clusions.

2 Experimental Methodology

2.1 Data
Following the general SemEval guidelines, we have
prepared trial, training and test data sets for the task,
which are described below.

2.1.1 Trial data
For this evaluation campaign we initially deliv-

ered a trial corpus for the potential participants. The
trial data consisted of an adapted version of the
WePS corpus described in (Artiles et al., 2006). The
predominant feature of this corpus is a high number
of entities in each document set, due to the fact that
the ambiguous names were extracted from the most
common names in the US Census. This corpus did
not completely match task specifications because it
did not consider documents with internal ambiguity,
nor it did consider non-person entities; but it was,
however, a cost-effective way of releasing data to
play around with. During the first weeks after releas-
ing this trial data to potential participants, some an-
notation mistakes were noticed. We preferred, how-
ever, to leave the corpus “as is” and concentrate our
efforts in producing clean training and test datasets,
rather than investing time in improving trial data.

2.1.2 Training data
In order to provide different ambiguity scenarios,

we selected person names from different sources:
US Census. We reused the Web03 corpus (Mann,

2006), which contains 32 names randomly picked
from the US Census, and was well suited for the
task.

Wikipedia. Another seven names were sampled
from a list of ambiguous person names in the En-
glish Wikipedia. These were expected to have a

1For a comprehensive bibliography on person name disam-
biguation refer to http://nlp.uned.es/weps

few predominant entities (popular or historical), and
therefore a lower ambiguity than the previous set.

ECDL. Finally, ten additional names were ran-
domly selected from the Program Committee listing
of a Computer Science conference (ECDL 2006).
This set offers a scenario of potentially low am-
biguity (computer science scholars usually have a
stronger Internet presence than other professional
fields) with the added value of the a priori knowl-
edge of a domain specific type of entity (scholar)
present in the data.

All datasets consist of collections of web pages
obtained from the 100 top results for a person name
query to an Internet search engine 2. Note that 100
is an upper bound, because in some occasions the
URL returned by the search engine no longer exists.

The second and third datasets (developed explic-
itly for our task) consist of 17 person names and
1685 associated documents in total (99 documents
per name in average). Each web page was down-
loaded and stored for off-line processing. We also
stored the basic metadata associated to each search
result, including the original URL, title, position in
the results ranking and the corresponding snippet
generated by the search engine.

In the process of generating the corpus, the se-
lection of the names plays an important role, poten-
tially conditioning the degree of ambiguity that will
be found later in the Web search results. The reasons
for this variability in the ambiguity of names are di-
verse and do not always correlate with the straight-
forward census frequency. A much more decisive
feature is, for instance, the presence of famous en-
tities sharing the ambiguous name with less popular
people. As we are considering top search results,
these can easily be monopolized by a single entity
that is popular in the Internet.

After the annotation of this data (see section
2.1.4.) we found our predictions about the average
ambiguity of each dataset not to be completely ac-
curate. In Table 1 we see that the ECDL-06 average
ambiguity is indeed relatively low (except for the
documents for “Thomas Baker” standing as the most
ambiguous name in the whole training). Wikipedia
names have an average ambiguity of 23,14 entities

2We used the Yahoo! API from Yahoo! Search Web Ser-
vices (http://developer.yahoo.com/search/web/).
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Name entities documents discarded
Wikipedia names

John Kennedy 27 99 6
George Clinton 27 99 6
Michael Howard 32 99 8
Paul Collins 37 98 6
Tony Abbott 7 98 9
Alexander Macomb 21 100 14
David Lodge 11 100 9
Average 23,14 99,00 8,29

ECDL-06 Names
Edward Fox 16 100 36
Allan Hanbury 2 100 32
Donna Harman 7 98 6
Andrew Powell 19 98 48
Gregory Crane 4 99 17
Jane Hunter 15 99 59
Paul Clough 14 100 35
Thomas Baker 60 100 31
Christine Borgman 7 99 11
Anita Coleman 9 99 28
Average 15,30 99,20 30,30

WEB03 Corpus
Tim Whisler 10 33 8
Roy Tamashiro 5 23 6
Cynthia Voigt 1 405 314
Miranda Bollinger 2 2 0
Guy Dunbar 4 51 34
Todd Platts 2 239 144
Stacey Doughty 1 2 0
Young Dawkins 4 61 35
Luke Choi 13 20 6
Gregory Brennan 32 96 38
Ione Westover 1 4 0
Patrick Karlsson 10 24 8
Celeste Paquette 2 17 2
Elmo Hardy 3 55 15
Louis Sidoti 2 6 3
Alexander Markham 9 32 16
Helen Cawthorne 3 46 13
Dan Rhone 2 4 2
Maile Doyle 1 13 1
Alice Gilbreath 8 74 30
Sidney Shorter 3 4 0
Alfred Schroeder 35 112 58
Cathie Ely 1 2 0
Martin Nagel 14 55 31
Abby Watkins 13 124 35
Mary Lemanski 2 152 78
Gillian Symons 3 30 6
Pam Tetu 1 4 2
Guy Crider 2 2 0
Armando Valencia 16 79 20
Hannah Bassham 2 3 0
Charlotte Bergeron 5 21 8
Average 5,90 47,20 18,00
Global average 10,76 71,02 26,00

Table 1: Training Data

per name, which is higher than for the ECDL set.
The WEB03 Corpus has the lowest ambiguity (5,9
entities per name), for two reasons: first, randomly
picked names belong predominantly to the long tail
of unfrequent person names which, per se, have low
ambiguity. Being rare names implies that in average
there are fewer documents returned by the search en-
gine (47,20 per name), which also reduces the pos-
sibilities to find ambiguity.

2.1.3 Test data
For the test data we followed the same process

described for the training. In the name selection we
tried to maintain a similar distribution of ambigu-
ity degrees and scenario. For that reason we ran-
domly extracted 10 person names from the English
Wikipedia and another 10 names from participants
in the ACL-06 conference. In the case of the US cen-
sus names, we decided to focus on relatively com-
mon names, to avoid the problems explained above.

Unfortunately, after the annotation was finished
(once the submission deadline had expired), we
found a major increase in the ambiguity degrees (Ta-
ble 2) of all data sets. While we expected a raise in
the case of the US census names, the other two cases
just show that there is a high (and unpredictable)
variability, which would require much larger data
sets to have reliable population samples.

This has made the task particularly challenging
for participants, because naive learning strategies
(such as empirical adjustment of distance thresholds
to optimize standard clustering algorithms) might be
misleaded by the training set.

2.1.4 Annotation
The annotation of the data was performed sepa-

rately in each set of documents related to an ambigu-
ous name. Given this set of approximately 100 doc-
uments that mention the ambiguous name, the an-
notation consisted in the manual clustering of each
document according to the actual entity that is re-
ferred on it.

When non person entities were found (for in-
stance, organization or places named after a person)
the annotation was performed without any special
rule. Generally, the annotator browses documents
following the original ranking in the search results;
after reading a document he will decide whether the
mentions of the ambiguous name refer to a new en-
tity or to a entity previously identified. We asked
the annotators to concentrate first on mentions that
strictly contained the search string, and then to pay
attention to the co-referent variations of the name.
For instance “John Edward Fox” or “Edward Fox
Smith” would be valid mentions. “Edward J. Fox”,
however, breaks the original search string, and we
do not get into name variation detection, so it will
be considered valid only if it is co-referent to a valid
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Name entities documents discarded
Wikipedia names

Arthur Morgan 19 100 52
James Morehead 48 100 11
James Davidson 59 98 16
Patrick Killen 25 96 4
William Dickson 91 100 8
George Foster 42 99 11
James Hamilton 81 100 15
John Nelson 55 100 25
Thomas Fraser 73 100 13
Thomas Kirk 72 100 20
Average 56,50 99,30 17,50

ACL06 Names
Dekang Lin 1 99 0
Chris Brockett 19 98 5
James Curran 63 99 9
Mark Johnson 70 99 7
Jerry Hobbs 15 99 7
Frank Keller 28 100 20
Leon Barrett 33 98 9
Robert Moore 38 98 28
Sharon Goldwater 2 97 4
Stephen Clark 41 97 39
Average 31,00 98,40 12,80

US Census Names
Alvin Cooper 43 99 9
Harry Hughes 39 98 9
Jonathan Brooks 83 97 8
Jude Brown 32 100 39
Karen Peterson 64 100 16
Marcy Jackson 51 100 5
Martha Edwards 82 100 9
Neil Clark 21 99 7
Stephan Johnson 36 100 20
Violet Howard 52 98 27
Average 50,30 99,10 14,90
Global average 45,93 98,93 15,07

Table 2: Test Data

mention.
In order to perform the clustering, the annotator

was asked to pay attention to objective facts (bi-
ographical dates, related names, occupations, etc.)
and to be conservative when making decisions. The
final result is a complete clustering of the docu-
ments, where each cluster contains the documents
that refer to a particular entity. Following the pre-
vious example, in documents for the name “Edward
Fox” the annotator found 16 different entities with
that name. Note that there is no a priori knowledge
about the number of entities that will be discovered
in a document set. This makes the task specially
difficult when there are many different entities and
a high volume of scattered biographical information
to take into account.

In cases where the document does not offer
enough information to decide whether it belongs to
a cluster or is a new entity, it is discarded from the
evaluation process (not from the dataset). Another
common reason for discarding documents was the
absence of the person name in the document, usu-

ally due to a mismatch between the search engine
cache and the downloaded URL.

We found that, in many cases, different entities
were mentioned using the ambiguous name within a
single document. This was the case when a doc-
ument mentions relatives with names that contain
the ambiguous string (for instance “Edward Fox”
and “Edward Fox Jr.”). Another common case of
intra-document ambiguity is that of pages contain-
ing database search results, such as book lists from
Amazon, actors from IMDB, etc. A similar case is
that of pages that explicitly analyze the ambiguity of
a person name (Wikipedia “disambiguation” pages).
The way this situation was handled, in terms of the
annotation, was to assign each document to as many
clusters as entities were referred to on it with the
ambiguous name.

2.2 Evaluation measures
Evaluation was performed in each document set
(web pages mentioning an ambiguous person name)
of the data distributed as test. The human annotation
was used as the gold standard for the evaluation.

Each system was evaluated using the standard pu-
rity and inverse purity clustering measures Purity is
related to the precision measure, well known in In-
formation Retrieval. This measure focuses on the
frequency of the most common category in each
cluster, and rewards the clustering solutions that in-
troduce less noise in each cluster. Being C the set
of clusters to be evaluated, L the set of categories
(manually annotated) and n the number of clustered
elements, purity is computed by taking the weighted
average of maximal precision values:

Purity =
∑

i

|Ci|
n

max Precision(Ci, Lj)

where the precision of a cluster Ci for a given cat-
egory Lj is defined as:

Precision(Ci, Lj) =
|Ci

⋂
Lj |

|Ci|
Inverse Purity focuses on the cluster with maxi-

mum recall for each category, rewarding the clus-
tering solutions that gathers more elements of each
category in a corresponding single cluster. Inverse
Purity is defined as:
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Inverse Purity =
∑

i

|Li|
n

max Precision(Li, Cj)

For the final ranking of systems we used the har-
monic mean of purity and inverse purity Fα=0,5 . The
F measure is defined as follows:

F =
1

α 1
Purity + (1− α) 1

Inverse Purity

Fα=0,2 is included as an additional measure giv-
ing more importance to the inverse purity aspect.
The rationale is that, for a search engine user, it
should be easier to discard a few incorrect web
pages in a cluster containing all the information
needed, than having to collect the relevant infor-
mation across many different clusters. Therefore,
achieving a high inverse purity should be rewarded
more than having high purity.

2.3 Baselines
Two simple baseline approaches were applied to the
test data. The ALL-IN-ONE baseline provides a
clustering solution where all the documents are as-
signed to a single cluster. This has the effect of al-
ways achieving the highest score in the inverse pu-
rity measure, because all classes have their docu-
ments in a single cluster. On the other hand, the
purity measure will be equal to the precision of the
predominant class in that single cluster. The ONE-
IN-ONE baseline gives another extreme clustering
solution, where every document is assigned to a dif-
ferent cluster. In this case purity always gives its
maximum value, while inverse purity will decrease
with larger classes.

2.4 Campaign design
The schedule for the evaluation campaign was set by
the SemEval organisation as follows: (i) release task
description and trial data set; (ii) release of training
and test; (iii) participants send their answers to the
task organizers; (iv) the task organizers evaluate the
answers and send the results.

The task description and the initial trial data set
were publicly released before the start of the official
evaluation.

The official evaluation period started with the si-
multaneous release of both training and test data, to-
gether with a scoring script with the main evaluation
measures to be used. This period spanned five weeks
in which teams were allowed to register and down-
load the data. During that period, results for a given
task had to be submitted no later than 21 days af-
ter downloading the training data and no later than 7
days after downloading the test data. Only one sub-
mission per team was allowed.

Training data included the downloaded web
pages, their associated metadata and the human clus-
tering of each document set, providing a develop-
ment test-bed for the participant’s systems. We also
specified the source of each ambiguous name in the
training data (Wikipedia, ECDL conference and US
Census). Test data only included the downloaded
web pages and their metadata. This section of the
corpus was used for the systems evaluation. Partici-
pants were required to send a clustering for each test
document set.

Finally, after the evaluation period was finished
and all the participants sent their data, the task orga-
nizers sent the evaluation for the test data.

3 Results of the evaluation campaign

29 teams expressed their interest in the task; this
number exceeded our expectations for this pilot ex-
perience, and confirms the potential interest of the
research community in this highly practical prob-
lem. Out of them, 16 teams submitted results within
the deadline; their results are reported below.

3.1 Results and discussion
Table 3 presents the macro-averaged results ob-
tained by the sixteen systems plus the two baselines
on the test data. We found macro-average 3 prefer-
able to micro-average 4 because it has a clear inter-
pretation: if the evaluation measure is F, then we
should calculate F for every test case (person name)
and then average over all trials. The interpretation
of micro-average F is less clear.

The systems are ranked according to the scores
obtained with the harmonic mean measure Fα=0,5 of

3Macro-average F consists of computing F for every test set
(person name) and then averaging over all test sets.

4Micro-average F consists of computing the average P and
IP (over all test sets) and then calculating F with these figures.
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Macro-averaged Scores
F-measures

rank team-id α =,5 α =,2 Pur Inv Pur
1 CU COMSEM ,78 ,83 ,72 ,88
2 IRST-BP ,75 ,77 ,75 ,80
3 PSNUS ,75 ,78 ,73 ,82
4 UVA ,67 ,62 ,81 ,60
5 SHEF ,66 ,73 ,60 ,82
6 FICO ,64 ,76 ,53 ,90
7 UNN ,62 ,67 ,60 ,73
8 ONE-IN-ONE ,61 ,52 1,00 ,47
9 AUG ,60 ,73 ,50 ,88
10 SWAT-IV ,58 ,64 ,55 ,71
11 UA-ZSA ,58 ,60 ,58 ,64
12 TITPI ,57 ,71 ,45 ,89
13 JHU1-13 ,53 ,65 ,45 ,82
14 DFKI2 ,50 ,63 ,39 ,83
15 WIT ,49 ,66 ,36 ,93
16 UC3M 13 ,48 ,66 ,35 ,95
17 UBC-AS ,40 ,55 ,30 ,91
18 ALL-IN-ONE ,40 ,58 ,29 1,00

Table 3: Team ranking

purity and inverse purity. Considering only the par-
ticipant systems, the average value for the ranking
measure was 0, 60 and its standard deviation 0, 11.

Results with Fα=0,2 are not substantially different
(except for the two baselines, which roughly swap
positions). There are some ranking swaps, but gen-
erally only within close pairs.

The good performance of the ONE-IN-ONE base-
line system is indicative of the abundance of single-
ton entities (entities represented by only one doc-
ument). This situation increases the inverse purity
score for this system giving a harmonic measure
higher than the expected.

4 Conclusions

The WEPS task ended with considerable success in
terms of participation, and we believe that a careful
analysis of the contributions made by participants
(which is not possible at the time of writing this re-
port) will be an interesting reference for future re-
search. In addition, all the collected and annotated
dataset will be publicly available 5 as a benchmark
for Web People Search systems.

At the same time, it is clear that building a re-
liable test-bed for the task is not simple. First of
all, the variability across test cases is large and un-
predictable, and a system that works well with the

5http://nlp.uned.es/weps

names in our test bed may not be reliable in practi-
cal, open search situations. Partly because of that,
our test-bed happened to be unintentionally chal-
lenging for systems, with a large difference be-
tween the average ambiguity in the training and test
datasets. Secondly, it is probably necessary to think
about specific evaluation measures beyond standard
clustering metrics such as purity and inverse purity,
which are not tailored to the task and do not be-
have well when multiple classification is allowed.
We hope to address these problems in a forthcom-
ing edition of the WEPS task.
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Abstract

The “Affective Text” task focuses on the
classification of emotions and valence (pos-
itive/negative polarity) in news headlines,
and is meant as an exploration of the connec-
tion between emotions and lexical seman-
tics. In this paper, we describe the data set
used in the evaluation and the results ob-
tained by the participating systems.

1 Introduction

All words can potentially convey affective mean-
ing. Every word, even those apparently neutral, can
evoke pleasant or painful experiences due to their
semantic relation with emotional concepts or cate-
gories. Some words have emotional meaning with
respect to an individual story, while for many others
the affective power is part of the collective imagina-
tion (e.g., words such as “mum”, “ghost”, “war”).

The automatic detection of emotion in texts is
becoming increasingly important from an applica-
tive point of view. Consider for example the tasks
of opinion mining and market analysis, affective
computing, or natural language interfaces such as
e-learning environments or educational/edutainment
games. Possible beneficial effects of emotions on
memory and attention of the users, and in general on
fostering their creativity are also well-known in the
field of psychology.

For instance, the following represent examples
of applicative scenarios in which affective analysis
would give valuable and interesting contributions:

Sentiment Analysis. Text categorization according
to affective relevance, opinion exploration for

market analysis, etc. are just some exam-
ples of application of these techniques. While
positive/negative valence annotation is an ac-
tive field of sentiment analysis, we believe that
a fine-grained emotion annotation would in-
crease the effectiveness of these applications.

Computer Assisted Creativity. The automated
generation of evaluative expressions with
a bias on some polarity orientation are a
key component for automatic personalized
advertisement and persuasive communication.

Verbal Expressivity in Human Computer Interaction.
Future human-computer interaction, accord-
ing to a widespread view, will emphasize
naturalness and effectiveness and hence the
incorporation of models of possibly many hu-
man cognitive capabilities, including affective
analysis and generation. For example, emo-
tion expression by synthetic characters (e.g.,
embodied conversational agents) is considered
now a key element for their believability.
Affective words selection and understanding is
crucial for realizing appropriate and expressive
conversations.

The “Affective Text” task was intended as an ex-
ploration of the connection between lexical seman-
tics and emotions, and an evaluation of various au-
tomatic approaches to emotion recognition.

The task is not easy. Indeed, as (Ortony et
al., 1987) indicates, besides words directly refer-
ring to emotional states (e.g., “fear”, “cheerful”) and
for which an appropriate lexicon would help, there
are words that act only as an indirect reference to
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emotions depending on the context (e.g. “monster”,
“ghost”). We can call the formerdirect affective
wordsand the latterindirect affective words(Strap-
parava et al., 2006).

2 Task Definition

We proposed to focus on the emotion classification
of news headlines extracted from news web sites.
Headlines typically consist of a few words and are
often written by creative people with the intention
to “provoke” emotions, and consequently to attract
the readers’ attention. These characteristics make
this type of text particularly suitable for use in an
automatic emotion recognition setting, as the affec-
tive/emotional features (if present) are guaranteed to
appear in these short sentences.

The structure of the task was as follows:

Corpus: News titles, extracted from news web sites
(such as Google news, CNN) and/or newspa-
pers. In the case of web sites, we can easily
collect a few thousand titles in a short amount
of time.

Objective: Provided a set of predefined six emotion
labels (i.e., Anger, Disgust, Fear, Joy, Sadness,
Surprise), classify the titles with the appropri-
ate emotion label and/or with a valence indica-
tion (positive/negative).

The emotion labeling and valence classification
were seen as independent tasks, and thus a team was
able to participate in one or both tasks. The task
was carried out in an unsupervised setting, and con-
sequently no training was provided. The reason be-
hind this decision is that we wanted to emphasize the
study of emotion lexical semantics, and avoid bias-
ing the participants toward simple “text categoriza-
tion” approaches. Nonetheless supervised systems
were not precluded from participation, and in such
cases the teams were allowed to create their own su-
pervised training sets.

Participants were free to use any resources they
wanted. We provided a set words extracted from
WordNet Affect (Strapparava and Valitutti, 2004),
relevant to the six emotions of interest. However,
the use of this list was entirely optional.

2.1 Data Set

The data set consisted of news headlines drawn from
major newspapers such as New York Times, CNN,
and BBC News, as well as from the Google News
search engine. We decided to focus our attention on
headlines for two main reasons. First, news have
typically a high load of emotional content, as they
describe major national or worldwide events, and are
written in a style meant to attract the attention of the
readers. Second, the structure of headlines was ap-
propriate for our goal of conducting sentence-level
annotations of emotions.

Two data sets were made available: a develop-
ment data set consisting of 250 annotated headlines,
and a test data set with 1,000 annotated headlines.

2.2 Data Annotation

To perform the annotations, we developed a Web-
based annotation interface that displayed one head-
line at a time, together with six slide bars for emo-
tions and one slide bar for valence. The interval for
the emotion annotations was set to[0, 100], where 0
means the emotion is missing from the given head-
line, and 100 represents maximum emotional load.
The interval for the valence annotations was set to
[−100, 100], where 0 represents a neutral headline,
−100 represents a highly negative headline, and100
corresponds to a highly positive headline.

Unlike previous annotations of sentiment or sub-
jectivity (Wiebe et al., 2005; Pang and Lee, 2004),
which typically relied on binary0/1 annotations, we
decided to use a finer-grained scale, hence allow-
ing the annotators to select different degrees of emo-
tional load.

The test data set was independently labeled by six
annotators. The annotators were instructed to select
the appropriate emotions for each headline based on
the presence of words or phrases with emotional
content, as well as the overall feeling invoked by
the headline. Annotation examples were also pro-
vided, including examples of headlines bearing two
or more emotions to illustrate the case where sev-
eral emotions were jointly applicable. Finally, the
annotators were encouraged to follow their “first in-
tuition,” and to use the full-range of the annotation
scale bars.
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2.3 Inter-Annotator Agreement

We conducted inter-tagger agreement studies for
each of the six emotions and for the valence an-
notations. The agreement evaluations were carried
out using the Pearson correlation measure, and are
shown in Table 1. To measure the agreement among
the six annotators, we first measured the agreement
between each annotator and the average of the re-
maining five annotators, followed by an average
over the six resulting agreement figures.

EMOTIONS

Anger 49.55
Disgust 44.51
Fear 63.81
Joy 59.91
Sadness 68.19
Surprise 36.07

VALENCE

Valence 78.01

Table 1: Pearson correlation for inter-annotator
agreement

2.4 Fine-grained and Coarse-grained
Evaluations

Fine-grained evaluations were conducted using the
Pearson measure of correlation between the system
scores and the gold standard scores, averaged over
all the headlines in the data set.

We have also run a coarse-grained evaluation,
where each emotion was mapped to a 0/1 classifica-
tion (0 = [0,50), 1 = [50,100]), and each valence was
mapped to a -1/0/1 classification (-1 = [-100,-50],
0 = (-50,50), 1 = [50,100]). For the coarse-grained
evaluations, we calculated accuracy, precision, and
recall. Note that the accuracy is calculated with re-
spect to all the possible classes, and thus it can be
artificially high in the case of unbalanced datasets
(as some of the emotions are, due to the high num-
ber of neutral headlines). Instead, the precision and
recall figures exclude the neutral annotations.

3 Participating Systems

Five teams have participated in the task, with five
systems for valence classification and three systems
for emotion labeling. The following represents a
short description of the systems.

UPAR7: This is a rule-based system using a lin-
guistic approach. A first pass through the data “un-
capitalizes” common words in the news title. The
system then used the Stanford syntactic parser on
the modified title, and tried to identify what is being
said about the main subject by exploiting the depen-
dency graph obtained from the parser.

Each word was first rated separately for each emo-
tion (the six emotions plus Compassion) and for va-
lence. Next, the main subject rating was boosted.
Contrasts and accentuations between “good” or
“bad” were detected, making it possible to identify
surprising good or bad news. The system also takes
into account: human will (as opposed to illness or
natural disasters); negation and modals; high-tech
context; celebrities.

The lexical resource used was a combination
of SentiWordNet (Esuli and Sebastiani, 2006) and
WordNetAffect (Strapparava and Valitutti, 2004),
which were semi-automatically enriched on the ba-
sis of the original trial data.

SICS: The SICS team used a very simple ap-
proach for valence annotation based on a word-space
model and a set of seed words. The idea was to cre-
ate two points in a high-dimensional word space -
one representing positive valence, the other repre-
senting negative valence - and then projecting each
headline into this space, choosing the valence whose
point was closer to the headline.

The word space was produced from a lemmatized
and stop list filtered version of the LA times cor-
pus (consisting of documents from 1994, released
for experimentation in the Cross Language Eval-
uation Forum (CLEF)) using documents as con-
texts and standard TFIDF weighting of frequencies.
No dimensionality reduction was used, resulting in
a 220,220-dimensional word space containing pre-
dominantly syntagmatic relations between words.
Valence vectors were created in this space by sum-
ming the context vectors of a set of manually se-
lected seed words (8 positive and 8 negative words).

For each headline in the test data, stop words and
words with frequency above 10,000 in the LA times
corpus were removed. The context vectors of the re-
maining words were then summed, and the cosine of
the angles between the summed vector and each of
the valence vectors were computed, and the head-
line was ascribed the valence value (computed as
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[cosine * 100 + 50]) of the closest valence vector
(headlines that were closer to the negative valence
vector were assigned a negative valence value). In
11 cases, a value of -0.0 was ascribed either because
no words were left in the headline after frequency
and stop word filtering, or because none of the re-
maining words occurred in the LA times corpus and
thus did not have any context vector.

CLaC: This team submitted two systems to the
competition: an unsupervised knowledge-based sys-
tem (ClaC) and a supervised corpus-based system
(CLaC-NB). Both systems were used for assigning
positive/negative and neutral valence to headlines on
the scale [-100,100].

CLaC: The CLaC system relies on a knowledge-
based domain-independent unsupervised approach
to headline valence detection and scoring. The
system uses three main kinds of knowledge: a
list of sentiment-bearing words, a list of valence
shifters and a set of rules that define the scope and
the result of the combination of sentiment-bearing
words and valence shifters. The unigrams used for
sentence/headline classification were learned from
WordNet dictionary entries. In order to take advan-
tage of the special properties of WordNet glosses
and relations, we developed a system that used the
list of human-annotated adjectives from (Hatzivas-
siloglou and McKeown, 1997) as a seed list and
learned additional unigrams from WordNet synsets
and glosses. The list was then expanded by adding
to it all the words annotated with Positive or Neg-
ative tags in the General Inquirer. Each unigram in
the resulting list had the degree of membership in the
category of positive or negative sentiment assigned
to it using the fuzzy Net Overlap Score method de-
scribed in the team’s earlier work (Andreevskaia and
Bergler, 2006). Only words with fuzzy member-
ship score not equal to zero were retained in the
list. The resulting list contained 10,809 sentiment-
bearing words of different parts of speech.

The fuzzy Net Overlap Score counts were com-
plemented with the capability to discern and take
into account some relevant elements of syntactic
structure of the sentences. Two components were
added to the system to enable this capability: (1)
valence shifter handling rules and (2) parse tree
analysis. The list of valence shifters was a com-
bination of a list of common English negations

and a subset of the list of automatically obtained
words with increase/decrease semantics, comple-
mented with manual annotation. The full list con-
sists of 450 words and expressions. Each entry in
the list of valence shifters has an action and scope
associated with it, which are used by special han-
dling rules that enable the system to identify such
words and phrases in the text and take them into ac-
count in sentence sentiment determination. In order
to correctly determine the scope of valence shifters
in a sentence, the system used a parse tree analysis
using MiniPar.

As a result of this processing, every headline re-
ceived a system score assigned based on the com-
bined fuzzy Net Overlap Score of its constituents.
This score was then mapped into the [-100 to 100]
scale as required by the task.

CLaC-NB: In order to assess the performance of
basic Machine Learning techniques on headlines,
a second system ClaC-NB was also implemented.
This system used a Naı̈ve Bayes classifier in order to
assign valence to headlines. It was trained on a small
corpus composed of the development corpus of 250
headlines provided for this competition, plus an ad-
ditional 200 headlines manually annotated and 400
positive and negative news sentences. The probabil-
ities assigned by the classifier were mapped to the [-
100, 100] scale as follows: all negative headlines re-
ceived the score of -100, all positive headlines were
assigned the score of +100, and the neutral headlines
obtained the score of 0.

UA: In order to determine the kind and the amount
of emotions in a headline, statistics were gathered
from three different web Search Engines: MyWay,
AlltheWeb and Yahoo. This information was used to
observe the distribution of the nouns, the verbs, the
adverbs and the adjectives extracted from the head-
line and the different emotions.

The emotion scores were obtained through Point-
wise Mutual Information (PMI). First, the number
of documents obtained from the three web search
engines using a query that contains all the headline
words and an emotion (the words occur in an inde-
pendent proximity across the web documents) was
divided by the number of documents containing only
an emotion and the number of documents containing
all the headline words. Second, an associative score
between each content word and an emotion was es-
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timated and used to weight the final PMI score. The
obtained results were normalized in the 0-100 range.

SWAT: SWAT is a supervised system using an u-
nigram model trained to annotate emotional content.
Synonym expansion on the emotion label words was
also performed, using the Roget Thesaurus. In addi-
tion to the development data provided by the task
organizers, the SWAT team annotated an additional
set of 1000 headlines, which was used for training.

Fine Coarse
r Acc. Prec. Rec. F1

CLaC 47.70 55.10 61.42 9.20 16.00
UPAR7 36.96 55.00 57.54 8.78 15.24
SWAT 35.25 53.20 45.71 3.42 6.36
CLaC-NB 25.41 31.20 31.18 66.38 42.43
SICS 20.68 29.00 28.41 60.17 38.60

Table 2: System results for valence annotations

Fine Coarse
r Acc. Prec. Rec. F1

Anger
SWAT 24.51 92.10 12.00 5.00 7.06
UA 23.20 86.40 12.74 21.6 16.03
UPAR7 32.33 93.60 16.67 1.66 3.02

Disgust
SWAT 18.55 97.20 0.00 0.00 -
UA 16.21 97.30 0.00 0.00 -
UPAR7 12.85 95.30 0.00 0.00 -

Fear
SWAT 32.52 84.80 25.00 14.40 18.27
UA 23.15 75.30 16.23 26.27 20.06
UPAR7 44.92 87.90 33.33 2.54 4.72

Joy
SWAT 26.11 80.60 35.41 9.44 14.91
UA 2.35 81.80 40.00 2.22 4.21
UPAR7 22.49 82.20 54.54 6.66 11.87

Sadness
SWAT 38.98 87.70 32.50 11.92 17.44
UA 12.28 88.90 25.00 0.91 1.76
UPAR7 40.98 89.00 48.97 22.02 30.38

Surprise
SWAT 11.82 89.10 11.86 10.93 11.78
UA 7.75 84.60 13.70 16.56 15.00
UPAR7 16.71 88.60 12.12 1.25 2.27

Table 3: System results for emotion annotations

4 Results

Tables 2 and 3 show the results obtained by the par-
ticipating systems. The tables show both the fine-
grained Pearson correlation measure and the coarse-
grained accuracy, precision and recall figures.

While further analysis is still needed, the results
indicate that the task of emotion annotation is diffi-
cult. Although the Pearson correlation for the inter-
tagger agreement is not particularly high, the gap
between the results obtained by the systems and the
upper bound represented by the annotator agreement
suggests that there is room for future improvements.
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Abstract

The TempEval task proposes a simple way
to evaluate automatic extraction of temporal
relations. It avoids the pitfalls of evaluat-
ing a graph of inter-related labels by defin-
ing three sub tasks that allow pairwise eval-
uation of temporal relations. The task not
only allows straightforward evaluation, it
also avoids the complexities of full tempo-
ral parsing.

1 Introduction

Newspaper texts, narratives and other texts describe
events that occur in time and specify the temporal
location and order of these events. Text comprehen-
sion, amongst other capabilities, clearly requires the
capability to identify the events described in a text
and locate these in time. This capability is crucial to
a wide range of NLP applications, from document
summarization and question answering to machine
translation.

Recent work on the annotation of events and tem-
poral relations has resulted in both a de-facto stan-
dard for expressing these relations and a hand-built
gold standard of annotated texts. TimeML (Puste-
jovsky et al., 2003a) is an emerging ISO standard
for annotation of events, temporal expressions and
the anchoring and ordering relations between them.
TimeBank (Pustejovsky et al., 2003b; Boguraev et
al., forthcoming) was originally conceived of as a
proof of concept that illustrates the TimeML lan-
guage, but has since gone through several rounds of
revisions and can now be considered a gold standard

for temporal information. TimeML and TimeBank
have already been used as the basis for automatic
time, event and temporal relation annotation tasks in
a number of research projects in recent years (Mani
et al., 2006; Boguraev et al., forthcoming).

An open evaluation challenge in the area of tem-
poral annotation should serve to drive research for-
ward, as it has in other areas of NLP. The auto-
matic identification of all temporal referring expres-
sions, events and temporal relations within a text is
the ultimate aim of research in this area. However,
addressing this aim in a first evaluation challenge
was judged to be too difficult, both for organizers
and participants, and a staged approach was deemed
more effective. Thus we here present an initial eval-
uation exercise based on three limited tasks that we
believe are realistic both from the perspective of as-
sembling resources for development and testing and
from the perspective of developing systems capable
of addressing the tasks. They are also tasks, which
should they be performable automatically, have ap-
plication potential.

2 Task Description

The tasks as originally proposed were modified
slightly during the course of resource development
for the evaluation exercise due to constraints on data
and annotator availability. In the following we de-
scribe the tasks as they were ultimately realized in
the evaluation.

There were three tasks – A, B and C. For all
three tasks the data provided for testing and train-
ing includes annotations identifying: (1) sentence
boundaries; (2) all temporal referring expression as
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specified by TIMEX3; (3) all events as specified
in TimeML; (4) selected instances of temporal re-
lations, as relevant to the given task. For tasks A and
B a restricted set of event terms were identified –
those whose stems occurred twenty times or more in
TimeBank. This set is referred to as the Event Target
List or ETL.

TASK A This task addresses only the temporal re-
lations holding between time and event expressions
that occur within the same sentence. Furthermore
only event expressions that occur within the ETL are
considered. In the training and test data, TLINK an-
notations for these temporal relations are provided,
the difference being that in the test data the relation
type is withheld. The task is to supply this label.

TASK B This task addresses only the temporal
relations holding between the Document Creation
Time (DCT) and event expressions. Again only
event expressions that occur within the ETL are con-
sidered. As in Task A, TLINK annotations for these
temporal relations are provided in both training and
test data, and again the relation type is withheld in
the test data and the task is to supply this label.

TASK C Task C relies upon the idea of their being
a main event within a sentence, typically the syn-
tactically dominant verb. The aim is to assign the
temporal relation between the main events of adja-
cent sentences. In both training and test data the
main events are identified (via an attribute in the
event annotation) and TLINKs between these main
events are supplied. As for Tasks A and B, the task
here is to supply the correct relation label for these
TLINKs.

3 Data Description and Data Preparation

The TempEval annotation language is a simplified
version of TimeML 1. For TempEval, we use the fol-
lowing five tags: TempEval, s, TIMEX3, EVENT,
and TLINK. TempEval is the document root and s
marks sentence boundaries. All sentence tags in the
TempEval data are automatically created using the
Alembic Natural Language processing tools. The
other three tags are discussed here in more detail:

1See http://www.timeml.org for language specifica-
tions and annotation guidelines

• TIMEX3. Tags the time expressions in the text.
It is identical to the TIMEX3 tag in TimeML.
See the TimeML specifications and guidelines
for further details on this tag and its attributes.
Each document has one special TIMEX3 tag,
the Document Creation Time, which is inter-
preted as an interval that spans a whole day.

• EVENT. Tags the event expressions in the text.
The interpretation of what an event is is taken
from TimeML where an event is a cover term
for predicates describing situations that happen
or occur as well as some, but not all, stative
predicates. Events can be denoted by verbs,
nouns or adjectives. The TempEval event an-
notation scheme is somewhat simpler than that
used in TimeML, whose complexity was de-
signed to handle event expressions that intro-
duced multiple event instances (consider, e.g.
He taught on Wednesday and Friday). This
complication was not necessary for the Tem-
pEval data. The most salient attributes encode
tense, aspect, modality and polarity informa-
tion. For TempEval task C, one extra attribute
is added: mainevent, with possible values
YES and NO.

• TLINK. This is a simplified version of the
TimeML TLINK tag. The relation types for the
TimeML version form a fine-grained set based
on James Allen’s interval logic (Allen, 1983).
For TempEval, we use only six relation types
including the three core relations BEFORE, AF-
TER, and OVERLAP, the two less specific re-
lations BEFORE-OR-OVERLAP and OVERLAP-
OR-AFTER for ambiguous cases, and finally the
relation VAGUE for those cases where no partic-
ular relation can be established.

As stated above the TLINKs of concern for each
task are explicitly included in the training and in the
test data. However, in the latter the relType at-
tribute of each TLINK is set to UNKNOWN. For each
task the system must replace the UNKNOWN values
with one of the six allowed values listed above.

The EVENT and TIMEX3 annotations were taken
verbatim from TimeBank version 1.2.2 The annota-

2TimeBank 1.2 is available for free through the Linguistic
Data Consortium, see http://www.timeml.org for more
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tion procedure for TLINK tags involved dual anno-
tation by seven annotators using a web-based anno-
tation interface. After this phase, three experienced
annotators looked at all occurrences where two an-
notators differed as to what relation type to select
and decided on the best option. For task C, there
was an extra annotation phase where the main events
were marked up. Main events are those events that
are syntactically dominant in the sentences.

It should be noted that annotation of temporal re-
lations is not an easy task for humans due to ram-
pant temporal vagueness in natural language. As a
result, inter-annotator agreement scores are well be-
low the often kicked-around threshold of 90%, both
for the TimeML relation set as well as the TempEval
relation set. For TimeML temporal links, an inter-
annotator agreement of 0.77 was reported, where
agreement was measured by the average of preci-
sion and recall. The numbers for TempEval are even
lower, with an agreement of 0.72 for anchorings of
events to times (tasks A and B) and an agreement of
0.65 for event orderings (task C). Obviously, num-
bers like this temper the expectations for automatic
temporal linking.

The lower number for TempEval came a bit as
a surprise because, after all, there were fewer rela-
tions to choose form. However, the TempEval an-
notation task is different in the sense that it did not
give the annotator the option to ignore certain pairs
of events and made it therefore impossible to skip
hard-to-classify temporal relations.

4 Evaluating Temporal Relations

In full temporal annotation, evaluation of temporal
annotation runs into the same issues as evaluation of
anaphora chains: simple pairwise comparisons may
not be the best way to evaluate. In temporal annota-
tion, for example, one may wonder how the response
in (1) should be evaluated given the key in (2).

(1) {A before B, A before C, B equals C}
(2) {A after B, A after C, B equals C}

Scoring (1) at 0.33 precision misses the interde-
pendence between the temporal relations. What we
need to compare is not individual judgements but
two partial orders.

details.

For TempEval however, the tasks are defined in
a such a way that a simple pairwise comparison is
possible since we do not aim to create a full temporal
graph and judgements are made in isolation.

Recall that there are three basic temporal relations
(BEFORE, OVERLAP, and AFTER) as well as three
disjunctions over this set (BEFORE-OR-OVERLAP,
OVERLAP-OR-AFTER and VAGUE). The addition
of these disjunctions raises the question of how to
score a response of, for example, BEFORE given a
key of BEFORE-OR-OVERLAP. We use two scor-
ing schemes: strict and relaxed. The strict scoring
scheme only counts exact matches as success. For
example, if the key is OVERLAP and the response
BEFORE-OR-OVERLAP than this is counted as fail-
ure. We can use standard definitions of precision
and recall

Precision = Rc/R
Recall = Rc/K

where Rc is number of correct answers in the re-
sponse, R the total number of answers in the re-
sponse, and K the total number of answers in the
key. For the relaxed scoring scheme, precision and
recall are defined as

Precision = Rcw/R
Recall = Rcw/K

where Rcw reflects the weighted number of correct
answers. A response is not simply counted as 1 (cor-
rect) or 0 (incorrect), but is assigned one of the val-
ues in table 1.

B O A B-O O-A V
B 1 0 0 0.5 0 0.33
O 0 1 0 0.5 0.5 0.33
A 0 0 1 0 0.5 0.33
B-O 0.5 0.5 0 1 0.5 0.67
O-A 0 0.5 0.5 0.5 1 0.67
V 0.33 0.33 0.33 0.67 0.67 1

Table 1: Evaluation weights

This scheme gives partial credit for disjunctions,
but not so much that non-commitment edges out pre-
cise assignments. For example, assigning VAGUE as
the relation type for every temporal relation results
in a precision of 0.33.
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5 Participants

Six teams participated in the TempEval tasks. Three
of the teams used statistics exclusively, one used a
rule-based system and the other two employed a hy-
brid approach. This section gives a short description
of the participating systems.

CU-TMP trained three support vector machine
(SVM) models, one for each task. All models used
the gold-standard TimeBank features for events and
times as well as syntactic features derived from the
text. Additionally, the relation types obtained by
running the task B system on the training data for
Task A and Task C, were added as a feature to the
two latter systems. A subset of features was selected
using cross-validations on the training data, dis-
carding features whose removal improved the cross-
validation F-score. When applied to the test data,
the Task B system was run first in order to supply
the necessary features to the Task A and Task C sys-
tems.

LCC-TE automatically identifies temporal refer-
ring expressions, events and temporal relations in
text using a hybrid approach, leveraging various
NLP tools and linguistic resources at LCC. For tem-
poral expression labeling and normalization, they
used a syntactic pattern matching tool that deploys a
large set of hand-crafted finite state rules. For event
detection, they used a small set of heuristics as well
as a lexicon to determine whether or not a token is
an event, based on the lemma, part of speech and
WordNet senses. For temporal relation discovery,
LCC-TE used a large set of syntactic and semantic
features as input to a machine learning components.

NAIST-japan defined the temporal relation iden-
tification task as a sequence labeling model, in
which the target pairs – a TIMEX3 and an EVENT
– are linearly ordered in the document. For analyz-
ing the relative positions, they used features from
dependency trees which are obtained from a depen-
dency parser. The relative position between the tar-
get EVENT and a word in the target TIMEX3 is used
as a feature for a machine learning based relation
identifier. The relative positions between a word in
the target entities and another word are also intro-
duced.

The USFD system uses an off-the-shelf Machine
Learning suite(WEKA), treating the assignment of

temporal relations as a simple classification task.
The features used were the ones provided in the
TempEval data annotation together with a few fea-
tures straightforwardly computed from the docu-
ment without any deeper NLP analysis.

WVALI’s approach for discovering intra-
sentence temporal relations relies on sentence-level
syntactic tree generation, bottom-up propaga-
tion of the temporal relations between syntactic
constituents, a temporal reasoning mechanism
that relates the two targeted temporal entities to
their closest ancestor and then to each other, and
on conflict resolution heuristics. In establishing
the temporal relation between an event and the
Document Creation Time (DCT), the temporal ex-
pressions directly or indirectly linked to that event
are first analyzed and, if no relation is detected,
the temporal relation with the DCT is propagated
top-down in the syntactic tree. Inter-sentence tem-
poral relations are discovered by applying several
heuristics and by using statistical data extracted
from the training corpus.

XRCE-T used a rule-based system that relies on
a deep syntactic analyzer that was extended to treat
temporal expressions. Temporal processing is inte-
grated into a more generic tool, a general purpose
linguistic analyzer, and is thus a complement for a
better general purpose text understanding system.
Temporal analysis is intertwined with syntactico-
semantic text processing like deep syntactic analy-
sis and determination of thematic roles. TempEval-
specific treatment is performed in a post-processing
stage.

6 Results

The results for the six teams are presented in tables
2, 3, and 4.

team strict relaxed
P R F P R F

CU-TMP 0.61 0.61 0.61 0.63 0.63 0.63
LCC-TE 0.59 0.57 0.58 0.61 0.60 0.60
NAIST 0.61 0.61 0.61 0.63 0.63 0.63
USFD* 0.59 0.59 0.59 0.60 0.60 0.60
WVALI 0.62 0.62 0.62 0.64 0.64 0.64
XRCE-T 0.53 0.25 0.34 0.63 0.30 0.41
average 0.59 0.54 0.56 0.62 0.57 0.59
stddev 0.03 0.13 0.10 0.01 0.12 0.08

Table 2: Results for Task A
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team strict relaxed
P R F P R F

CU-TMP 0.75 0.75 0.75 0.76 0.76 0.76
LCC-TE 0.75 0.71 0.73 0.76 0.72 0.74
NAIST 0.75 0.75 0.75 0.76 0.76 0.76
USFD* 0.73 0.73 0.73 0.74 0.74 0.74
WVALI 0.80 0.80 0.80 0.81 0.81 0.81
XRCE-T 0.78 0.57 0.66 0.84 0.62 0.71
average 0.76 0.72 0.74 0.78 0.74 0.75
stddev 0.03 0.08 0.05 0.03 0.06 0.03

Table 3: Results for Task B

team strict relaxed
P R F P R F

CU-TMP 0.54 0.54 0.54 0.58 0.58 0.58
LCC-TE 0.55 0.55 0.55 0.58 0.58 0.58
NAIST 0.49 0.49 0.49 0.53 0.53 0.53
USFD* 0.54 0.54 0.54 0.57 0.57 0.57
WVALI 0.54 0.54 0.54 0.64 0.64 0.64
XRCE-T 0.42 0.42 0.42 0.58 0.58 0.58
average 0.51 0.51 0.51 0.58 0.58 0.58
stddev 0.05 0.05 0.05 0.04 0.04 0.04

Table 4: Results for Task C

All tables give precision, recall and f-measure for
both the strict and the relaxed scoring scheme, as
well as averages and standard deviation on the pre-
cision, recall and f-measure numbers. The entry for
USFD is starred because the system developers are
co-organizers of the TempEval task.3

For task A, the f-measure scores range from 0.34
to 0.62 for the strict scheme and from 0.41 to 0.63
for the relaxed scheme. For task B, the scores range
from 0.66 to 0.80 (strict) and 0.71 to 0.81 (relaxed).
Finally, task C scores range from 0.42 to 0.55 (strict)
and from 0.56 to 0.66 (relaxed).

The differences between the systems is not spec-
tacular. WVALI’s hybrid approach outperforms the
other systems in task B and, using relaxed scoring,
in task C as well. But for task A, the winners barely
edge out the rest of the field. Similarly, for task C
using strict scoring, there is no system that clearly
separates itself from the field.

It should be noted that for task A, and in lesser ex-
tent for task B, the XRCE-T system has recall scores
that are far below all other systems. This seems
mostly due to a choice by the developers to not as-
sign a temporal relation if the syntactic analyzer did
not find a clear syntactic relation between the two

3There was a strict separation between people assisting in
the annotation of the evaluation corpus and people involved in
system development.

elements that needed to be linked for the TempEval
task.

7 Conclusion: the Future of Temporal
Evaluation

The evaluation approach of TempEval avoids the in-
terdependencies that are inherent to a network of
temporal relations, where relations in one part of the
network may constrain relations in any other part of
the network. To accomplish that, TempEval delib-
erately focused on subtasks of the larger problem of
automatic temporal annotation.

One thing we may want to change to the present
TempEval is the definition of task A. Currently, it
instructs to temporally link all events in a sentence
to all time expressions in the same sentence. In the
future we may consider splitting this into two tasks,
where one subtask focuses on those anchorings that
are very local, like ”...White House spokesman Mar-
lin Fitzwater [said] [late yesterday] that...”. We ex-
pect both inter-annotator agreement and system per-
formance to be higher on this subtask.

There are two research avenues that loom beyond
the current TempEval: (1) definition of other sub-
tasks with the ultimate goal of establishing a hierar-
chy of subtasks ranked on performance of automatic
taggers, and (2) an approach to evaluate entire time-
lines.

Some other temporal linking tasks that can be
considered are ordering of consecutive events in a
sentence, ordering of events that occur in syntactic
subordination relations, ordering events in coordi-
nations, and temporal linking of reporting events to
the document creation time. Once enough temporal
links from all these subtasks are added to the en-
tire temporal graph, it becomes possible to let confi-
dence scores from the separate subtasks drive a con-
straint propagation algorithm as proposed in (Allen,
1983), in effect using high-precision relations to
constrain lower-precision relations elsewhere in the
graph.

With this more complete temporal annotation it
is no longer possible to simply evaluate the entire
graph by scoring pairwise comparisons. Instead
the entire timeline must be evaluated. Initial ideas
regarding this focus on transforming the temporal
graph of a document into a set of partial orders built
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around precedence and inclusion relations and then
evaluating each of these partial orders using some
kind of edit distance measure.4

We hope to have taken the first baby steps with
the three TempEval tasks.
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Abstract

This task tries to establish the relative qual-
ity of available semantic resources (derived
by manual or automatic means). The qual-
ity of each large-scale knowledge resource
is indirectly evaluated on a Word Sense Dis-
ambiguation task. In particular, we use
Senseval-3 and SemEval-2007 English Lex-
ical Sample tasks as evaluation bechmarks
to evaluate the relative quality of each re-
source. Furthermore, trying to be as neu-
tral as possible with respect the knowledge
bases studied, we apply systematically the
same disambiguation method to all the re-
sources. A completely different behaviour is
observed on both lexical data sets (Senseval-
3 and SemEval-2007).

1 Introduction

Using large-scale knowledge bases, such as Word-
Net (Fellbaum, 1998), has become a usual, often
necessary, practice for most current Natural Lan-
guage Processing (NLP) systems. Even now, build-
ing large and rich enough knowledge bases for
broad–coverage semantic processing takes a great
deal of expensive manual effort involving large re-
search groups during long periods of development.
In fact, dozens of person-years have been invested in
the development of wordnets for various languages
(Vossen, 1998). For example, in more than ten years
of manual construction (from version 1.5 to 2.1),
WordNet passed from 103,445 semantic relations to

245,509 semantic relations1. That is, around one
thousand new relations per month. But this data
does not seems to be rich enough to support ad-
vanced concept-based NLP applications directly. It
seems that applications will not scale up to work-
ing in open domains without more detailed and rich
general-purpose (and also domain-specific) seman-
tic knowledge built by automatic means.

Fortunately, during the last years, the research
community has devised a large set of innovative
methods and tools for large-scale automatic acqui-
sition of lexical knowledge from structured and un-
structured corpora. Among others we can men-
tion eXtended WordNet (Mihalcea and Moldovan,
2001), large collections of semantic preferences ac-
quired from SemCor (Agirre and Martinez, 2001;
Agirre and Martinez, 2002) or acquired from British
National Corpus (BNC) (McCarthy, 2001), large-
scale Topic Signatures for each synset acquired from
the web (Agirre and de la Calle, 2004) or acquired
from the BNC (Cuadros et al., 2005). Obviously,
these semantic resources have been acquired using a
very different set of methods, tools and corpora, re-
sulting on a different set of new semantic relations
between synsets (or between synsets and words).

Many international research groups are working
on knowledge-based WSD using a wide range of ap-
proaches (Mihalcea, 2006). However, less attention
has been devoted on analysing the quality of each
semantic resource. In fact, each resource presents
different volume and accuracy figures (Cuadros et
al., 2006).

In this paper, we evaluate those resources on the

1Symmetric relations are counted only once.
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SemEval-2007 English Lexical Sample task. For
comparison purposes, we also include the results of
the same resources on the Senseval-3 English Lex-
ical sample task. In both cases, we used only the
nominal part of both data sets and we also included
some basic baselines.

2 Evaluation Framework

In order to compare the knowledge resources, all the
resources are evaluated as Topic Signatures (TS).
That is, word vectors with weights associated to a
particular synset. Normally, these word vectors are
obtained by collecting from the resource under study
the word senses appearing as direct relatives. This
simple representation tries to be as neutral as possi-
ble with respect to the resources studied.

A common WSD method has been applied to
all knowledge resources on the test examples of
Senseval-3 and SemEval-2007 English lexical sam-
ple tasks. A simple word overlapping counting is
performed between the Topic Signature and the test
example. The synset having higher overlapping
word counts is selected. In fact, this is a very sim-
ple WSD method which only considers the topical
information around the word to be disambiguated.
Finally, we should remark that the results are not
skewed (for instance, for resolving ties) by the most
frequent sense in WN or any other statistically pre-
dicted knowledge.

As an example, table 1 shows a test example of
SemEval-2007 corresponding to the first sense of the
noun capital. In bold there are the words that appear
in its corresponding Topic Signature acquired from
the web.

Note that although there are several important
related words, the WSD process implements ex-
act word form matching (no preprocessing is per-
formed).

2.1 Basic Baselines

We have designed a number of basic baselines in
order to establish a complete evaluation framework
for comparing the performance of each semantic re-
source on the English WSD tasks.

RANDOM : For each target word, this method se-
lects a random sense. This baseline can be consid-
ered as a lower-bound.

Baselines P R F1
TRAIN 65.1 65.1 65.1
TRAIN-MFS 54.5 54.5 54.5
WN-MFS 53.0 53.0 53.0
SEMCOR-MFS 49.0 49.1 49.0
RANDOM 19.1 19.1 19.1

Table 2: P, R and F1 results for English Lexical Sam-
ple Baselines of Senseval-3

SemCor MFS (SEMCOR-MFS): This method
selects the most frequent sense of the target word
in SemCor.

WordNet MFS (WN-MFS) : This method selects
the first sense in WN1.6 of the target word.

TRAIN-MFS : This method selects the most fre-
quent sense in the training corpus of the target word.

Train Topic Signatures (TRAIN) : This baseline
uses the training corpus to directly build a Topic Sig-
nature using TFIDF measure for each word sense.
Note that this baseline can be considered as an
upper-bound of our evaluation.

Table 2 presents the precision (P), recall (R) and
F1 measure (harmonic mean of recall and preci-
sion) of the different baselines in the English Lexical
Sample exercise of Senseval-3. In this table, TRAIN
has been calculated with a vector size of at maxi-
mum 450 words. As expected, RANDOM baseline
obtains the poorest result. The most frequent senses
obtained from SemCor (SEMCOR-MFS) and WN
(WN-MFS) are both below the most frequent sense
of the training corpus (TRAIN-MFS). However, all
of them are far below the Topic Signatures acquired
using the training corpus (TRAIN).

Table 3 presents the precision (P), recall (R) and
F1 measure (harmonic mean of recall and preci-
sion) of the different baselines in the English Lexical
Sample exercise of SemEval-2007. Again, TRAIN
has been calculated with a vector size of at max-
imum 450 words. As before, RANDOM baseline
obtains the poorest result. The most frequent senses
obtained from SemCor (SEMCOR-MFS) and WN
(WN-MFS) are both far below the most frequent
sense of the training corpus (TRAIN-MFS), and all
of them are below the Topic Signatures acquired us-
ing the training corpus (TRAIN).

Comparing both lexical sample sets, SemEval-
2007 data appears to be more skewed and simple for
WSD systems than the data set from Senseval-3: less
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<instance id=”19:0@11@wsj/01/wsj0128@wsj@en@on” docsrc=”wsj”> <context>
“ A sweeping restructuring of the industry is possible . ” Standard & Poor ’s Corp. says First Boston , Shearson
and Drexel Burnham Lambert Inc. , in particular , are likely to have difficulty shoring up theircredit standing in
months ahead . What worries credit-rating concerns the mostis that Wall Street firms are taking long-termrisks
with their own<head> capital </head> via leveraged buy-out and junk bond financings . That ’s a departure from
their traditional practice of transferring almost allfinancing risks to investors . Whereas conventional securities
financings are structured to be sold quickly , Wall Street ’s new penchant for leveraged buy-outs and junk bonds is
resulting in long-term lending commitments that stretch out for months or years .
</context> </instance>

Table 1: Example of test id for capital#n which its correct sense is 1

Baselines P R F1
TRAIN 87.6 87.6 87.6
TRAIN-MFS 81.2 79.6 80.4
WN-MFS 66.2 59.9 62.9
SEMCOR-MFS 42.4 38.4 40.3
RANDOM 27.4 27.4 27.4

Table 3: P, R and F1 results for English Lexical Sam-
ple Baselines of SemEval-2007

polysemous (as shown by the RANDOM baseline),
less similar than SemCor word sense frequency dis-
tributions (as shown by SemCor-MFS), more simi-
lar to the first sense of WN (as shown by WN-MFS),
much more skewed to the first sense of the training
corpus (as shown by TRAIN-MFS), and much more
easy to be learned (as shown by TRAIN).

3 Large scale knowledge Resources

The evaluation presented here covers a wide range
of large-scale semantic resources: WordNet (WN)
(Fellbaum, 1998), eXtended WordNet (Mihalcea
and Moldovan, 2001), large collections of seman-
tic preferences acquired from SemCor (Agirre and
Martinez, 2001; Agirre and Martinez, 2002) or ac-
quired from the BNC (McCarthy, 2001), large-scale
Topic Signatures for each synset acquired from the
web (Agirre and de la Calle, 2004) or SemCor (Lan-
des et al., 2006).

Although these resources have been derived us-
ing different WN versions, using the technology for
the automatic alignment of wordnets (Daudé et al.,
2003), most of these resources have been integrated
into a common resource called Multilingual Cen-
tral Repository (MCR) (Atserias et al., 2004) main-
taining the compatibility among all the knowledge
resources which use a particular WN version as a
sense repository. Furthermore, these mappings al-

low to port the knowledge associated to a particular
WN version to the rest of WN versions.

The current version of the MCR contains 934,771
semantic relations between synsets, most of them
acquired by automatic means. This represents al-
most four times larger than the Princeton WordNet
(245,509 unique semantic relations in WordNet 2.1).

Hereinafter we will refer to each semantic re-
source as follows:

WN (Fellbaum, 1998): This resource uses the
direct relations encoded in WN1.6 or WN2.0 (for
instance, tree#n#1–hyponym–>teak#n#2). We also
tested WN2 (using relations at distances 1 and 2),
WN3 (using relations at distances 1 to 3) and WN4

(using relations at distances 1 to 4).
XWN (Mihalcea and Moldovan, 2001): This re-

source uses the direct relations encoded in eXtended
WN (for instance, teak#n#2–gloss–>wood#n#1).

WN+XWN : This resource uses the direct rela-
tions included in WN and XWN. We also tested
(WN+XWN)2 (using either WN or XWN relations
at distances 1 and 2, for instance, tree#n#1–related–
>wood#n#1).

spBNC(McCarthy, 2001): This resource contains
707,618 selectional preferences acquired for sub-
jects and objects from BNC.

spSemCor(Agirre and Martinez, 2002): This re-
source contains the selectional preferences acquired
for subjects and objects from SemCor (for instance,
read#v#1–tobj–>book#n#1).

MCR (Atserias et al., 2004): This resource
uses the direct relations included in MCR but ex-
cluding spBNC because of its poor performance.
Thus, MCR contains the direct relations from
WN (as tree#n#1–hyponym–>teak#n#2), XWN
(as teak#n#2–gloss–>wood#n#1), and spSemCor
(as read#v#1–tobj–>book#n#1) but not the indi-
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Source #relations
Princeton WN1.6 138,091
Selectional Preferences from SemCor 203,546
New relations from Princeton WN2.0 42,212
Gold relations from eXtended WN 17,185
Silver relations from eXtended WN 239,249
Normal relations from eXtended WN 294,488
Total 934,771

Table 4: Semantic relations uploaded in the MCR

rect relations of (WN+XWN)2 (tree#n#1–related–
>wood#n#1). We also tested MCR2 (using rela-
tions at distances 1 and 2), which also integrates
(WN+XWN)2 relations.

Table 4 shows the number of semantic relations
between synset pairs in the MCR.

3.1 Topic Signatures

Topic Signatures (TS) are word vectors related to a
particular topic (Lin and Hovy, 2000). Topic Signa-
tures are built by retrieving context words of a target
topic from large corpora. In our case, we consider
word senses as topics.

For this study, we use two different large-scale
Topic Signatures. The first constitutes one of the
largest available semantic resource with around 100
million relations (between synsets and words) ac-
quired from the web (Agirre and de la Calle, 2004).
The second has been derived directly from SemCor.

TSWEB2: Inspired by the work of (Leacock et
al., 1998), these Topic Signatures were constructed
using monosemous relatives from WordNet (syn-
onyms, hypernyms, direct and indirect hyponyms,
and siblings), querying Google and retrieving up to
one thousand snippets per query (that is, a word
sense), extracting the words with distinctive fre-
quency using TFIDF. For these experiments, we
used at maximum the first 700 words of each TS.

TSSEM: These Topic Signatures have been con-
structed using the part of SemCor having all words
tagged by PoS, lemmatized and sense tagged ac-
cording to WN1.6 totalizing 192,639 words. For
each word-sense appearing in SemCor, we gather
all sentences for that word sense, building a TS us-
ing TFIDF for all word-senses co-occurring in those
sentences.

2http://ixa.si.ehu.es/Ixa/resources/
sensecorpus

political party#n#1 2.3219
party#n#1 2.3219
election#n#1 1.0926
nominee#n#1 0.4780
candidate#n#1 0.4780
campaigner#n#1 0.4780
regime#n#1 0.3414
identification#n#1 0.3414
government#n#1 0.3414
designation#n#3 0.3414
authorities#n#1 0.3414

Table 5: Topic Signatures for party#n#1 obtained
from Semcor (11 out of 719 total word senses)

.

In table 5, there is an example of the first word-
senses we calculate from party#n#1.

The total number of relations between WN
synsets acquired from SemCor is 932,008.

4 Evaluating each resource

Table 6 presents ordered by F1 measure, the perfor-
mance of each knowledge resource on Senseval-3
and the average size of the TS per word-sense. The
average size of the TS per word-sense is the number
of words associated to a synset on average. Obvi-
ously, the best resources would be those obtaining
better performances with a smaller number of asso-
ciated words per synset. The best results for preci-
sion, recall and F1 measures are shown in bold. We
also mark in italics those resources using non-direct
relations.

Surprisingly, the best results are obtained by
TSSEM (with F1 of 52.4). The lowest result is ob-
tained by the knowledge directly gathered from WN
mainly because of its poor coverage (R of 18.4 and
F1 of 26.1). Also interesting, is that the knowledge
integrated in the MCR although partly derived by
automatic means performs much better in terms of
precision, recall and F1 measures than using them
separately (F1 with 18.4 points higher than WN, 9.1
than XWN and 3.7 than spSemCor).

Despite its small size, the resources derived from
SemCor obtain better results than its counterparts
using much larger corpora (TSSEM vs. TSWEB and
spSemCor vs. spBNC).

Regarding the basic baselines, all knowledge re-
sources surpass RANDOM, but none achieves nei-
ther WN-MFS, TRAIN-MFS nor TRAIN. Only
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KB P R F1 Av. Size
TSSEM 52.5 52.4 52.4 103
MCR2 45.1 45.1 45.1 26,429
MCR 45.3 43.7 44.5 129
spSemCor 43.1 38.7 40.8 56
(WN+XWN)2 38.5 38.0 38.3 5,730
WN+XWN 40.0 34.2 36.8 74
TSWEB 36.1 35.9 36.0 1,721
XWN 38.8 32.5 35.4 69
WN3 35.0 34.7 34.8 503
WN4 33.2 33.1 33.2 2,346
WN2 33.1 27.5 30.0 105
spBNC 36.3 25.4 29.9 128
WN 44.9 18.4 26.1 14

Table 6: P, R and F1 fine-grained results for the
resources evaluated individually at Senseval-03 En-
glish Lexical Sample Task.

TSSEM obtains better results than SEMCOR-MFS
and is very close to the most frequent sense of WN
(WN-MFS) and the training (TRAIN-MFS).

Table 7 presents ordered by F1 measure, the per-
formance of each knowledge resource on SemEval-
2007 and its average size of the TS per word-sense3.
The best results for precision, recall and F1 mea-
sures are shown in bold. We also mark in italics
those resources using non-direct relations.

Interestingly, on SemEval-2007, all the knowl-
edge resources behave differently. Now, the best
results are obtained by (WN+XWN)2 (with F1 of
52.9), followed by TSWEB (with F1 of 51.0). The
lowest result is obtained by the knowledge encoded
in spBNC mainly because of its poor precision (P of
24.4 and F1 of 20.8).

Regarding the basic baselines, spBNC, WN (and
also WN2 and WN4) and spSemCor do not sur-
pass RANDOM, and none achieves neither WN-
MFS, TRAIN-MFS nor TRAIN. Now, WN+XWN,
XWN, TSWEB and (WN+XWN)2 obtain better re-
sults than SEMCOR-MFS but far below the most
frequent sense of WN (WN-MFS) and the training
(TRAIN-MFS).

5 Combination of Knowledge Resources

In order to evaluate deeply the contribution of each
knowledge resource, we also provide some results
of the combined outcomes of several resources. The

3The average size is different with respect Senseval-3 be-
cause the words selected for this task are different

KB P R F1 Av. Size
(WN+XWN)2 54.9 51.1 52.9 5,153
TSWEB 54.8 47.8 51.0 700
XWN 50.1 39.8 44.4 96
WN+XWN 45.4 36.8 40.7 101
MCR 40.2 35.5 37.7 149
TSSEM 35.1 32.7 33.9 428
MCR2 32.4 29.5 30.9 24,896
WN3 29.3 26.3 27.7 584
WN2 25.9 27.4 26.6 72
spSemCor 31.4 23.0 26.5 51.0
WN4 26.1 23.9 24.9 2,710
WN 36.8 16.1 22.4 13
spBNC 24.4 18.1 20.8 290

Table 7: P, R and F1 fine-grained results for the
resources evaluated individually at SemEval-2007,
English Lexical Sample Task .

KB Rank
MCR+(WN+XWN)2+TSWEB+TSSEM 55.5

Table 8: F1 fine-grained results for the 4 system-
combinations on Senseval-3

combinations are performed following a very basic
strategy (Brody et al., 2006).

Rank-Based Combination (Rank): Each se-
mantic resource provides a ranking of senses of the
word to be disambiguated. For each sense, its place-
ments according to each of the methods are summed
and the sense with the lowest total placement (clos-
est to first place) is selected.

Table 8 presents the F1 measure result with re-
spect this method when combining four different se-
mantic resources on the Senseval-3 test set.

Regarding the basic baselines, this combination
outperforms the most frequent sense of SemCor
(SEMCOR-MFS with F1 of 49.1), WN (WN-MFS
with F1 of 53.0) and, the training data (TRAIN-MFS
with F1 of 54.5).

Table 9 presents the F1 measure result with re-
spect the rank mthod when combining the same four
different semantic resources on the SemEval-2007
test set.

KB Rank
MCR+(WN+XWN)2+TSWEB+TSSEM 38.9

Table 9: F1 fine-grained results for the 4 system-
combinations on SemEval-2007
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In this case, the combination of the four resources
obtains much lower result. Regarding the baselines,
this combination performs lower than the most fre-
quent senses from SEMCOR, WN or the training
data. This could be due to the poor individual per-
formance of the knowledge derived from SemCor
(spSemCor, TSSEM and MCR, which integrates
spSemCor). Possibly, in this case, the knowledge
comming from SemCor is counterproductive. Inter-
estingly, the knowledge derived from other sources
(XWN from WN glosses and TSWEB from the
web) seems to be more robust with respect corpus
changes.

6 Conclusions

Although this task had no participants, we provide
the performances of a large set of knowledge re-
sources on two different test sets: Senseval-3 and
SemEval-2007 English Lexical Sample task. We
also provide the results of a system combination of
four large-scale semantic resources. When evalu-
ated on Senseval-3, the combination of knowledge
sources surpass the most-frequent classifiers. How-
ever, a completely different behaviour is observed
on SemEval-2007 data test. In fact, both corpora
present very different characteristics. The results
show that some resources seems to be less depen-
dant than others to corpus changes.

Obviously, these results suggest that much more
research on acquiring, evaluating and using large-
scale semantic resources should be addressed.
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Abstract

This paper describes our experience in
preparing the data and evaluating the results
for three subtasks of SemEval-2007 Task-17
– Lexical Sample, Semantic Role Labeling
(SRL) and All-Words respectively. We tab-
ulate and analyze the results of participating
systems.

1 Introduction

Correctly disambiguating words (WSD), and cor-
rectly identifying the semantic relationships be-
tween those words (SRL), is an important step for
building successful natural language processing ap-
plications, such as text summarization, question an-
swering, and machine translation. SemEval-2007
Task-17 (English Lexical Sample, SRL and All-
Words) focuses on both of these challenges, WSD
and SRL, using annotated English text taken from
the Wall Street Journal and the Brown Corpus.
It includes three subtasks: i) the traditional All-
Words task comprising fine-grained word sense dis-
ambiguation using a 3,500 word section of the Wall
Street Journal, annotated with WordNet 2.1 sense
tags, ii) a Lexical Sample task for coarse-grained
word sense disambiguation on a selected set of lex-
emes, and iii) Semantic Role Labeling, using two
different types of arguments, on the same subset of
lexemes.

2 Word Sense Disambiguation

2.1 English fine-grained All-Words

In this task we measure the ability of systems to
identify the correct fine-grained WordNet 2.1 word
sense for all the verbs and head words of their argu-
ments.

2.1.1 Data Preparation

We began by selecting three articles
wsj 0105.mrg (on homelessness), wsj 0186.mrg

(about a book on corruption), and wsj 0239.mrg

(about hot-air ballooning) from a section of the WSJ
corpus that has been Treebanked and PropBanked.
All instances of verbs were identified using the
Treebank part-of-speech tags, and also the head-
words of their noun arguments (using the PropBank
and standard headword rules). The locations of the
sentences containing them as well as the locations
of the verbs and the nouns within these sentences
were recorded for subsequent sense-annotation. A
total of 465 lemmas were selected from about 3500
words of text.

We use a tool called STAMP written by Ben-
jamin Snyder for sense-annotation of these in-
stances. STAMP accepts a list of pointers to the in-
stances that need to be annotated. These pointers
consist of the name of the file where the instance
is located, the sentence number of the instance, and
finally, the word number of the ambiguous word
within that sentence. These pointers were obtained
as described in the previous paragraph. STAMP also
requires a sense inventory, which must be stored in
XML format. This sense inventory was obtained by
querying WordNet 2.1 and storing the output as a
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set of XML files (one for each word to be anno-
tated) prior to tagging. STAMP works by displaying
to the user the sentence to be annotated with the tar-
get word highlighted along with the previous and the
following sentences and the senses from the sense
inventory. The user can select one of the senses and
move on to the next instance.

Two linguistics students annotated the words with
WordNet 2.1 senses. Our annotators examined each
instance upon which they disagreed and resolved
their disagreements. Finally, we converted the re-
sulting data to the Senseval format. For this dataset,
we got an inter-annotator agreement (ITA) of 72%
on verbs and 86% for nouns.

2.1.2 Results

A total of 14 systems were evaluated on the All
Words task. These results are shown in Table 1.
We used the standard Senseval scorer – scorer21

to score the systems. All the F-scores2 in this table
as well as other tables in this paper are accompanied
by a 95% confidence interval calculated using the
bootstrap resampling procedure.

2.2 OntoNotes English Lexical Sample WSD

It is quite well accepted at this point that it is dif-
ficult to achieve high inter-annotator agreement on
the fine-grained WordNet style senses, and with-
out a corpus with high annotator agreement, auto-
matic learning methods cannot perform at a level
that would be acceptable for a downstream applica-
tion. OntoNotes (Hovy et al., 2006) is a project that
has annotated several layers of semantic information
– including word senses, at a high inter-annotator
agreement of over 90%. Therefore we decided to
use this data for the lexical sample task.

2.2.1 Data

All the data for this task comes from the 1M word
WSJ Treebank. For the convenience of the partici-
pants who wanted to use syntactic parse information
as features using an off-the-shelf syntactic parser,
we decided to compose the training data of Sections
02-21. For the test sets, we use data from Sections

1
http://www.cse.unt.edu/˜rada/senseval/senseval3/scoring/

2
scorer2 reports Precision and Recall scores for each system. For a sys-

tem that attempts all the words, both Precision and Recall are the same. Since a
few systems had missing answers, they got different Precision and Recall scores.
Therefore, for ranking purposes, we consolidated them into an F-score.

Train Test Total
Verb 8988 2292 11280
Noun 13293 2559 15852
Total 22281 4851

Table 2: The number of instances for Verbs and
Nouns in the Train and Test sets for the Lexical Sam-
ple WSD task.

01, 22, 23 and 24. Fortunately, the distribution of
words was amenable to an acceptable number of in-
stances for each lemma in the test set. We selected
a total of 100 lemmas (65 verbs and 35 nouns) con-
sidering the degree of polysemy and total instances
that were annotated. The average ITA for these is
over 90%.

The training and test set composition is described
in Table 2. The distribution across all the verbs and
nouns is displayed in Table 4

2.2.2 Results

A total of 13 systems were evaluated on the Lexi-
cal Sample task. Table 3 shows the Precision/Recall
for all these systems. The same scoring software was
used to score this task as well.

2.2.3 Discussion

For the all words task, the baseline performance
using the most frequent WordNet sense for the lem-
mas is 51.4. The top-performing system was a su-
pervised system that used a Maximum Entropy clas-
sifier, and got a Precision/Recall of 59.1% – about 8
points higher than the baseline. Since the coarse and
fine-grained disambiguation tasks have been part of
the two previous Senseval competitions, and we hap-
pen to have access to that data, we can take this op-
portunity to look at the disambiguation performance
trend. Although different test sets were used for ev-
ery evaluation, we can get a rough indication of the
trend. For the fine-grained All Words sense tagging
task, which has always used WordNet, the system
performance has ranged from our 59% to 65.2 (Sen-
seval3, (Decadt et al., 2004)) to 69% (Seneval2,
(Chklovski and Mihalcea, 2002)). Because of time
constraints on the data preparation, this year’s task
has proportionally more verbs and fewer nouns than
previous All-Words English tasks, which may ac-
count for the lower scores.

As expected, the Lexical Sample task using coarse
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Rank Participant System ID Classifier F
1 Stephen Tratz <stephen.tratz@pnl.gov> PNNL MaxEnt 59.1±4.5
2 Hwee Tou Ng <nght@comp.nus.edu.sg> NUS-PT SVM 58.7±4.5
3 Rada Mihalcea <rada@cs.unt.edu> UNT-Yahoo Memory-based 58.3±4.5
4 Cai Junfu <caijunfu@gmail.com> NUS-ML naive Bayes 57.6±4.5
5 Oier Lopez de Lacalle <jibloleo@si.ehu.es> UBC-ALM kNN 54.4±4.5
6 David Martinez <davidm@csse.unimelb.edu.au> UBC-UMB-2 kNN 54.0±4.5
7 Jonathan Chang <jcone@princeton.edu> PU-BCD Exponential Model 53.9±4.5
8 Radu ION <radu@racai.ro> RACAI Unsupervised 52.7±4.5
9 Most Frequent WordNet Sense Baseline N/A 51.4±4.5

10 Davide Buscaldi <dbuscaldi@dsic.upv.es> UPV-WSD Unsupervised 46.9±4.5
11 Sudip Kumar Naskar <sudip.naskar@gmail.com> JU-SKNSB Unsupervised 40.2±4.5
12 David Martinez <davidm@csse.unimelb.edu.au> UBC-UMB-1 Unsupervised 39.9±4.5
14 Rafael Berlanga <berlanga@uji.es> tkb-uo Unsupervised 32.5±4.5
15 Jordan Boyd-Graber <jbg@princeton.edu> PUTOP Unsupervised 13.2±4.5

Table 1: System Performance for the All-Words task.

Rank Participant System Classifier F
1 Cai Junfu <caijunfu@gmail.com> NUS-ML SVM 88.7±1.2
2 Oier Lopez de Lacalle <jibloleo@si.ehu.es> UBC-ALM SVD+kNN 86.9±1.2
3 Zheng-Yu Niu <niu zy@hotmail.com> I2R Supervised 86.4±1.2
4 Lucia Specia <lspecia@gmail.com> USP-IBM-2 SVM 85.7±1.2
5 Lucia Specia <lspecia@gmail.com> USP-IBM-1 ILP 85.1±1.2
5 Deniz Yuret <dyuret@ku.edu.tr> KU Semi-supervised 85.1±1.2
6 Saarikoski <harri.saarikoski@helsinki.fi> OE naive Bayes, SVM 83.8±1.2
7 University of Technology Brno VUTBR naive Bayes 80.3±1.2
8 Ana Zelaia <ana.zelaia@ehu.es> UBC-ZAS SVD+kNN 79.9±1.2
9 Carlo Strapparava <strappa@itc.it> ITC-irst SVM 79.6±1.2

10 Most frequent sense in training Baseline N/A 78.0±1.2
11 Toby Hawker <toby@it.usyd.edu.au> USYD SVM 74.3±1.2
12 Siddharth Patwardhan <sidd@cs.utah.edu> UMND1 Unsupervised 53.8±1.2
13 Saif Mohammad <smm@cs.toronto.edu> Tor Unsupervised 52.1±1.2

- Toby Hawker <toby@it.usyd.edu.au> USYD∗ SVM 89.1±1.2
- Carlo Strapparava <strappa@itc.it> ITC∗ SVM 89.1±1.2

Table 3: System Performance for the OntoNotes Lexical Sample task. Systems marked with an * were
post-competition bug-fix submissions.

grained senses provides consistently higher per-
formance than previous more fine-grained Lexical
Sample Tasks. The high scores here were foreshad-
owed in an evaluation involving a subset of the data
last summer (Chen et al., 2006). Note that the best
system performance is now closely approaching the
ITA for this data of over 90%. Table 4 shows the
performance of the top 8 systems on all the indi-
vidual verbs and nouns in the test set. Owing to
space constraints we have removed some lemmas
that have perfect or almost perfect accuracies. At the
right are mentioned the average, minimum and max-
imum performances of the teams per lemma, and at
the bottom are the average scores per lemma (with-
out considering the lemma frequencies) and broken
down by verbs and nouns. A gap of about 10 points

between the verb and noun performance seems to
indicate that in general the verbs were more difficult
than the nouns. However, this might just be owing
to this particular test sample having more verbs with
higher perplexities, and maybe even ones that are
indeed difficult to disambiguate – in spite of high
human agreement. The hope is that better knowl-
edge sources can overcome the gap still existing be-
tween the system performance and human agree-
ment. Overall, however, this data indicates that the
approach suggested by (Palmer, 2000) and that is be-
ing adopted in the ongoing OntoNotes project (Hovy
et al., 2006) does result in higher system perfor-
mance. Whether or not the more coarse-grained
senses are effective in improving natural language
processing applications remains to be seen.
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Lemma S s T t 1 2 3 4 5 6 7 8 Average Min Max

turn.v 13 8 340 62 58 61 40 55 52 53 27 44 49 27 61
go.v 12 6 244 61 64 69 38 66 43 46 31 39 49 31 69

come.v 10 9 186 43 49 46 56 60 37 23 23 49 43 23 60
set.v 9 5 174 42 62 50 52 57 50 57 36 50 52 36 62

hold.v 8 7 129 24 58 46 50 54 54 38 50 67 52 38 67
raise.v 7 6 147 34 50 44 29 26 44 26 24 12 32 12 50
work.v 7 5 230 43 74 65 65 65 72 67 46 65 65 46 74
keep.v 7 6 260 80 56 54 52 64 56 52 48 51 54 48 64
start.v 6 4 214 38 53 50 47 55 45 42 37 45 47 37 55
lead.v 6 6 165 39 69 69 85 69 51 69 36 46 62 36 85
see.v 6 5 158 54 56 54 46 54 57 52 48 48 52 46 57
ask.v 6 3 348 58 84 72 72 78 76 52 67 66 71 52 84
find.v 5 3 174 28 93 93 86 89 82 82 75 86 86 75 93

fix.v 5 3 32 2 50 50 50 50 50 0 0 50 38 0 50
buy.v 5 3 164 46 83 80 80 83 78 76 70 76 78 70 83

begin.v 4 2 114 48 83 65 75 69 79 56 50 56 67 50 83
kill.v 4 1 111 16 88 88 88 88 88 88 88 81 87 81 88
join.v 4 4 68 18 44 50 50 39 56 57 39 44 47 39 57
end.v 4 3 135 21 90 86 86 90 62 87 86 67 82 62 90
do.v 4 2 207 61 92 90 90 93 93 90 85 84 90 84 93

examine.v 3 2 26 3 100 100 67 100 100 67 100 33 83 33 100
report.v 3 2 128 35 89 91 91 91 91 91 91 86 90 86 91
regard.v 3 3 40 14 93 93 86 86 64 86 57 93 82 57 93
recall.v 3 1 49 15 100 100 87 87 93 87 87 87 91 87 100
prove.v 3 2 49 22 90 88 82 80 90 86 70 74 82 70 90
claim.v 3 2 54 15 67 73 80 80 80 80 80 87 78 67 87
build.v 3 3 119 46 74 67 74 61 54 74 61 72 67 54 74

feel.v 3 3 347 51 71 69 69 74 76 69 61 71 70 61 76
care.v 3 3 69 7 43 43 43 43 100 29 57 57 52 29 100

contribute.v 2 2 35 18 67 72 72 67 50 61 50 67 63 50 72
maintain.v 2 2 61 10 80 80 70 100 80 90 90 80 84 70 100
complain.v 2 1 32 14 93 86 86 86 86 86 86 79 86 79 93

propose.v 2 2 34 14 100 86 100 86 100 93 79 79 90 79 100
promise.v 2 2 50 8 88 88 75 88 75 75 62 88 80 62 88
produce.v 2 2 115 44 82 82 77 73 75 75 77 80 78 73 82
prepare.v 2 2 54 18 94 83 89 89 83 86 83 83 86 83 94
explain.v 2 2 85 18 94 89 94 89 94 89 89 94 92 89 94
believe.v 2 2 202 55 87 78 78 86 84 78 74 80 81 74 87

occur.v 2 2 47 22 86 73 91 96 86 96 86 82 87 73 96
grant.v 2 2 19 5 100 80 80 80 40 80 60 80 75 40 100
enjoy.v 2 2 56 14 50 57 57 50 64 57 50 57 55 50 64
need.v 2 2 195 56 89 82 86 89 86 78 70 70 81 70 89

disclose.v 1 1 55 14 93 93 93 93 93 93 93 93 93 93 93

point.n 9 6 469 150 91 91 89 91 92 87 84 79 88 79 92
position.n 7 6 268 45 78 78 78 53 56 65 58 64 66 53 78
defense.n 7 7 120 21 57 48 52 43 48 29 48 48 46 29 57
carrier.n 7 3 111 21 71 71 71 71 67 71 71 62 70 62 71
order.n 7 4 346 57 93 95 93 91 93 92 90 91 92 90 95

exchange.n 5 3 363 61 92 90 92 85 90 88 82 79 87 79 92
system.n 5 3 450 70 79 73 66 67 59 63 63 61 66 59 79
source.n 5 5 152 35 86 80 80 63 83 68 60 29 69 29 86
space.n 5 2 67 14 93 100 93 93 93 86 86 71 89 71 100
base.n 5 4 92 20 75 80 75 50 65 40 50 75 64 40 80

authority.n 4 3 90 21 86 86 81 62 71 33 71 81 71 33 86
people.n 4 4 754 115 96 96 95 96 95 90 91 91 94 90 96
chance.n 4 3 91 15 60 67 60 60 67 73 20 73 60 20 73

part.n 4 3 481 71 90 90 92 97 90 74 66 66 83 66 97
hour.n 4 2 187 48 83 85 92 83 77 90 58 92 83 58 92

development.n 3 3 180 29 100 79 86 79 76 62 79 62 78 62 100
president.n 3 3 879 177 98 97 98 97 93 96 97 85 95 85 98
network.n 3 3 152 55 91 87 98 89 84 88 87 82 88 82 98

future.n 3 3 350 146 97 96 94 97 83 98 89 85 92 83 98
effect.n 3 2 178 30 97 93 80 93 80 90 77 83 87 77 97
state.n 3 3 617 72 85 86 86 83 82 79 83 82 83 79 86

power.n 3 3 251 47 92 87 87 81 77 77 77 74 81 74 92
bill.n 3 3 404 102 98 99 98 96 90 96 96 22 87 22 99

area.n 3 3 326 37 89 73 65 68 84 70 68 65 73 65 89
job.n 3 3 188 39 85 80 77 90 80 82 69 82 80 69 90

management.n 2 2 284 45 89 78 87 73 98 76 67 64 79 64 98
condition.n 2 2 132 34 91 82 82 56 76 78 74 76 77 56 91

policy.n 2 2 331 39 95 97 97 87 95 97 90 64 90 64 97
rate.n 2 2 1009 145 90 88 92 81 92 89 88 91 89 81 92

drug.n 2 2 205 46 94 94 96 78 94 94 87 78 89 78 96

Average Overall 86 83 83 82 82 79 76 77
Verbs 78 75 73 76 73 70 65 70

Nouns 89 87 86 81 83 80 77 76

Table 4: All Supervised system performance per predicate. (Column legend – S=number of senses in training; s=number senses appearing more than 3 times;
T=instances in training; t=instances in test.; The numbers indicate system ranks.)
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3 Semantic Role Labeling

Subtask 2 evaluates Semantic Role Labeling (SRL)
systems, where the goal is to locate the constituents
which are arguments of a given verb, and to assign
them appropriate semantic roles that describe how
they relate to the verb. SRL systems are an impor-
tant building block for many larger semantic sys-
tems. For example, in order to determine that ques-
tion (1a) is answered by sentence (1b), but not by
sentence (1c), we must determine the relationships
between the relevant verbs (eat and feed) and their
arguments.

(1) a. What do lobsters like to eat?
b. Recent studies have shown that lobsters pri-

marily feed on live fish, dig for clams, sea
urchins, and feed on algae and eel-grass.

c. In the early 20th century, Mainers would
only eat lobsters because the fish they
caught was too valuable to eat themselves.

Traditionally, SRL systems have been trained on
either the PropBank corpus (Palmer et al., 2005)
– for two years, the CoNLL workshop (Carreras
and Màrquez, 2004; Carreras and Màrquez, 2005)
has made this their shared task, or the FrameNet
corpus – Senseval-3 used this for their shared task
(Litkowski, 2004). However, there is still little con-
sensus in the linguistics and NLP communities about
what set of role labels are most appropriate. The
PropBank corpus avoids this issue by using theory-
agnostic labels (ARG0, ARG1, . . . , ARG5), and
by defining those labels to have only verb-specific
meanings. Under this scheme, PropBank can avoid
making any claims about how any one verb’s ar-
guments relate to other verbs’ arguments, or about
general distinctions between verb arguments and ad-
juncts.

However, there are several limitations to this ap-
proach. The first is that it can be difficult to make
inferences and generalizations based on role labels
that are only meaningful with respect to a single
verb. Since each role label is verb-specific, we can
not confidently determine when two different verbs’
arguments have the same role; and since no encoded
meaning is associated with each tag, we can not
make generalizations across verb classes. In con-
trast, the use of a shared set of role labels, such

System Type Precision Recall F
UBC-UPC Open 84.51 82.24 83.36±0.5
UBC-UPC Closed 85.04 82.07 83.52±0.5
RTV Closed 81.82 70.37 75.66±0.6
Without “say”
UBC-UPC Open 78.57 74.70 76.60±0.8
UBC-UPC Closed 78.67 73.94 76.23±0.8
RTV Closed 74.15 57.85 65.00±0.9

Table 5: System performance on PropBank argu-
ments.

as VerbNet roles, would facilitate both inferencing
and generalization. VerbNet has more traditional la-
bels such as Agent, Patient, Theme, Beneficiary, etc.
(Kipper et al., 2006).

Therefore, we chose to annotate the corpus us-
ing two different role label sets: the PropBank role
set and the VerbNet role set. VerbNet roles were
generated using the SemLink mapping (Loper et al.,
2007), which provides a mapping between Prop-
Bank and VerbNet role labels. In a small number of
cases, no VerbNet role was available (e.g., because
VerbNet did not contain the appropriate sense of the
verb). In those cases, the PropBank role label was
used instead.

We proposed two levels of participation in this
task: i) Closed – the systems could use only the an-
notated data provided and nothing else. ii) Open –
where systems could use PropBank data from Sec-
tions 02-21, as well as any other resource for training
their labelers.

3.1 Data

We selected 50 verbs from the 65 in the lexical sam-
ple task for the SRL task. The partitioning into train
and test set was done in the same fashion as for the
lexical sample task. Since PropBank does not tag
any noun predicates, none of the 35 nouns from the
lexical sample task were part of this data.

3.2 Results

For each system, we calculated the precision, re-
call, and F-measure for both role label sets. Scores
were calculated using the srl-eval.pl script from
the CoNLL-2005 scoring package (Carreras and
Màrquez, 2005). Only two teams chose to perform
the SRL subtask. The performance of these two
teams is shown in Table 5 and Table 6.
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System Type Precision Recall F
UBC-UPC Open 85.31 82.08 83.66±0.5
UBC-UPC Closed 85.31 82.08 83.66±0.5
RTV Closed 81.58 70.16 75.44±0.6
Without “say”
UBC-UPC Open 79.23 73.88 76.46±0.8
UBC-UPC Closed 79.23 73.88 76.46±0.8
RTV Closed 73.63 57.44 64.53±0.9

Table 6: System performance on VerbNet roles.

3.3 Discussion

Given that only two systems participated in the task,
it is difficult to form any strong conclusions. It
should be noted that since there was no additional
VerbNet role data to be used by the Open system, the
performance of that on PropBank arguments as well
as VerbNet roles is exactly identical. It can be seen
that there is almost no difference between the perfor-
mance of the Open and Closed systems for tagging
PropBank arguments. The reason for this is the fact
that all the instances of the lemma under consider-
ation was selected from the Propbank corpus, and
probably the number of training instances for each
lemma as well as the fact that the predicate is such
an important feature combine to make the difference
negligible. We also realized that more than half of
the test instances were contributed by the predicate
“say” – the performance over whose arguments is in
the high 90s. To remove the effect of “say” we also
computed the performances after excluding exam-
ples of “say” from the test set. These numbers are
shown in the bottom half of the two tables. These
results are not directly comparable to the CoNLL-
2005 shared task since: i) this test set comprises
Sections 01, 22, 23 and 24 as opposed to just Sec-
tion 23, and ii) this test set comprises data for only
50 predicates as opposed to all the verb predicates in
the CoNLL-2005 shared task.

4 Conclusions

The results in the previous discussion seem to con-
firm the hypothesis that there is a predictable corre-
lation between human annotator agreement and sys-
tem performance. Given high enough ITA rates we
can can hope to build sense disambiguation systems
that perform at a level that might be of use to a con-
suming natural language processing application. It
is also encouraging that the more informative Verb-

Net roles which have better/direct applicability in
downstream systems, can also be predicted with al-
most the same degree of accuracy as the PropBank
arguments from which they are mapped.
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Xavier Carreras and Lluı́s Màrquez. 2004. Introduction to the
CoNLL-2004 shared task: Semantic role labeling. In
Proceedings of CoNLL-2004.
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Bart Decadt, Véronique Hoste, Walter Daelemans, and Antal
Van den Bosch. 2004. GAMBL, genetic algorithm
optimization of memory-based wsd. In Senseval-3.

Eduard Hovy, Mitchell Marcus, Martha Palmer, Lance
Ramshaw, and Ralph Weischedel. 2006. Ontonotes: The 90%
solution. In Proceedings of HLT/NAACL, June.

Karin Kipper, Anna Korhonen, Neville Ryant, and Martha
Palmer. 2006. Extending VerbNet with novel verb classes. In
LREC-06.

Ken Litkowski. 2004. Senseval-3 task: Automatic labeling of
semantic roles. In Proceedings of Senseval-3.

Edward Loper, Szu ting Yi, and Martha Palmer. 2007.
Combining lexical resources: Mapping between propbank and
verbnet. In Proceedings of the IWCS-7.

Martha Palmer, Daniel Gildea, and Paul Kingsbury. 2005. The
proposition bank: A corpus annotated with semantic roles.
Computational Linguistics, 31(1):71–106.

Martha Palmer. 2000. Consistent criteria for sense
distinctions. Computers and the Humanities, 34(1-1):217–222.

92



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 93–98,
Prague, June 2007. c©2007 Association for Computational Linguistics

Semeval 2007 Task 18: Arabic Semantic Labeling

Mona Diab
Columbia University

mdiab@cs.columbia.edu

Christiane Fellbaum
Princeton University

fellbaum@clarity.princeton.edu

Musa Alkhalifa
University of Barcelona

musa@thera-clic.com

Aous Mansouri
University of Colorado, Boulder

aous.mansouri@colorado.edu

Sabri Elkateb
University of Manchester

Sabri.Elkateb@manchester.ac.uk

Martha Palmer
University of Colorado, Boulder

martha.palmer@colorado.edu

Abstract

In this paper, we present the details of the
Arabic Semantic Labeling task. We describe
some of the features of Arabic that are rele-
vant for the task. The task comprises two
subtasks: Arabic word sense disambiguation
and Arabic semantic role labeling. The task
focuses on modern standard Arabic.

1 Introduction

Recent years have witnessed a surge in available re-
sources for the Arabic language.1 The computa-
tional linguistics community is just about starting
to exploit these resources toward several interesting
scientific and engineering goals. The Arabic lan-
guage is interesting from a computational linguistic
perspective. It is significantly different from English
hence creating a challenge for existing technology to
be easily portable to Arabic. The Arabic language is
inherently complex due to its rich morphology and
relative free word order. Moreover, with the exis-
tence of several interesting varieties, the spoken ver-
naculars, we are witnessing the emergence of written
dialectal Arabic everyday on the web, however there
are no set standards for these varieties.

We have seen many successful strides towards
functional systems for Arabic enabling technolo-
gies, but we are yet to read about large Arabic NLP
applications such as Machine Translation and Infor-
mation Extraction that are on par with performance
on the English language. The problem is not the ex-
istence of data, but rather the existence of data an-
notated with the relevant level of information that

1Author 1 is supported by DARPA contract Contract No.
HR0011-06-C-0023. Authors 2, 3 and 4 are supported by the
US Central Intelligence Service.

is useful for NLP. This task attempts a step towards
the goal of creating resources that could be useful
for such applications.

In this task, we presented practitioners in the field
with challenge of labeling Arabic text with seman-
tic labels. The labels constitute two levels of gran-
ularity: sense labels and semantic role labels. We
specifically chose data that overlapped such that we
would have the same data annotated for different
types of semantics, lexical and structural. The over-
all task of Arabic Semantic Labeling was subdivided
into 4 sub-tasks: Arabic word sense disambiguation
(AWSD), English to Arabic WSD task (EAWSD),
argument detection within the context of semantic
role labeling, and argument semantic role classifica-
tion.

Such a set of tasks would not have been feasible
without the existence of several crucial resources:
the Arabic Treebank (ATB) (Maamouri et al.,
2004), the Arabic WordNet (AWN) (Elkateb et
al., 2006), and the Pilot Arabic Propbank
(APB).2

This paper is laid out as follows: Section 2 will
describe some facts about the Arabic language; Sec-
tion 3 will present the overall description of the
tasks; Section 4 describes the word sense disam-
biguation task; Section 5 describes the semantic role
labeling task.

2 The Arabic Language

In the context of our tasks, we only deal with MSA.3

Arabic is a Semitic language. It is known for its
templatic morphology where words are made up of

2Funded by DARPA subcontract to BBN Inc. to University
of Colorado, LDC-UPenn and Columbia University.

3In this paper we use MSA and Arabic interchangeably.
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roots and affixes. Clitics agglutinate to words. For
instance, the surface word ��������	�
��� ����� wbHsnAthm4

‘and by their virtues[fem.]’, can be split into the con-
junction w ‘and’, preposition b ‘by’, the stem HsnAt
‘virtues [fem.]’, and possessive pronoun hm ‘their’.
Arabic is different from English from both the mor-
phological and syntactic perspectives which make it
a challenging language to the existing NLP technol-
ogy that is too tailored to the English language.

From the morphological standpoint, Arabic ex-
hibits rich morphology. Similar to English, Ara-
bic verbs are marked explicitly for tense, voice and
person, however in addition, Arabic marks verbs
with mood (subjunctive, indicative and jussive) in-
formation. For nominals (nouns, adjectives, proper
names), Arabic marks case (accusative, genitive and
nominative), number, gender and definiteness fea-
tures. Depending on the genre of the text at hand,
not all of those features are explicitly marked on nat-
urally occurring text.

Arabic writing is known for being underspecified
for short vowels. Some of the case, mood and voice
features are marked only using short vowels. Hence,
if the genre of the text were religious such as the
Quran or the Bible, or pedagogical such as children’s
books in Arabic, it would be fully specified for all
the short vowels to enhance readability and disam-
biguation.

From the syntactic standpoint, Arabic, different
from English, is considered a pro-drop language,
where the subject of a verb may be implicitly en-
coded in the verb morphology. Hence, we observe
sentences such as � � �� �� ��� � ����� �!� Akl AlbrtqAl ‘ate-[he]
the-oranges’, where the verb Akl encodes that the
subject is a 3rd person masculine singular. This sen-
tence is exactly equivalent to � � �� �� � � � �"�����!�$#&% hw Akl Al-
brtqAl ‘he ate the-oranges’. In the Arabic Tree-
bank (ATB), we observe that 30% of all sentences
are pro-dropped for subject.

Also Arabic is different from English in that it ex-
hibits a larger degree of free word order. For ex-
ample, Arabic allows for subject-verb-object (SVO)
and verb-subject-object (VSO) argument orders, as
well as, OSV and OVS. In the ATB, we observe
an equal distribution of both VSO and SVO orders

4We use the Buckwalter transliteration scheme to show ro-
manized Arabic (Buckwalter, 2002).

each equally 35% of the time. An example of an
SVO sentence is � � �� �� ��� � �"�'� #&( �!� � � ) � � ��� AlrjAl AklwA Al-
brtqAl ‘the-men ate-them the-oranges’, this is con-
trasted with � � �� �� � � � �"� � � ) � � �"�*� �!� Akl AlrjAl AlbrtqAl ‘ate
the-men the-oranges’.

Arabic exhibits more complex noun phrases than
English mainly to express possession. These con-
structions are known as idafa constructions. In these
complex structures an indefinite noun is followed
by a definite noun. For example, �+-, . 
 � ���/� ) ��0 rjl Al-
byt ‘man the-house’ meaning ‘man of the house’.
Accordingly, MSA does not have a special preposi-
tional use to express possession in a manner similar
to English.

3 Overall Tasks Description

Given the differences between English and Arabic,
we anticipate that the process of automatically tag-
ging text with semantic information might take more
than just applying an English semantic labeler to
Arabic. With this in mind, we decided to design a
set of tasks that target different types of semantic
annotations. We designed an all-words style word
sense disambiguation (WSD) task for all the nouns
and verbs in Arabic running text. Moreover, we de-
signed another task where the participants are asked
to detect and classify semantic role labels (SRL) for
a large portion of newswire text. The WSD texts
are chosen from the same set used for SRL. All the
data is from the Arabic Treebank III ver.
2 (ATB). The ATB consists of MSA newswire data
from Annhar newspaper, from the months of July
through November of 2002. The ATB is fully anno-
tated with morphological information as well syn-
tactic structural information. The released data for
the subtasks is unvowelized and romanized using
the Buckwalter transliteration scheme. The part of
speech (POS) tag set used in the released data for
both the WSD and the SRL sub-tasks is the reduced
tag set that is officially released with the ATB.

4 Task: WSD

In the context of this task, word sense disambigua-
tion is the process by which words in context are
tagged with their specific meaning definitions from
a predefined lexical resource such as a dictionary or
taxonomy. The NLP field has gone through a very
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long tradition of algorithms designed for solving this
problem (Ide and Veronis, 1998). Most of the sys-
tems however target English since it is the language
with most resources. In fact a big push forward
dawned on English WSD with the wide release of
significant resources such as WordNet.

Arabic poses some interesting challenges for
WSD since it has an inherent complexity in its writ-
ing system. As mentioned earlier, written MSA is
underspecified for short vowels and diacritics. These
short vowels and diacritics convey both lexical and
inflectional information. For example, �� 
 . ( � klyp could
mean three different things, ‘all’, ‘kidney’ and ‘col-
lege’. Due to the undiacritized, unvowelized writing
system, the three meanings are conflated. If diacrit-
ics are explicitly present, we would observe a bet-
ter distinction made between ����
 . ( � kly∼p ‘all’ or ‘col-
lege’, and �� 
 . ( � klyp ‘kidney’. Hence, full diacritiza-
tion may be viewed as a level of WSD. But crucially,
naturally occurring Arabic text conflates more words
due to the writing system.

To date, very little work has been published on
Arabic WSD. This is mainly attributed to the lack in
lexical resources for the Arabic language. But this
picture is about to change with the new release of an
Arabic WordNet (AWN).

Arabic WordNet Arabic WordNet (AWN) is a
lexical resource for modern standard Arabic. AWN
is based on the design and contents of Prince-
ton WordNet (PWN)(Fellbaum, 1998) and can be
mapped onto PWN as well as a number of other
wordnets, enabling translation on the lexical level to
and from dozens of other languages.

AWN focuses on the the Common Base Concepts
(Tufis, 2004), as well as extensions specific to Ara-
bic and Named Entities. The Base Concepts are
translated manually by authors 2 and 3 into Ara-
bic. Encoding is bi-directional: Arabic concepts
for all senses are determined in PWN and encoded
in AWN; when a new Arabic verb is added, exten-
sions are made from verbal entries, including verbal
derivations, nominalizations, verbal nouns, etc.

To date, the database comprises over 8,000
synsets with over 15,000 words; about 1,400 synsets
refer to Named Entities.

Task design With the release of the AWN, we
set out to design a sub-task on Arabic WSD. The

task had only trial and test data released in an
XML compliant format marking instance, sentence
and document boundaries. The relevant words are
marked with their gross part of speech and underly-
ing lemma and English gloss information.

The participants are required to annotate the cho-
sen instances with the synset information from
AWN. Many of the entries in AWN are directly
mapped to PWN 2.0 via the byte offset for the
synsets.

The two subtasks data comprised 1176 verb and
noun instances: 256 verbs and 920 nouns. The an-
notators were only able to annotate 888 instances for
both English and Arabic due to gaps in the AWN.
Hence, the final data set comprised 677 nouns and
211 verbs. The gold standard data is annotated au-
thors 2 and 3 of Arabic (the annotators who created
the AWN). There was always an overlap in the data
of around 300 instances. In the English Arabic WSD
task, participants are provided with a specific En-
glish word in translation to an Arabic instance. They
are also given the full English translation of the Ara-
bic document. Unfortunately, there were no partici-
pants in the task.

5 Task: Semantic Role Labeling (SRL)

Shallow approaches to text processing have been
garnering a lot of attention recently. Specifically,
shallow approaches to semantic processing are mak-
ing large strides in the direction of efficiently and
effectively deriving tacit semantic information from
text. Semantic Role Labeling (SRL) is one such ap-
proach. With the advent of faster and powerful com-
puters, more effective machine learning algorithms,
and importantly, large data resources annotated with
relevant levels of semantic information FrameNet
(Baker et al., 1998) and ProbBank corpora (Palmer
et al., 2005), we are seeing a surge in efficient ap-
proaches to SRL (Carreras and Màrquez, 2005).

SRL is the process by which predicates and their
arguments are identified and their roles defined in a
sentence.

To date, most of the reported SRL systems are for
English. We do see some headway for other lan-
guages such as German and Chinese. The systems
for the other languages follow the successful mod-
els devised for English, (Gildea and Jurafsky, 2002;
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Xue and Palmer, 2004; Pradhan et al., 2003). How-
ever, no SRL systems exist for Arabic.

Challenges of Arabic for SRL Given the deep
difference between such languages, this method may
not be straightforward.

To clarify this point, let us consider Figure 1.

It illustrates a sample Arabic syntactic
tree with the relevant part of speech tags
and arguments defined. The sentence is
� ��� � ���� � � � ���� � �� ��� ���� � �� �	 � �� 
 . 	� � � �� �� (�
 � �� � �� ����� �
�� � � � ��� ��� � ����� � �
m$rwE AlAmm AlmtHdp frD mhlp nhAyp l AtAHp
AlfrSp AmAm qbrS. meaning ‘The United Nations’
project imposed a final grace period as an oppor-
tunity for Cyprus’. As we see in the figure, the
predicate is frD ‘imposed’ and it has two numbered
arguments: ARG0 is the subject of the sentence
which is m$rwE AlAmm AlmtHdp ‘United Nations
project’; ARG1, in the object position, namely,
mhlp nhAyp ‘final grace period’. The predicate has
an ARGM-PRP (purpose argument) in l AtAHp
AlfrSp AmAm qbrS ‘as an opportunity for Cyprus’.

As exemplified earlier in Section 2, there are sev-
eral crucial structural differences between English
and Arabic. These differences can make the SRL
task much harder to resolve than it is for English.

Pro-drop could cause a problem for Arabic SRL
systems that do not annotate traces.

Passivization is marked with a short vowel that
hardly ever appears on unvocalized text.

The structural word order could create problems.
For instance for a sentence such as  � #&�"�*� ) � � �"� �� ( � � ‘the
man reached—told the boy’, Alrjl ‘the man’ could
be an ARG0 for the VSO, or ARG1 for an VOS.
Or for the following structure � ) � � �"� �� ( � �  � #&��� Alwld
blg Alrjl ‘the boy reached the man’, Alwld ‘the boy’
could be an ARG0 if it were a SVO sentence, or
could be an ARG1 if it were an OVS sentence.

Idafa constructions may cause problems for argu-
ment boundary detection systems unless the under-
lying parser is sensitive to these constructions. For
example, in the sentence illustrated in Figure 1, the
NP m$rwE AlAmm AlmtHdp ‘the United Nations’
project’ is an idafa construction, so the scope of the
NP has to cover all three words and then assign the
ARG boundary to the correct NP.

Arabic Propbank Taking into consideration
the possible challenges, an Arabic Propbank
(APB) was created. APB comprises 200K words
from ATB 3 version 2 annotating the proposition
for each verb. The chosen verbs occur at least 12
times in the corpus covering 80% of the data. It
provides semantic role annotations for 454 verbal
predicates. The predicates are fully specified for
diacritization hence no two lexically variant verbs
are conflated. APB defines an overall 26 argument
types. We have excluded here 4 of these argument
types, three of which were absent from the training
data and ARGM-TER which marks ATB errors.
Once the verbs are chosen, the framers come up
with frames based on a combination of syntactic
and semantic behaviors expressed by the verb
and its core arguments. The framers use their
native intuition, look at a sample occurrence in the
data, and use external sources to aid them in the
frame-creating process. If the verb has more than
one sense, it is divided into more than one frame
depending on how it relates to its arguments. The
arguments themselves are chosen based not only
on what is deemed semantically necessary, but on
frequency of usage, as well. Figure 1 shows an
example predicate and its arguments annotated with
semantic role labels.

Task Design The Arabic SRL task is split into
an argument boundary detection task and an argu-
ment classification task. We released data for the
95 most frequent verbs. An important characteristic
of the data-set is the use of unvowelized Arabic in
the Buckwalter transliteration scheme. We released
the gold standard parses in the ATB as a source for
syntactic parses for the data. The data is annotated
with the reduced Bies POS tag set (in the LDC ATB
distribution). The data comprises a development
set of 886 sentences, a test set of 902 sentences,
and a training set of 8,402 sentences. The devel-
opment set comprises 1710 argument instances, the
test data comprises 1657 argument instances, and
training data comprises 21,194 argument instances.
For evaluation we use the official CoNLL evaluator
(Carreras and Màrquez, 2005). The evaluation soft-
ware produces accuracy, precision, recall and Fβ=1

metrics.
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Figure 1: An example SRL annotated tree

5.1 Subtask : Argument Boundary Detection

In this task, the participating systems are ex-
pected to detect the boundaries of arguments as-
sociated with designated predicates. The systems
are expected to identify the arguments with the
correct level of scoping. For instance, in our
running example sentence, the argument bound-
aries for the verb �� � �� frD ‘imposed’ are illus-
trated as follows: [m$rwE AlAmm AlmtHdp]ARG

[frD]Lemma:faroD [mhlp nhA}yp]ARG [l AtAHp Al-
frSp AmAm qbrS]ARG. The three relevant argu-
ments are m$rwE AlAmm AlmtHdp ‘the United Na-
tions Project’, mhlp nhA}yp ‘final grace-period’, and
l AtAHp AlfrSp AmAm qbrS ‘as an opportunity for
Cyprus’.

Only one system (CUNIT) participated in the sub-
task. CUNIT is an SVM based discriminative clas-
sification system based on different degrees polyno-
mial kernels. The best CUNIT system (with degree
2 kernel) achieves an Fβ=1 argument boundary de-
tection score of 93.68% on the development data and
94.06% on the test data. We note that the results on
the test data are higher than on the development data
indicating that the test data is relatively easier.

5.2 Subtask: Argument Classification

In this task, the participating systems are expected
to identify the class of the arguments detected in the

previous step of argument boundary detection. In
this sub task we have 22 argument types. Table 1
illustrates the different argument types and their dis-
tributions between the dev, train and test sets.

The most frequent arguments are ARG0, ARG1,
ARG2 and ARGM-TMP. This is similar to what we
see in the English Propbank. We note the additional
ARG types with the extension STR. These are for
stranded arguments. The tag STR is used when one
constituent cannot be selected and an argument has
two or more concatenated constituents. An exam-
ple of this type of ARG is �, � . ( � � � � �.- . ��0/ 0 # � . # 
 . �� - . �� � �� �
�1 �
{stqr fy nyw ywrk fy brwklyn ‘he settled in New
York, in Brooklyn’. In this case, fy nyw ywrk ‘in
New York’ is labeled ARG1 and fy brwklyn ‘in
Brooklyn’ is labeled ARG1-STR.

Only one system (CUNIT) participated in the
SRL subtask. CUNIT is an SVM based discrimina-
tive classification system based on different degrees
polynomial kernels. The best CUNIT system (with
degree 2 kernel) achieves an overall Fβ=1 score for
all arguments classification of 77.84% on the devel-
opment data and 81.43% on the test data. It is worth
noting that these results are run with the automatic
argument boundary detection as an initial step. In
both the test and the development results, the preci-
sion is significantly higher than the recall. For the
development set precision is 81.31% and the recall
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#train #dev #test
ARG0 6,328 227 256
ARG0-STR 70 8 5
ARG1 7,858 702 699
ARG1-PRD 38 2 3
ARG1-STR 172 23 13
ARG2 1,843 191 180
ARG2-STR 32 5 4
ARG3 164 13 12
ARG4 15 0 4
ARGM 79 6 1
ARGM-ADV 994 103 115
ARGM-BNF 53 5 7
ARGM-CAU 89 12 11
ARGM-CND 38 6 3
ARGM-DIR 25 3 1
ARGM-DIS 56 8 5
ARGM-EXT 21 0 1
ARGM-LOC 711 82 61
ARGM-MNR 623 85 55
ARGM-NEG 529 76 39
ARGM-PRD 77 14 12
ARGM-PRP 343 42 27
ARGM-TMP 1,347 96 107
Total 21,194 1,710 1,657

Table 1: Distribution of training, development and test in-
stances on the different role types.

is 74.67%. For the test set, the precision is 84.71%
and the recall is 78.39%. We note that, similar to
the boundary detection sub-task, the results on the
test data are significantly higher than on the devel-
opment data which suggests that the test data is rel-
atively easier.

6 Conclusion

In this paper, we presented a description of Task 18
on Arabic Semantic labeling. Our goal was to rally
interest in Arabic Semantic labeling. On the word
sense disambiguation front, we have successfully
created an all-words sense annotated set of Arabic
nouns and verbs in running text. The set is anno-
tated with both Arabic WordNet synset labels and
their corresponding English WordNet 2.0 synset la-
bels. Unfortunately, no systems participated in the
WSD sub-tasks, however, we have prepared the data
for future endeavors and hopefully this will motivate
researchers in NLP to start experimenting with Ara-
bic WSD.

On the task of Semantic Role Labeling, we have
created a test, training and development set that has
been successfully validated through being employed
for building the first Arabic SRL system. Hopefully,

this data will help propel research in Arabic SRL.
It is also worth noting that we currently have effec-
tively created a data set that is annotated for word
senses, lexical information such as full morpholog-
ical specifications, syntactic and semantic parses as
well as English glosses and translations.

References
Collin F. Baker, Charles J. Fillmore, and John B. Lowe. 1998.

The berkeley FrameNet project. In COLING-ACL ’98:
Proceedings of the Conference, held at the University of
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Abstract

This task consists of recognizing words
and phrases that evoke semantic frames as
defined in the FrameNet project (http:
//framenet.icsi.berkeley.edu),
and their semantic dependents, which are
usually, but not always, their syntactic
dependents (including subjects). The train-
ing data was FN annotated sentences. In
testing, participants automatically annotated
three previously unseen texts to match gold
standard (human) annotation, including pre-
dicting previously unseen frames and roles.
Precision and recall were measured both for
matching of labels of frames and FEs and
for matching of semantic dependency trees
based on the annotation.

1 Introduction
The task of labeling frame-evoking words with ap-
propriate frames is similar to WSD, while the task of
assigning frame elements is called Semantic Role
Labeling (SRL), and has been the subject of several
shared tasks at ACL and CoNLL. For example, in
the sentence “Matilde said, ‘I rarely eat rutabaga,”’
said evokes the Statement frame, and eat evokes
the Ingestion frame. The role of SPEAKER in the
Statement frame is filled by Matilda, and the role
of MESSAGE, by the whole quotation. In the Inges-
tion frame, I is the INGESTOR and rutabaga fills the
INGESTIBLES role. Since the ingestion event is con-
tained within the MESSAGE of the Statement event,
we can represent the fact that the message conveyed

was about ingestion, just by annotating the sentence
with respect to these two frames.

After training on FN annotations, the participants’
systems labeled three new texts automatically. The
evaluation measured precision and recall for frames
and frame elements, with partial credit for incorrect
but closely related frames. Two types of evaluation
were carried out: Label matching evaluation, in
which the participant’s labeled data was compared
directly with the gold standard labeled data, and Se-
mantic dependency evaluation, in which both the
gold standard and the submitted data were first con-
verted to semantic dependency graphs in XML for-
mat, and then these graphs were compared.

There are three points that make this task harder
and more interesting than earlier SRL tasks: (1)
while previous tasks focused on role assignment, the
current task also comprises the identification of the
appropriate FrameNet frame, similar to WSD, (2)
the task comprises not only the labeling of individ-
ual predicates and their arguments, but also the inte-
gration of all labels into an overall semantic depen-
dency graph, a partial semantic representation of
the overall sentence meaning based on frames and
roles, and (3) the test data includes occurrences of
frames that are not seen in the training data. For
these cases, participant systems have to identify the
closest known frame. This is a very realistic sce-
nario, encouraging the development of robust sys-
tems showing graceful degradation in the face of un-
known events.
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2 Frame semantics and FrameNet

The basic concept of Frame Semantics is that many
words are best understood as part of a group of
terms that are related to a particular type of event
and the participants and “props” involved in it (Fill-
more, 1976; Fillmore, 1982). The classes of events
are the semantic frames of the lexical units (LUs)
that evoke them, and the roles associated with the
event are referred to as frame elements (FEs). The
same type of analysis applies not only to events but
also to relations and states; the frame-evoking ex-
pressions may be single words or multi-word ex-
pressions, which may be of any syntactic category.
Note that these FE names are quite frame-specific;
generalizations over them are expressed via explicit
FE-FE relations.

The Berkeley FrameNet project (hereafter FN)
(Fillmore et al., 2003) is creating a computer- and
human-readable lexical resource for English, based
on the theory of frame semantics and supported by
corpus evidence. The current release (1.3) of the
FrameNet data, which has been freely available for
instructional and research purposes since the fall
of 2006, includes roughly 780 frames with roughly
10,000 word senses (lexical units). It also contains
roughly 150,000 annotation sets, of which 139,000
are lexicographic examples, with each sentence an-
notated for a single predicator. The remainder are
from full-text annotation in which each sentence is
annotated for all predicators; 1,700 sentences are an-
notated in the full-text portion of the database, ac-
counting for roughly 11,700 annotation sets, or 6.8
predicators (=annotation sets) per sentence. Nearly
all of the frames are connected into a single graph
by frame-to-frame relations, almost all of which
have associated FE-to-FE relations (Fillmore et al.,
2004a)

2.1 Frame Semantics of texts
The ultimate goal is to represent the lexical se-
mantics of all the sentences in a text, based on
the relations between predicators and their depen-
dents, including both phrases and clauses, which
may, in turn, include other predicators; although this
has been a long-standing goal of FN (Fillmore and
Baker, 2001), automatic means of doing this are only
now becoming available.

Consider a sentence from one of the testing texts:
(1) This geography is important in understanding

Dublin.
In the frame semantic analysis of this sentence,

there are two predicators which FN has analyzed:
important and understanding, as well as one which
we have not yet analyzed, geography. In addition,
Dublin is recognized by the NER system as a loca-
tion. In the gold standard annotation, we have the
annotation shown in (2) for the Importance frame,
evoked by the target important, and the annotation
shown in (3) for the Grasp frame, evoked by under-
standing.

(2) [FACTOR This geography] [COP is] IMPOR-
TANT [UNDERTAKING in understanding Dublin].
[INTERESTED PARTY INI]

(3) This geography is important in UNDER-
STANDING [PHENOMENON Dublin]. [COGNIZER
CNI]

The definitions of the two frames begin like this:
Importance: A FACTOR affects the outcome of an

UNDERTAKING, which can be a goal-oriented activ-
ity or the maintenance of a desirable state, the work
in a FIELD, or something portrayed as affecting an
INTERESTED PARTY. . .

Grasp: A COGNIZER possesses knowledge about
the workings, significance, or meaning of an idea or
object, which we call PHENOMENON, and is able to
make predictions about the behavior or occurrence
of the PHENOMENON. . .

Using these definitions and the labels, and the fact
that the target and FEs of one frame are subsumed
by an FE of the other, we can compose the mean-
ings of the two frames to produce a detailed para-
phrase of the meaning of the sentence: Something
denoted by this geography is a factor which affects
the outcome of the undertaking of understanding the
location called “Dublin” by any interested party. We
have not dealt with geography as a frame-evoking
expression, although we would eventually like to.
(The preposition in serves only as a marker of the
frame element UNDERTAKING.)

In (2), the INTERESTED PARTY is not a label on
any part of the text; rather, it is marked INI, for “in-
definite null instantiation”, meaning that it is con-
ceptually required as part of the frame definition,
absent from the sentence, and not recoverable from
the context as being a particular individual–meaning

100



that this geography is important for anyone in gen-
eral’s understanding of Dublin. In (3), the COG-
NIZER is “constructionally null instantiated”, as the
gerund understanding licenses omission of its sub-
ject. The marking of null instantiations is important
in handling text coherence and was part of the gold
standard, but as far as we know, none of the partici-
pants attempted it, and it was ignored in the evalua-
tion.

Note that we have collapsed the two null instan-
tiated FEs, the INTERESTED PARTY of the impor-
tance frame and the COGNIZER in the Grasp frame,
since they are not constrained to be distinct.

2.2 Semantic dependency graphs
Since the role fillers are dependents (broadly speak-
ing) of the predicators, the full FrameNet annotation
of a sentence is roughly equivalent to a dependency
parse, in which some of the arcs are labeled with role
names; and a dependency graph can be derived algo-
rithmically from FrameNet annotation; an early ver-
sion of this was proposed by (Fillmore et al., 2004b)

Fig. 1 shows the semantic dependency graph de-
rived from sentence (1); this graphical representa-
tion was derived from a semantic dependency XML
file (see Sec. 5). It shows that the top frame in this
sentence is evoked by the word important, although
the syntactic head is the copula is (here given the
more general label “Support”). The labels on the
arcs are either the names of frame elements or indi-
cations of which of the daughter nodes are seman-
tic heads, which is important in some versions of
the evaluation. The labels on nodes are either frame
names (also colored gray), syntactic phrases types
(e.g. NP), or the names of certain other syntactic
“connectors”, in this case, Marker and Support.

3 Definition of the task
3.1 Training data
The major part of the training data for the task con-
sisted of the current data release from FrameNet
(Release 1.3), described in Sec.2 This was supple-
mented by additional training data made available
through SemEval to participants in this task. In ad-
dition to updated versions of some of the full-text an-
notation from Release 1.3, three files from the ANC
were included: from Slate.com, “Stephanopoulos

Importance:
important 

Marker: in 

Undertaking

 NP 

Factor

Grasp:
understanding 

SemHead

This geography

Head

NE:location:
Dublin 

DenotedFE: location

Phenomenon

 <s> 

Supp: is 

Head

.

SemHead

Figure 1: Sample Semantic Dependency Graph

Crimes” and “Entrepreneur as Madonna”, and from
the Berlitz travel guides, “History of Jerusalem”.

3.2 Testing data
The testing data was made up of three texts, none
of which had been seen before; the gold standard
consisted of manual annotations (by the FrameNet
team) of these texts for all frame evoking expres-
sions and the fillers of the associated frame ele-
ments. All annotation of the testing data was care-
fully reviewed by the FN staff to insure its cor-
rectness. Since most of the texts annotated in the
FN database are from the NTI website (www.nti.
org), we decided to take two of the three test-
ing texts from there also. One, “China Overview”,
was very similar to other annotated texts such
as “Taiwan Introduction”, “Russia Overview”, etc.
available in Release 1.3. The other NTI text,
“Work Advances”, while in the same domain, was
shorter and closer to newspaper style than the rest
of the NTI texts. Finally, the “Introduction to
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Sents NEs Frames
Tokens Types

Work 14 31 174 77
China 39 90 405 125
Dublin 67 86 480 165
Totals 120 207 1059 272

Table 1: Summary of Testing Data

Dublin”, taken from the American National Cor-
pus (ANC, www.americannationalcorpus.
org) Berlitz travel guides, is of quite a different
genre, although the “History of Jerusalem” text in
the training data was somewhat similar. Table 1
gives some statistics on the three testing files. To
give a flavor of the texts, here are two sentences;
frame evoking words are in boldface:

From “Work Advances”: “The Iranians are now
willing to accept the installation of cameras only
outside the cascade halls, which will not enable the
IAEA to monitor the entire uranium enrichment
process,” the diplomat said.

From “Introduction to Dublin”: And in this
city, where literature and theater have historically
dominated the scene, visual arts are finally com-
ing into their own with the new Museum of Modern
Art and the many galleries that display the work of
modern Irish artists.

4 Participants
A number of groups downloaded the training or test-
ing data, but in the end, only three groups submitted
results: the UTD-SRL group and the LTH group,
who submitted full results, and the CLR group who
submitted results for frames only. It should also be
noted that the LTH group had the testing data for
longer than the 10 days allowed by the rules of the
exercise, which means that the results of the two
teams are not exactly comparable. Also, the results
from the CLR group were initially formatted slightly
differently from the gold standard with regard to
character spacing; a later reformatting allowed their
results to be scored with the other groups’.

The LTH system used only SVM classifiers, while
the UTD-SRL system used a combination of SVM
and ME classifiers, determined experimentally. The
CLR system did not use classifiers, but hand-written

symbolic rules. Please consult the separate system
papers for details about the features used.

5 Evaluation

The labels-only matching was similar to previous
shared tasks, but the dependency structure evalua-
tion deserves further explanation: The XML seman-
tic dependency structure was produced by a program
called fttosem, implemented in Perl, which goes
sentence by sentence through a FrameNet full-text
XML file, taking LU, FE, and other labels and using
them to structure a syntactically unparsed piece of a
sentence into a syntactic-semantic tree. Two basic
principles allow us to produce this tree: (1) LUs are
the sole syntactic head of a phrase whose semantics
is expressed by their frame and (2) each label span
is interpreted as the boundaries of a syntactic phrase,
so that when a larger label span subsumes a smaller
one, the larger span can be interpreted as a the higher
node in a hierarchical tree. There are a fair num-
ber of complications, largely involving identifying
mismatches between syntactic and semantic headed-
ness. Some of these (support verbs, copulas, mod-
ifiers, transparent nouns, relative clauses) are anno-
tated in the data with their own labels, while oth-
ers (syntactic markers, e.g. prepositions, and auxil-
iary verbs) must be identified using simple syntactic
heuristics and part-of-speech tags.

For this evaluation, a non-frame node counts as
matching provided that it includes the head of the
gold standard, whether or not non-head children of
that node are included. For frame nodes, the partici-
pants got full credit if the frame of the node matched
the gold standard.

5.1 Partial credit for related frames
One of the problems inherent in testing against un-
seen data is that it will inevitably contain lexical
units that have not previously been annotated in
FrameNet, so that systems which do not generalize
well cannot get them right. In principle, the deci-
sion as to what frame to add a new LU to should be
helped by the same criteria that are used to assign
polysemous lemmas to existing frames. However,
in practice this assignment is difficult, precisely be-
cause, unlike WSD, there is no assumption that all
the senses of each lemma are defined in advance; if

102



the system can’t be sure that a new use of a lemma
is in one of the frames listed for that lemma, then
it must consider all the 800+ frames as possibili-
ties. This amounts to the automatic induction of
fine-grained semantic similarity from corpus data, a
notoriously difficult problem (Stevenson and Joanis,
2003; Schulte im Walde, 2003).

For LUs which clearly do not fit into any exist-
ing frames, the problem is still more difficult. In the
course of creating the gold standard annotation of
the three testing texts, the FN team created almost 40
new frames. We cannot ask that participants hit upon
the new frame name, but the new frames are not cre-
ated in a vacuum; as mentioned above, they are al-
most always added to the existing structure of frame-
to-frame relations; this allows us to give credit for
assignment to frames which are not the precise one
in the gold standard, but are close in terms of frame-
to-frame relations. Whenever participants’ proposed
frames were wrong but connected to the right frame
by frame relations, partial credit was given, decreas-
ing by 20% for each link in the frame-frame relation
graph between the proposed frame and the gold stan-
dard. For FEs, each frame element had to match the
gold standard frame element and contain at least the
same head word in order to gain full credit; again,
partial credit was given for frame elements related
via FE-to-FE relations.

6 Results

Text Group Recall Prec. F1
Dublin UTD-SRL 0.4188 0.7716 0.5430
China UTD-SRL 0.5498 0.8009 0.6520
Work UTD-SRL 0.5251 0.8382 0.6457
Dublin LTH 0.5184 0.7156 0.6012
China LTH 0.6261 0.7731 0.6918
Work LTH 0.6606 0.8642 0.7488
Dublin CLR 0.3984 0.6469 0.4931
China CLR 0.4621 0.6302 0.5332
Work CLR 0.5054 0.7452 0.6023

Table 2: Frame Recognition only

The strictness of the requirement of exact bound-
ary matching (which depends on an accurate syntac-
tic parse) is compounded by the cascading effect of
semantic classification errors, as seen by comparing

Text Group Recall Prec. F1
Label matching only
Dublin UTD-SRL 0.27699 0.55663 0.36991
China UTD-SRL 0.31639 0.51715 0.39260
Work UTD-SRL 0.31098 0.62408 0.41511
Dublin LTH 0.36536 0.55065 0.43926
China LTH 0.39370 0.54958 0.45876
Work LTH 0.41521 0.61069 0.49433
Semantic dependency matching
Dublin UTD-SRL 0.26238 0.53432 0.35194
China UTD-SRL 0.31489 0.53145 0.39546
Work UTD-SRL 0.30641 0.61842 0.40978
Dublin LTH 0.36345 0.54857 0.43722
China LTH 0.40995 0.57410 0.47833
Work LTH 0.45970 0.67352 0.54644

Table 3: Results for combined Frame and FE recog-
nition

the F-scores in Table 3 with those in Table 2. The
difficulty of the task is reflected in the F-scores of
around 35% for the most difficult text in the most
difficult condition, but participants still managed to
reach F-scores as high as 75% for the more limited
task of Frame Identification (Table 2), which more
closely matches traditional Senseval tasks, despite
the lack of a full sense inventory. The difficulty
posed by having such an unconstrained task led to
understandably low recall scores in all participants
(between 25 and 50%). The systems submitted by
the teams differed in their sensitivity to differences
in the texts: UTD-SRL’s system varied by around
10% across texts, while LTH’s varied by 15%.

There are some rather encouraging results also.
The participants rather consistently performed bet-
ter with our more complex, but also more useful and
realistic scoring, including partial credit and grad-
ing on semantic dependency rather than exact span
match (compare the top and bottom halves of Table
3). The participants all performed relatively well on
the frame-recognition task, with precision scores av-
eraging 63% and topping 85%.

7 Discussion
The testing data for this task turned out to be espe-
cially challenging with regard to new frames, since,
in an effort to annotate especially thoroughly, almost
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40 new frames were created in the process of an-
notating these three specific passages. One result
of this was that the test passages had more unseen
frames than a random unseen passage, which prob-
ably lowered the recall on frames. It appears that
this was not entirely compensated by giving partial
credit for related frames.

This task is a more advanced and realistic version
of the Automatic Semantic Role Labeling task of
Senseval-3 (Litkowski, 2004). Unlike that task, the
testing data was previously unseen, participants had
to determine the correct frames as a first step, and
participants also had to determine FE boundaries,
which were given in the Senseval-3.

A crucial difference from similar approaches,
such as SRL with PropBank roles (Pradhan et al.,
2004) is that by identifying relations as part of a
frame, you have identified a gestalt of relations that
enables far more inference, and sentences from the
same passage that use other words from the same
frame will be easier to link together. Thus, the
FN SRL results are translatable fairly directly into
formal representations which can be used for rea-
soning, question answering, etc. (Scheffczyk et
al., 2006; Frank and Semecky, 2004; Sinha and
Narayanan, 2005).

Despite the problems with recall, the participants
have expressed a determination to work to improve
these results, and the FN staff are eager to collabo-
rate in this effort. A project is now underway at ICSI
to speed up frame and LU definition, and another to
speed up the training of SRL systems is just begin-
ning, so the prospects for improvement seem good.

This material is based in part upon work sup-
ported by the National Science Foundation under
Grant No. IIS-0535297.
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Abstract

This paper presents a combined super-
vised and unsupervised approach for multi-
document person name disambiguation.
Based on feature vectors reflecting pairwise
comparisons between web pages, a classifi-
cation algorithm provides linking informa-
tion about document pairs, which leads to
initial clusters. In addition, two different
clustering algorithms are fed with matrices
of weighted keywords. In a final step the
“seed” clusters are combined with the results
of the clustering algorithms. Results on the
validation data show that a combined classi-
fication and clustering approach doesn’t al-
ways compare favorably to those obtained
by the different algorithms separately.

1 Introduction

Finding information about people on the World
Wide Web is one of the most popular activities of
Internet users. Given the high ambiguity of person
names and the increasing amount of information on
the web, it becomes very important to organize this
large amount of information into meaningful clus-
ters referring each to one single individual.

The problem of resolving name ambiguity on
the Internet has been approached from different an-
gles. Mann and Yarowsky (2003) have proposed a
Web based clustering technique relying on a fea-
ture space combining biographic facts and associ-
ated names, whereas Bagga and Baldwin (1998)

have looked for coreference chains within each doc-
ument, take the context of these chains for creating
summaries about each entity and convert these sum-
maries into a bag of words. Documents get clustered
using the standard vector space model. Other re-
searchers have taken this search for distinctive key-
words one step further and tried to come up with
“concepts” describing the documents. Fleischman
and Hovy (2004) introduce the “maximum entropy
model”: a binary classifier determines whether two
concept-instance pairs refer to the same individ-
ual. Pedersen (2006) presented an unsupervised ap-
proach using bigrams in the contexts to be clustered,
thus aiming at a concept level semantic space instead
of a word level feature space.

For the semeval contest, we approached the task
from a double supervised and unsupervised perspec-
tive. For the supervised classification, the task was
redefined in the form of feature vectors containing
disambiguating information on pairs of documents.
In addition to this, different clustering approaches
were applied on matrices of keywords. These results
were then merged by taking the classification output
as basic ”seed” clusters, which were then enhanced
by the results from the clustering experiments.

In the remainder of this paper, Section 2 intro-
duces the data sets and describes the construction of
the feature vectors and the keyword matrices. The
classification and clustering experiments, and the
final combination of the different outputs are dis-
cussed in Section 3. Section 4 gives an overview of
the results on the test data and Section 5 summarizes
the main findings of the paper.
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2 Data sets and feature construction

The data we have used for training our system were
made available in the framework of the SemEval
(task 13: Web People Search) competition (Artiles
et al., 2007). As preliminary training corpus (re-
ferred to as “trial data” in our article), we used the
WePS corpus (Web People Search corpus), available
at http://nlp.uned.es/weps. For the real training set,
this trial set was expanded in order to cover differ-
ent degrees of ambiguity (very common names, un-
common names and celebrity names which tend to
monopolize search results). The training corpus is
composed of 40 sets of 100 web pages, each set
corresponding to the first 100 results for a person
name query. The documents were manually clus-
tered. Documents that couldn’t be clustered prop-
erly have been put in a “discarded” section. Test
data have been constructed in a similar way (30 sets
of 100 web pages).

The content of the web pages has been prepro-
cessed by means of a memory-based shallow parser
(MBSP) (Daelemans and van den Bosch, 2005).
From the MBSP, we used the regular expression
based tokenizer, the part-of-speech tagger and text
chunker using the memory-based tagger MBT. On
the basis of the preprocessed data we construct a rich
feature space that combines biographic facts and dis-
tinctive characteristics for a given person, a list of
weighted keywords and meta data information about
the web page.

2.1 Feature vector construction

The following biographic facts and related named
entities were extracted from the preprocessed data.
Information on date and place of birth, and on date
and place of death were extracted by means of a rule-
based component. Furthermore, three named en-
tity features were extracted on the basis of the shal-
low syntactic information provided by the memory-
based shallow parser and additional gazetteer infor-
mation. Furthermore, a “name” feature was aimed
at the extraction of further interesting name infor-
mation (E.g other surnames, family names) on the
person in focus, leading to the extraction of for ex-
ample “Ann Hill Carter Lee” and “Jo Ann Hill” for
the document collection on “Ann Hill”. The “loca-
tion” feature informs on the overlap between all lo-

cations named in the different documents. In a simi-
lar way, the “NE” feature returns the inter-document
overlap between all other named entities.

Starting with the assumption that overlapping
URL and email addresses usually point to the same
individual, we have also extracted URL, email and
domain addresses from the web pages. Therefore we
have combined pattern matching rules and markup
information (HTML <href> tag). The link of the
document itself has been added to the set of URL
links. Some filtering on the list has been performed
concerning length (to exclude garbage) and content
(to exclude non-distinctive URL addresses such as
index.html). Pair-wise comparison of documents
with respect to overlapping URL, email and domain
names resulted in 3 binary features.

Another binary feature we have extracted is the
location, based on our simple supposition that if
two documents are hosted in the same city, they
most probably refer to the same person (but not
vice versa). For converting IP-addresses to city lo-
cations, we have used MaxMind GeoIP(tm) open
source database2, which was sufficient for our needs.

2.2 A bag of weighted keywords

The input source for extracting our distinctive key-
words is double: both the entire (preprocessed) con-
tent of the web pages as well as snippets and titles of
documents are used. Keywords extracted from snip-
pets and titles get a predefined -rather high- score,
as we consider them quite important. For determin-
ing the keyword relevance of the words extracted
from the content of the web pages, we have applied
Term Frequency Inverse Document Frequency (TF-
IDF) (Berger et al., 2000).

Once all scores are calculated, all weighted key-
words get stored in a matrix, which serve as input
for the clustering experiments. The calculated key-
word weight is also used, in case of overlapping key-
words, as a feature in our pairwise comparison vec-
tor. In case two keywords occurring in two different
documents are identical or recognized as synonyms
(information we obtain by using WordNet3), we sum
up the different weights of these keywords and store
this value in the feature vector.

2http://www.maxmind.com/app/geolitecity
3http://wordnet.princeton.edu/
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3 Classification and Clustering algorithms

3.1 Classification

For the classification experiments, we used the ea-
ger RIPPER rule learner (Cohen, 1995) which in-
duces a set of easily understandable if-then classi-
fication rules for the minority class and a default
rule for the remaining class. The ruler learner was
trained and validated on the trial and training data.
Given the completely different class distribution of
the trial and training data, viz. 10.6% positive in-
stances in the trial data versus 66.7% in the train-
ing data, we decided to omit the trial data and opti-
mize the learner on the basis of the more balanced
training data set. There was an optimization of the
class ordering parameter, the two-valued negative
tests parameter, the hypothesis simplification param-
eter, the example coverage parameter, the parameter
expressing the number of optimization passes and
the loss ratio parameter. The predicted positive pair-
wise classifications were then combined using a for
coreference resolution developed counting mecha-
nism (Hoste, 2005).

3.2 Clustering Algorithms

We experimented with several clustering algorithms
and settings on the trial and training data to de-
cide on our list of parameter settings. We validated
the following three clustering algorithms. First,
we compared output from k-means and hierarchical
clustering algorithms. Next to that, we have run ex-
periments for agglomerative clustering4. with differ-
ent parameter combinations (2 similarity measures
and 5 clustering functions). All clustering experi-
ments take the weighted keywords matrix as input.
Based on the validation experiments, hierarchical
and agglomerative clustering were further evaluated
to find out the optimal parameter settings. For hier-
archical clustering, this led to the choice of the co-
sine distance metric, single-link hierarchical cluster-
ing and a 50% cluster size. For agglomerative clus-
tering, clustering accuracy was very dependent on
the structure of the document set. This has made us
use different strategies for clustering sets containing
“famous” and “non famous” people. As a distinction
criterion we have chosen the presence/non-presence

4http://glaros.dtc.umn.edu/gkhome/views/cluto

of the person in Wikipedia. We started with the as-
sumption that sets containing famous people (found
in Wikipedia) most probably contain a small amount
of bigger clusters than sets describing “ordinary”
persons. According to this assumption, two differ-
ent parameter sets were used for clustering. For
Wikipedia people we have used the correlation co-
efficient and g1 clustering type, for ordinary people
we have used the cosine similarity measure and sin-
gle link clustering. For both categories the number
of target output clusters equals (number of RIPPER
output clusters + the number of documents*0.2).

Although the clustering results with the best set-
tings for hierarchical and agglomerative clustering
were very close with regard to F-score (combining
purity and inverse purity, see (Artiles et al., 2007)
for a more detailed description), manual inspection
of the content of the clusters has revealed big dif-
ferences between the two approaches. Clusters that
are output by our hierarchical algorithm look more
homogeneous (higher purity), whereas inverse pu-
rity seems better for the agglomerative clustering.
Therefor we have decided to take the best of two
worlds and combined resulting clusters of both al-
gorithms.

3.3 Merging of clustering results

Classification and clustering with optimal settings
resulted in three sets of clusters, one based on pair-
wise similarity vectors and two based on keyword
matrices. Since the former set tends to have better
precision, which seems logical because more evi-
dent features are used for classification, we used this
set as “seed” clusters. The two remaining sets were
used to improve recall.

Merging was done in the following way: first we
compare the initial set with the result of the agglom-
erative clustering by trying to find the biggest inter-
section. We remove the intersection from the small-
est cluster and add both clusters to the final set. The
resulting set of clusters is further improved by us-
ing the result of the hierarchical clustering. Here we
apply another combining strategy: if two documents
form one cluster in the initial set, but are in separate
clusters in the other set, we merge these two clusters.
Table 1 lists all results of the separate clustering al-
gorithms as well as the final clustering results for
the Wikipedia person names. Second half of the ta-
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Person Name Ripper agglom. hierarch. merged
Wikipedia

Alexander Macomb .69/.63 .64/.56 .57/.47 .79/.80
David Lodge .69/.65 .69/.64 .43/.33 .79/.85
George Clinton .65/.62 .64/.59 .54/.45 .75/.80
John Kennedy .67/.62 .70/.66 .49/.39 .76/.80
Michael Howard .56/.54 .63/.62 .65/.58 .62/.75
Paul Collins .54/.57 .64/.62 .63/.56 .55/.62
Tony Abbott .63/.59 .67/.63 .62/.54 .77/.83

Average Scores .73/.76 .67/.72 .62/.60 .66/.75
all Training Data

Table 1: Results on Training Data

ble shows the average results for the separate and
combined algorithms. The first score always refers
to Fα = 0.5, the second score refers toFα = 0.2.

The average scores, that were calculated on the
complete training set, show thatRIPPERoutperforms
the combined clusters.

4 Results on the test data

4.1 Final settings

For our classification algorithm, we have finally not
kept the best settings for the training data, as this
led to an alarming over-assignment of the positive
class, thus linking nearly every document to each
other. Therefore, we were forced to define a more
strict rule set. For the clustering algorithms, we have
used the optimal parameter settings as described in
Section 3.

4.2 Test results

Table 2 lists the results for the separate and merged
clustering for SET 1 in the test data (participants
in the ACL conference) and the average for all al-
gorithms. The average score, that has been calcu-
lated on the complete test set, shows that the com-
bined clusters outperform the separate algorithms
for Fα = 0.2, but the hierarchical algorithm out-
performs the others forFα = 0.5. Table 3 lists the
average results for purity, inverse purity and the F-
measures.

5 Conclusions

We proposed and validated a combined classifica-
tion and clustering approach for resolving web peo-
ple ambiguity. In future work we plan to experiment
with clustering algorithms that don’t require a prede-
fined number of clusters, as our tests revealed a big
impact of the cluster size on our results. We will also

Person Name Ripper agglom. hierarch. merged
ACL

Chris Brockett .49/.39 .74/.69 .70/.61 .79/.80
Dekang Lin .69/.58 .76/.67 .59/.47 .93/.89
Frank Keller .48/.41 .68/.75 .64/.62 .56/.71
James Curran .53/.50 .64/.77 .75/.78 .54/.72
Jerry Hobbs .50/.39 .02/.01 .58/.47 .74/.70
Leon Barrett .47/.40 .67/.74 .65/.66 .57/.73
Mark Johnson .45/.42 .55/.70 .65/.77 .44/.65
Robert Moore .39/.37 .60/.71 .66/.68 .46/.65
Sharon Goldwater .60/.49 .72/.61 .40/.29 .91/.86
Stephen Clark .41/.42 .53/.67 .68/.75 .46/.67

Average Scores .49/.45 .58/.63 .69/.69 .61/.74
all Test Data

Table 2: Results on Test Data

Test set Purity Inverse F = F =

Purity α = 0.5 α = 0.2

Set1 .57 .85 .64 .73
Set2 .45 .91 .58 .73
Set3 .48 .89 .60 .73
Global .50 .88 .60 .73

Table 3: Purity/Inverse Purity Results on Test Data

experiment with meta-learning, other merging tech-
niques and evaluation metrics. Furthermore, we will
investigate the impact of intra-document and inter-
document coreference resolution on web people dis-
ambiguation.
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Abstract 

This paper describes our word sense dis-

ambiguation (WSD) system participating in 

the SemEval-2007 tasks.  The core system 

is a fully supervised system based on a Na-

ïve Bayes classifier using multiple knowl-

edge sources.  Toward a larger goal of in-

corporating the intrinsic nature of individ-

ual target words in disambiguation, thus in-

troducing a cognitive element in automatic 

WSD, we tried to fine-tune the results ob-

tained from the core system with human-

informed feature preference, and compared 

it with automatic feature selection as com-

monly practised in statistical WSD.  De-

spite the insignificant improvement ob-

served in this preliminary attempt, more 

systematic analysis remains to be done for 

a cognitively plausible account of the fac-

tors underlying the lexical sensitivity of 

WSD, which would inform and enhance 

the development of WSD systems in return. 

1 Introduction 

In recent years, many research teams all over the 

world have gained rich experience on word sense 

disambiguation (WSD) from the shared tasks of 

the SENSEVAL workshops.  The need for multiple 

knowledge sources has become a golden rule, and 

the “lexical sensitivity” once remarked by Resnik 

and Yarowsky (1997) is addressed by various 

means in statistical classifiers, such as learning an 

optimal combination of the various knowledge 

sources for individual target words (e.g. Mihalcea, 

2002; Escudero et al., 2004).  Another common 

practice is to use an ensemble of classifiers.  As 

pointed out by Mihalcea et al. (2004), among the 

participating systems in the SENSEVAL-3 English 

lexical sample task, “several of the top perform-

ance systems are based on combination of multiple 

classifiers, which shows once again that voting 

scheme that combine several learning algorithms 

outperform the accuracy of individual classifiers”.  

However, the advancement in WSD is rarely ac-

companied by any extensive account on the cogni-

tive aspects of the task or qualitative analysis of 

the relation between the disambiguation results and 

the nature of individual target words underlying 

the apparent lexical sensitivity of the task. 

Given that humans apparently use different 

strategies in making sense of words, it might be 

beneficial to have such cognitive aspects, including 

the type and strength of various kinds of semantic 

association, realised in NLP systems explicitly.  

Thus in addition to an optimal combination of clas-

sifiers alone, to better understand the contribution 

of different information types for different types of 

target words, it is important to look at WSD in re-

lation to the very intrinsic nature of individual tar-

get words, which could comprise many factors 

such as frequency, abstractness, sense relatedness 

and parts-of-speech (POS).  We thus use the con-

cept Information Susceptibility (Kwong, 2005) to 

refer to the relationship between the intrinsic fea-

tures of a target word and its senses, and the effec-

tiveness of various lexical information to charac-

terise them. 

Our current participation in SemEval-2007 is 

thus intended as a means toward a larger goal, i.e., 

to incorporate a cognitive element into automatic 

WSD systems.  In particular, we tried to fine-tune 

the results obtained from the core system with hu-

man-informed feature preference. 

In Section 2, we will briefly describe the imple-

mentation of our disambiguation system and the 

features used.  In Section 3 we will discuss the 
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human input on the target nature and the informa-

tiveness of various features.  The experiments and 

results are presented in Section 4, followed by a 

conclusion in Section 5. 

2 System Description 

2.1 Core Classifier 

The core system is a fully supervised one based on 

a Naïve Bayes classifier.  We made use of the 

Weka API (Witten and Frank, 2005) in our 

implementation.  According to Yarowsky and 

Radu (2002), Bayesian classifiers belong to one of 

the aggregative models which depend heavily on 

the multiple reinforcing feature clues obtainable 

from wide context.  Thus we use all features 

described in Section 2.2 below for our core system. 

2.2 Knowledge Sources 

Only the training data provided by the task organ-

isers was used to train the system.  We used four 

major types of contextual features, which could be 

classified into Target features, Local features, 

Topical features and Syntactic features, as de-

scribed in Table 1.  All features were converted to 

binary features. 

2.3 Feature Selection 

On top of the core system, we tested two value-

added steps to accommodate for the lexical sensi-

tivity of WSD.  One is automatic feature selection 

(AFS), for which we used CfsSubsetEval (correla-

tion-based feature selection) as implemented in 

Weka, based on the training samples of each target 

word.  The other is human-informed feature pref-

erence (HIF), for which we ran another Naïve 

Bayes classifier in parallel with a feature subset 

deemed informative by human judges to fine-tune 

the disambiguation results obtained from the core 

system (see Sections 3 and 4 below). 

3 Intrinsic Nature of Target Words 

Leacock et al. (1998), for example, observed that 

“the benefits of adding topical to local context 

alone depend on syntactic category as well as on 

the characteristics of the individual word”.  In 

other words, some target words happen to be more 

“topical” than others and might therefore be more 

susceptible to topical contextual features during 

disambiguation.  Others, however, might only be 

optimally disambiguated with other types of in-

formation. 

 

Target Features 

W0  Word form of the target word  

P0 POS of the target word 

 

Local Features 

P-2 

P-1 

P+1 

P+2 

POS of words at fixed positions 

from the target word, including 

the first and second word on its 

left and the first and second word 

on its right 

W-2 

W-1 

W+1 

W+2 

Word forms of the words at fixed 

positions from the target word, 

including the first and second 

word on its left and the first and 

second word on its right 

 

Topical Features 

W-10…W+10 Content words appearing within 

the window of ten words on each 

side of the target word 

 

Syntactic Features 

P-2 P0 

P-1 P0 

P0 P+1 

P0 P+2 

POS bigrams composed of the 

target word and its neighbouring 

words, the non-immediate P-2 P0 

and P0 P+2 are included to ac-

commodate for some flexibility 

P-2 P-1 P0 

P0 P+1 P+2 

POS trigrams composed of the 

target word and its neighbouring 

words 

Table 1  Features Used in the Naïve Bayes Classifer 

 

While statistical WSD has more or less reached 

its ceiling, it is assumed that a more thorough un-

derstanding of the effectiveness of different types 

of lexical information for characterising a word 

sense and distinguishing it from others should be 

able to further inform and enhance the develop-

ment of WSD systems.  To this end, three under-

graduate linguistics students in the City University 

of Hong Kong were asked to go through the train-

ing data for the Chinese lexical sample task in 

SENSEVAL-3 and that for the multilingual Chi-

nese-English lexical sample task (Task 5) in Se-

mEval-2007.  For each sense of a given target 

word, they were asked to rate the difficulty, ab-

stractness, and topicality of the sense on a 3-point 

scale.  At the same time, they were asked to indi-
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cate the type of information, among local POS, 

local words, and contextual words (i.e. the topical 

features in Table 1), which they reckon to be most 

useful for disambiguating a given sample of the 

target word.
1
 

While the information collected from the human 

judges is pending in-depth analysis, the feature 

preference indicated by them was used to fine-tune 

the results obtained from our core system.  During 

disambiguation, we run two Naïve Bayes classifi-

ers in parallel, the core one on all features above, 

and the other only on the type of information 

deemed most useful by two or more of the human 

judges, and use the latter to adjust the results from 

the former, as further discussed in Section 4.2. 

4 Experiment and Results 

4.1 Datasets 

We participated in the Multilingual Chinese-

English Lexical Sample Task (Task 5) and the 

English Lexical Sample Task via English-Chinese 

Parallel Text (Task 11). 

Task 5 consists of 40 Chinese target words, 19 

nouns and 21 verbs.  The number of senses for the 

target words ranges from 2 to 8, with an average of 

3.  There are altogether 2,680 training samples, i.e. 

on average about 22 for each sense.  A total of 935 

testing instances were to be tagged, i.e. on average 

about 23 for each target word.  The data were from 

People’s Daily.  The sense tags are given in the 

form of their English translations in the Chinese 

Semantic Dictionary developed by the Institute of 

Computational Linguistics of Peking University.  

The task organiser has provided the data with word 

segmentation and POS for each segmented word. 

Task 11 consists of 40 English target words, in-

cluding 20 nouns and 20 adjectives.  The average 

number of training samples for each sense is about 

42.  The number of senses for the target words 

ranges from 2 to 6, with an average of 3.125.  The 

average number of testing samples for each target 

word is 68.  The data were gathered from word-

aligned English-Chinese parallel texts. 

In addition, we also used the SENSEVAL-3 

Chinese lexical sample data during evaluation, 

which contains 20 target words. 

                                                 
1
 To simplify the task for the human judges, we did not 

distinguish between fixed-position local POS and n-

gram syntactic features, and only used the former. 

4.2 Evaluation 

For Task 5, we made use of the segmentation and 

POS information provided by the task organiser.  

For Task 11, we first ran the data through the Brill 

tagger (Brill, 1994) to obtain the POS, from which 

we then extracted the feature values. 

On top of the core system, we also tested two 

value-added conditions, namely automatic feature 

selection (AFS) and human-informed feature pref-

erence (HIF).  For the latter, we run a separate Na-

ïve Bayes classifier in parallel to the core system, 

using the knowledge source deemed most useful 

for a given target word by two or more human 

judges.  When the probability of the best guess 

from the core classifier is under a certain threshold, 

the best guess from the other is used instead.  For 

the current experiment, the probability of the best 

guess from the core classifier must at least double 

that for the next best guess. 

For evaluation, we ran a 10-fold cross validation 

on the SemEval-2007 Task 5 training data, with 

the core system and AFS.  In addition, we tested 

with the Senseval-3 Chinese lexical sample data.  

We trained the classifier with the Senseval-3 train-

ing data, with the core classifier, AFS, and HIF.  

The results are discussed below. 

4.3 Results 

Table 2 shows the evaluation results of the various 

conditions described above. 

 

Condition Ave. Precision 

 

SemEval-2007 training data (10-fold CV) 

Core classifier 77.33% 

Core classifier + AFS 85.51% 

 

Senseval-3 testing data 

Core classifier 60.2% 

Core classifier + AFS 61.7% 

Core classifier + HIF 60.7% 

Table 2  Evaluation Results 

Apparently, and as known and expected, feature 

selection is useful for choosing an optimal set of 

features for each target word.  How this compares 

and works together with human intuition and the 

nature of the individual target words and senses is 

what we would like to further investigate.  In the 

above experiment, fine-tuning with human-
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informed feature preference did not improve the 

performance as significantly as one would like to 

see, and the effect varied with individual target 

words.  One possibility is that Naïve Bayes classi-

fiers favour aggregative features, so it might not be 

most appropriate to do the fine-tuning with a sepa-

rate classifier.  Rather, we could explore the feasi-

bility of adjusting the weights of individual fea-

tures based on the feature preference. 

Our next step is to perform in-depth and system-

atic analysis on the difficulty, abstractness and 

topicality of the target words and senses, with the 

information gathered from the human judges and 

the confusion matrices generated from the experi-

ment, in association with psychological evidence 

like semantic activation and the organisation of the 

mental lexicon (e.g. Kwong, 2007). 

4.4 Official Scores in SemEval-2007 

The official scores for our system are shown in 

Table 3. 

 

Task System MicroAvg MacroAvg Rank 

5 HIF 71.0% 74.9% 3 / 6 

11 AFS 75.3%
2
 - 3 / 3 

Table 3  Official Scores for CITYU in SemEval-2007 

 

Our scores are comparable to the state-of-the-art 

results.  Although the HIF step did not increase the 

performance significantly, in view of the limitation 

of state-of-the-art statistical WSD systems, every 

minor improvement counts.  It therefore remains 

for us to further investigate the cognitive aspects of 

WSD in relation to target nature and have them 

systematically realised in WSD systems. 

5 Conclusion 

In this paper, we have described our system par-

ticipating in the SemEval-2007 multilingual Chi-

nese-English lexical sample task and English lexi-

cal sample task via English-Chinese parallel text.  

Toward a larger goal of supplementing statistical 

                                                 
2
 A post-hoc analysis reveals a technical problem for six 

of the target words in Task 11 (educational.a, change.n, 

future.n, interest.n, need.n, program.n) which were not 

properly processed by the system in one of the steps, 

and the most frequent sense was used by default.  Ignor-

ing these cases, a precision of 78.3% was obtained using 

the task organiser’s key and scoring program. 

methods with some cognitive elements of WSD, 

more systematic analysis of the intrinsic nature of 

target words underlying the lexical sensitivity of 

WSD is underway.  
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Abstract

In SemEval-2007, CL Research participated in
the task for Frame Semantic Structure
Extraction. Participation in this task was used as
the vehicle for efforts to integrate and exploit
FrameNet in a comprehensive text processing
system. In particular, this involved steps to build
a FrameNet dictionary with CL Research’s
DIMAP dictionary software and to use this
dictionary (along with its semantic network
processing capabilities) in processing text into
XML representations. Implementation of the
entire integrated package is only in its initial
stages and was used to make only a bare
submission of frame identification. On this task,
over all texts, a recall of 0.372, a precision of
0.553, and an F-score of 0.445 were achieved.
Considering only targets included in the DIMAP
FrameNet dictionary, the overall F-score is
0.605. These results, competitive with the top
scoring system, support continued attempts at a
dictionary-based approach to frame structure
extraction.

1 Introduction

CL Research participated in the SemEval-2007 task
for Frame Semantic Structure Extraction. In
participating in this task, we integrated the use of
FrameNet in the Text Parser component of the CL
Research Knowledge Management System (KMS). In
particular, we created a FrameNet dictionary from
the FrameNet databases with the CL Research
DIMAP dictionary software and used this dictionary
as a lexical resource. This new lexical resource was
integrated in the same manner as other lexical
resources (including WordNet and the Oxford
Dictionary of English (ODE, 2004)). As such, the
FrameNet dictionary was available as the basis for

sense disambiguation. In the CL Research Text
Parser, this integration was seamless, in which
disambiguation can be performed against several
lexical resources. This work attempts to expand on
semantic role labeling experiments in Senseval-3
(Litkowski, 2004a, and Litkowski, 2004b).

In the following sections, we first describe the
overall structure of the CL Research Knowledge
Management System and Text Parser, describing
their general parsing and text analysis routines. Next,
we describe the creation of the FrameNet dictionary,
particularly identifying design considerations to
exploit the richness of the FrameNet data. In section
4, we describe our submission for the SemEval task.
In section 5, we describe our results. Finally, we
identify next steps that can be taken within the CL
Research KMS and DIMAP environments to extend
the FrameNet data.

2 CL Research Text Processing

The CL Research Knowledge Management System
(KMS) is an integrated environment for performing
several higher level applications, particularly
question answering and summarization. The
underlying architecture of KMS relies on an XML
representation of texts that captures discourse
structure and discourse elements, particularly noun
phrases, verbs, and semantic roles (predominantly as
reified in prepositions). The texts that are represented
include primarily full texts as they may appear in
several forms, but also include questions, topic
specifications for which summaries are desired, and
keyword search expressions.

Text processing is an integrated component of
KMS, but for large-scale processing, a separate
system, the CL Research Text Parser is frequently
used. The same modules are used for both, with
different interfaces. Text processing is performed in
two stages: (1) syntactic parsing, generating a parse
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tree as output; and (2) discourse analysis, analyzing
the parse tree and building sets of data used to record
information about discourse segments (i.e., clauses),
discourse entities (primarily noun phrases, but also
including predicate adjective and adverb phrases),
verbs, and semantic relations (prepositions). After the
data structures are completed for an entire text during
the discourse analysis phase, they are used to create
a nested XML representation showing all the
elements and providing attributes of each component.

The parser is grammar-based and produces a
constituent structure, with non-terminals representing
syntactic components and leaves corresponding to the
words of the sentence. The parser generates some
dependency relationships by using dynamic grammar
rules added during parsing, particularly through sets
of subcategorization patterns associated with verbs
(and some other words in the dictionary). This allows
the identification of such things as sentence subjects,
preposition phrase attachments, and clause
attachments. Syntactic ambiguity is handled by
carrying forward a variable number of possible
parses (usually 40, but user adjustable for any
number), eliminating parses that are less well-formed.

The discourse analysis phase includes an
anaphora resolution component and detailed semantic
analyses of each sentence element. Many dependency
relationships are identified during this phase. The
semantic analysis includes a disambiguation
component for all words (using one or more of the
integrated dictionaries). The semantic analysis also
identifies (for later use in the XML representation)
relations between various sentence elements,
particularly identifying the complement and
attachment point for prepositions.1

To make use of the FrameNet data, it is first
necessary to put it into a form that can be used
effectively. For this purpose, a DIMAP dictionary is
used. Such dictionaries are accessible using btree
lookup, so rapid access is ensured during large-scale
text processing. Syntactic parsing proceeds at about
eight or nine hundred sentences per minute; the
discourse analysis phase is roughly the same
complexity. The result is that sentences are normally

processed at 300 to 500 sentences per minute.

3 A FrameNet Dictionary

The integration of FrameNet into KMS and Text
Parser is generally handled in the same way that
other dictionaries are used. Specifically, there is a
call to a disambiguation component to identify the
applicable sense. After this, FrameNet data are used
in a slightly different way. Disambiguation proceeds
sequentially through the words in a sentence, but the
labeling of components with frame elements is
performed only after a sentence has been fully
discourse-analyzed. This is necessary because the
location of frame elements requires full knowledge of
all components in a sentence, not just those which
precede a given target (i.e., in left-to-right parsing
and discourse analysis).

The main issue is the design of a FrameNet
dictionary; DIMAP provides sufficient capability to
capture all aspects of the FrameNet data
(Ruppenhofer, et al., 2006) in various types of built-
in data structures. First, it is necessary to capture
each lexical unit and to create a distinct sense for
each frame in which a lexeme is used. The current
FrameNet DIMAP dictionary contains 7575 entries,
with many entries having multiple senses.2 For each
sense, the FrameNet part of speech, the definition, the
frame name, the ID number, and the definition source
(identified as FN or COD, the Concise Oxford
Dictionary) are captured from the FrameNet files.3

If there is an associated FrameNet lexical entry
file that contains frame element realizations, this
information is also captured in the appropriate sense.
In DIMAP, this is done in an attribute-value feature
structure. Each non-empty feature element realization
in the FrameNet data is captured. A DIMAP feature
attribute is constructed as a conflation of the phrase
type and the grammatical function, e.g. “NP (Dep)”.
The feature value is a conflation of the valence unit

1At present, the analysis of the complement and
attachment points examines only the highest ranked
attachment point, rather than examining other
possibilities (which are frequently identified in
parsing).

2We unwittingly used an August 2006 version of
FrameNet, not the latest version that incorporated
frames developed in connection with full-text
annotation. This affects our results, as described below.

3The FrameNet dictionary data is captured using
FrameNet Explorer, a Windows interface for exploring
FrameNet frames, available for free download at CL
Research (http://www.clres.com).
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frame element name and the number of annotations in
the FrameNet corpus, e.g., “Cognizer (28)”. This
manner of capturing FrameNet information is done to
facilitate processing; the DIMAP feature structure is
frequently used to access information about lexical
items. Further experience will assess the utility of this
format.

Frames and frame elements are captured in the
same dictionary. However, they are not treated as
lexical units, but rather as “meta-entries”. In the
DIMAP dictionary, frame names are entered as
dictionary entries beginning with the symbol “#” and
frame elements are entered beginning with the symbol
“@”. In these entries, different data structures of a
DIMAP entry are used to capture the different kinds
of relations between frames and frame elements (i.e.,
the frame-to-frame relations) that are found in the
FrameNet data. Thus, a frame will have a “frame-
element” link to each of its frame elements. It will
also have attribute-value features listing its frame
elements and their type (core, peripheral, or extra-
thematic).

With a dictionary structured as described, it is
possible not only to look up a lexical unit, but also to
traverse the various links that are reachable from a
given entry. Specifically, when a lexical unit is
recognized in processing the text, the first step is to
retrieve the entry for that item and to use the frame
element realization patterns to disambiguate among
the senses (if more than one of the same part of
speech). After a sentence has been completely
processed (as described above), the meta-entries
associated with each lexical unit can be examined
(and appropriate traversals to other meta-entries can
be followed) in order to identify which sentence
constituents fill the frame elements.

Specific routines for traversing the various
FrameNet links have not yet been developed.
However, this is primarily a matter of assessing
which traversals would be useful. Similar traversals
are used with other lexical resources, such as
WordNet, where, for example, inheritance hierarchies
and other WordNet relation links are routinely
traversed.

4 The SemEval FrameNet Submission

To participate in the SemEval FrameNet task, the
three test texts were wrapped into a standard XML

representation used in processing texts. This wrapper
consists only of an overall <DOCS> tag, a subtag
<DOC> for each document, and a <TEXT> tag
surrounding the actual text. The text was included
with some minor changes. Since Text Parser includes
a sentence splitter, we had to make sure that the texts
would split into the identifiable sentences as given on
each line of the texts. Thus, for headers in the text,
we added a period at the end. Once we were sure that
the same number of sentences would be recognized,
we processed the texts using Text Parser, as
described in section 2.4

As mentioned above, the FrameNet dictionary
lookup occurred in a separate traversal of the parse
tree after the discourse analysis phase. During this
traversal, the base form of each noun, verb, adjective,
or adverb content word was looked up in the
FrameNet dictionary. If there was no entry for the
word, no further FrameNet processing was
performed. When an entry was found, each sense of
the appropriate part of speech is examined in order to
disambiguate among multiple senses. A score is
computed for each sense and the score with the
highest sense was selected.5

Having identified a sense in the FrameNet
dictionary, this was interpreted as finding a
FrameNet target, with the FrameNet frame as
identified in the lexical entry. Since the character
positions of each word in the source sentence are
included in the parse tree information, this
information was captured for inclusion in the output.
(Further implementation to identify the frame
elements associated with the target has not been
completed at this time. As a result, our submission
was only a partial completion of the FrameNet task.)

After completing the processing of each sentence,

4To make a submission for the FrameNet task, it was
necessary to initialize an XML object into which the
results could be inserted after processing each
sentence. This is not a usual component of Text Parser,
but was implemented solely for the purpose of
participating in this task.

5At this time, all senses receive an identical score. The
first sense is selected. Senses are unsystematically
ordered as they were encountered in creating the
FrameNet dictionary. This will be extended to compute
a score based on the various frame element realization
patterns associated with each sense.
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all FrameNet frame information that had been
identified was processed for inclusion in the XML
submission for this task. In particular, the annotation
sets required were incorporated into the XML object
that had been initialized. (Our annotation sets
included only the “Target” layer.)  After all sentences
had been completed, the XML object was printed to
a file for submission.

5 Results

Our results are shown in Table 1, giving the recall,
precision, and F-score for each text and over all
texts. As indicated, these results are for only the
target identification subtask.6

Table 1. Target Identification Scores
Text Recall Precision F-Score

Dublin 0.33403 0.53572 0.41237
China 0.51148 0.52525 0.51827
Iran 0.44828 0.66102 0.53425
All 0.37240 0.55337 0.44520

As indicated above, we used an early version of
the FrameNet databases that did not include all the
lexical units in the training and test texts. As a result,
we did not have FrameNet entries for 30 percent of
the words identified as targets in the test texts. Table
2 shows an estimate of the adjusted scores that would
result if those lexical items were included..

Table 2. Adjusted Target Identification Scores
Text Recall Precision F-Score

Dublin 0.53445 0.65140 0.58716
China 0.57037 0.62097 0.59459
Iran 0.61494 0.72789 0.66667
All 0.56144 0.65132 0.60305

The results in Table 1 rank third of the four
teams participating in this subtask. With the results
in Table 2, our performance would improve to first
for two of the texts and just below the top team for
the other text.

6 Future Steps

Participation in the FrameNet frame structure
extraction task has demonstrated the basic viability
of our approach. Many of the frames have been
recognized successfully. We have not yet examined
the extent to which the disambiguation among frames
is significant, particularly since there are not many
entries that have several senses. We have yet to
develop specific techniques for making use of the
frame element realization patterns. However, we
believe that a reasonable performance can be
expected since KMS and Text Parser produce output
that breaks sentences down into the types of
components that should be included as frame
elements.

The architecture of KMS, Text Parser, and
DIMAP provide significant opportunities for
extending our performance. In particular, since these
systems include the Oxford Dictionary of English, a
superset of the Concise Oxford Dictionary, there is
an opportunity for extending the FrameNet datasets.
The COD definitions in FrameNet can be mapped to
those in ODE and can be exploited to extend
FrameNet frames to lexical items not yet covered in
FrameNet.
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Abstract

For the Affective Text task at Semeval-
1/Senseval-4, the CLaC team compared a
knowledge-based, domain-independent ap-
proach and a standard, statistical machine
learning approach to ternary sentiment an-
notation of news headlines. In this paper
we describe the two systems submitted to
the competition and evaluate their results.
We show that the knowledge-based unsu-
pervised method achieves high accuracy and
precision but low recall, while supervised
statistical approach trained on small amount
of in-domain data provides relatively high
recall at the cost of low precision.

1 Introduction

Sentiment tagging of short text spans — sentences,
headlines, or clauses — poses considerable chal-
lenges for automatic systems due to the scarcity of
sentiment clues in these units: sometimes, the deci-
sion about the text span sentiment has to be based
on just a single sentiment clue and the cost of every
error is high. This is particularly true for headlines,
which are typically very short. Therefore, an ideal
system for sentiment tagging of headlines has to use
a large set of features with dependable sentiment an-
notations and to be able to reliably deduce the senti-
ment of the headline from the sentiment of its com-
ponents.

The valence labeling subtask of the Affective Text
task requires ternary — positive vs. negative vs.
neutral — classification of headlines. While such

categorization at the sentence level remains rela-
tively unexplored1 , the two related sentence-level,
binary classification tasks — positive vs. negative
and subjective vs. objective — have attracted con-
siderable attention in the recent years (Hu and Liu,
2004; Kim and Hovy, 2005; Riloff et al., 2006; Tur-
ney and Littman, 2003; Yu and Hatzivassiloglou,
2003). Unsupervised knowledge-based methods are
the preferred approach to classification of sentences
into positive and negative, mostly due to the lack of
adequate amounts of labeled training data (Gamon
and Aue, 2005). These approaches rely on presence
and scores of sentiment-bearing words that have
been acquired from dictionaries (Kim and Hovy,
2005) or corpora (Yu and Hatzivassiloglou, 2003).
Their accuracy on news sentences is between 65 and
68%.

Sentence-level subjectivity detection, where train-
ing data is easier to obtain than for positive vs. neg-
ative classification, has been successfully performed
using supervised statistical methods alone (Pang and
Lee, 2004) or in combination with a knowledge-
based approach (Riloff et al., 2006).

Since the extant literature does not provide clear
evidence for the choice between supervised machine
learning methods and unsupervised knowledge-
based approaches for the task of ternary sentiment
classification of sentences or headlines, we devel-
oped two systems for the Affective Text task at
SemEval-2007. The first system (CLaC) relies on
the knowledge-rich approach that takes into consid-

1To our knowledge, the only work that attempted such clas-
sification at the sentence level is (Gamon and Aue, 2005) that
classified product reviews.
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eration multiple clues, such as a list of sentiment-
bearing unigrams and valence shifters, and makes
use of sentence structure in order to combine these
clues into an overall sentiment of the headline. The
second system (CLaC-NB) explores the potential of
a statistical method trained on a small amount of
manually labeled news headlines and sentences.

2 CLaC System: Syntax-Aware
Dictionary-Based Approach

The CLaC system relies on a knowledge-based,
domain-independent, unsupervised approach to
headline sentiment detection and scoring. The
system uses three main knowledge inputs: a list
of sentiment-bearing unigrams, a list of valence
shifters (Polanyi and Zaenen, 2006), and a set of
rules that define the scope and results of com-
bination of sentiment-bearing words with valence
shifters.

2.1 List of sentiment-bearing words

The unigrams used for sentence/headline classifica-
tion were learned from WordNet (Fellbaum, 1998)
dictionary entries using the STEP system described
in (Andreevskaia and Bergler, 2006b). In order to
take advantage of the special properties of WordNet
glosses and relations, we developed a system that
used the human-annotated adjectives from (Hatzi-
vassiloglou and McKeown, 1997) as a seed list and
learned additional unigrams from WordNet synsets
and glosses. The STEP algorithm starts with a
small set of manually annotated seed words that
is expanded using synonymy and antonymy rela-
tions in WordNet. Then the system searches all
WordNet glosses and selects the synsets that contain
sentiment-bearing words from the expanded seed
list in their glosses. In order to eliminate errors
produced by part-of-speech ambiguity of some of
the seed words, the glosses are processed by Brill’s
part-of-speech tagger (Brill, 1995) and only the seed
words with matching part-of-speech tags are consid-
ered. Headwords with sentiment-bearing seed words
in their definitions are then added to the positive or
negative categories depending on the seed-word sen-
timent. Finally, words that were assigned contra-
dicting — positive and negative — sentiment within
the same run were eliminated. The average accu-

racy of 60 runs with non-intersecting seed lists when
compared to General Inquirer (Stone et al., 1966)
was 74%. In order to improve the list coverage,
the words annotated as “Positiv” or “Negativ” in the
General Inquirer that were not picked up by STEP
were added to the final list.

Since sentiment-bearing words in English have
different degree of centrality to the category of sen-
timent, we have constructed a measure of word cen-
trality to the category of positive or negative sen-
timent described in our earlier work (Andreevskaia
and Bergler, 2006a). The measure, termed Net Over-
lap Score (NOS), is based on the number of ties that
connect a given word to other words in the category.
The number of such ties is reflected in the num-
ber of times each word was retrieved from Word-
Net by multiple independent STEP runs with non-
intersecting seed lists. This approach allowed us
to assign NOSs to each unigram captured by mul-
tiple STEP runs. Only words with fuzzy member-
ship score not equal to zero were retained in the
list. The resulting list contained 10,809 sentiment-
bearing words of different parts of speech.

2.2 Valence Shifters

The brevity of the headlines compared to typical
news sentences2 requires that the system is able to
make a correct decision based on very few sentiment
clues. Due to the scarcity of sentiment clues, the ad-
ditional factors, such as presence of valence shifters,
have a greater impact on the system performance on
headlines than on sentences or texts, where impact
of a single error can often be compensated by a num-
ber of other, correctly identified sentiment clues. For
this reason, we complemented the system based on
fuzzy score counts with the capability to discern and
take into account some relevant elements of syntac-
tic structure of sentences. We added to the system
two components in order to enable this capability:
(1) valence shifter handling rules and (2) parse tree
analysis.

Valence shifters can be defined as words that mod-
ify the sentiment expressed by a sentiment-bearing
word (Polanyi and Zaenen, 2006). The list of va-
lence shifters used in our experiments was a com-

2An average length of a sentence in a news corpus is over 20
words, while the average length of headlines in the test corpus
was only 7 words.
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bination of (1) a list of common English nega-
tions, (2) a subset of the list of automatically ob-
tained words with increase/decrease semantics, and
(3) words picked up in manual annotation conducted
for other research projects by two trained linguists.
The full list consists of 490 words and expressions.
Each entry in the list of valence shifters has an action
and scope associated with it. The action and scope
tags are used by special handling rules that enable
our system to identify such words and phrases in the
text and take them into account in sentence senti-
ment determination. In order to correctly determine
the scope of valence shifters in a sentence, we intro-
duced into the system the analysis of the parse trees
produced by MiniPar (Lin, 1998).

As a result of this processing, every headline re-
ceived a score according to the combined fuzzy NOS
of its constituents. We then mapped this score,
which ranged between -1.2 and 0.99, into the
[-100, 100] scale as required by the competition or-
ganizers.

3 CLaC-NB System: Naı̈ve Bayes

Supervised statistical methods have been very suc-
cessful in sentiment tagging of texts and in subjec-
tivity detection at sentence level: on movie review
texts they reach an accuracy of 85-90% (Aue and
Gamon, 2005; Pang and Lee, 2004) and up to 92%
accuracy on classifying movie review snippets into
subjective and objective using both Nave Bayes and
SVM (Pang and Lee, 2004). These methods per-
form particularly well when a large volume of la-
beled data from the same domain as the test set is
available for training (Aue and Gamon, 2005). The
lack of sufficient data for training appears to be the
main reason for the virtual absence of experiments
with statistical classifiers in sentiment tagging at the
sentence level.

In order to explore the potential of statistical ap-
proaches on sentiment classification of headlines,
we implemented a basic Naı̈ve Bayes classifier with
smoothing using Lidstone’s law of succession (with
λ=0.1). No feature selection was performed.

The development set for the Affective Text task
consisted of only 250 headlines, which is not suf-
ficient for training of a statistical classifier. In or-
der to increase the size of the training corpus, we

augmented it with a balanced set of 900 manually
annotated news sentences on a variety of topics ex-
tracted from the Canadian NewsStand database3 and
200 headlines from different domains collected from
Google News in January 20074.

The probabilities assigned by the classifier were
mapped to [-100, 100] as follows: all negative head-
lines received a score of -100, all positive headlines
+100, and neutral headlines 0.

4 Results and Discussion

Table 1 shows the results of the two CLaC systems
for valence labeling subtask of Affective Text task
compared to all participating systems average. The
best subtask scores are highlighted in bold.

System Pearson Acc. Prec. Rec. F1
correl.

CLaC 47.7 55.1 61.4 9.2 16
CLaC-NB 25.4 31.2 31.2 66.4 42

Task average 33.2 44.7 44.85 29.6 23.7

Table 1: System results

The comparison between the two CLaC systems
clearly demonstrates the relative advantages of the
two approaches. The knowledge-based unsuper-
vised system performed well above average on three
main measures: the Pearson correlation between
fine-grained sentiment assigned by CLaC system
and the human annotation; the accuracy for ternary
classification; and the precision of binary (positive
vs. negative) classification. These results demon-
strate that an accurately annotated list of sentiment-
bearing words combined with sophisticated valence
shifter handling produces acceptably accurate senti-
ment labels even for such difficult data as news head-
lines. This system, however, was not able to provide
good recall.

On the contrary, supervised machine learning has
very good recall, but low accuracy relative to the
results of the unsupervised knowledge-based ap-
proach. This shortcoming could be in part reduced
if more uniformly labeled headlines were available

3http://www.il.proquest.com/products pq/
descriptions/Canadian newsstand.shtml

4The interannotator agreement for this data, as measured by
Kappa, was 0.74.

119



for training. However, we can hardly expect large
amounts of such manually annotated data to be
handy in real-life situations.

5 Conclusions

The two CLaC systems that we submitted to the
Affective Text task have tested the applicability of
two main sentiment tagging approaches to news
headlines annotation. The results of the two sys-
tems indicate that the knowledge-based unsuper-
vised approach that relies on an automatically ac-
quired list of sentiment-bearing unigrams and takes
into account the combinatorial properties of valence
shifters, can produce high quality sentiment annota-
tions, but may miss many sentiment-laden headlines.
On the other hand, supervised machine learning has
good recall even with a relatively small training set,
but its precision and accuracy are low. In our future
work we will explore the potential of combining the
two approaches in a single system in order to im-
prove both recall and precision of sentiment annota-
tion.
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Abstract 

This system uses a background knowledge 

base to identify semantic relations between 

base noun phrases in English text, as eva-

luated in SemEval 2007, Task 4.  Training 

data for each relation is converted to state-

ments in the Scone Knowledge Representa-

tion Language.  At testing time a new 

Scone statement is created for the sentence 

under scrutiny, and presence or absence of 

a relation is calculated by comparing the 

total semantic distance between the new 

statement and all positive examples to the 

total distance between the new statement 

and all negative examples. 

   

1 Introduction 

This paper introduces a knowledge-based approach 

to the task of semantic relation classification, as 

evaluated in SemEval 2007, Task 4: “Classifying 

Relations Between Nominals”.  In Task 4, a full 

sentence is presented to the system, along with the 

WordNet sense keys for two noun phrases which 

appear there and the name of a semantic relation 

(e.g. “cause-effect”).  The system should return 

“true” if a person reading the sentence would con-

clude that the relation holds between the two la-

beled noun phrases. 

Our system represents a test sentence with a se-

mantic graph, including the relation being tested 

and both of its proposed arguments.  Semantic dis-

tance is calculated between this graph and a set of 

graphs representing the training examples relevant 

to the test sentence.  A near-match between a test 

sentence and a positive training example is evi-

dence that the same relation which holds in the 

example also holds in the test.  We compute se-

mantic distances to negative training examples as 

well, comparing the total positive and negative 

scores in order to decide whether a relation is true 

or false in the test sentence. 

2 Motivation 

Many systems which perform well on related tasks 

use syntactic features of the input sentence, 

coupled with classification by machine learning.  

This approach has been applied to problems like 

compound noun interpretation (Rosario and Hearst 

2001) and semantic role labeling (Gildea and Ju-

rafsky 2002). 

In preparing our system for Task 4, we started 

by applying a similar syntax-based feature analysis 

to the trial data: 140 labeled examples of the rela-

tion “content-container”.  In 10-fold cross-

validation  with this data we achieved an average f-

score of 70.6, based on features similar to the sub-

set trees used for semantic role labeling in (Mo-

schitti 2004). For classification we applied the up-

dated tree-kernel package (Moschitti 2006), distri-

buted with the svm-light tool (Joachims 1999) for 

learning Support Vector Machines (SVMs). 

Training data for Task 4 is small, compared to 

other tasks where machine learning is commonly 

applied.  We had difficulty finding a combination 

of features which gave good performance in cross-

validation, but which did not result in a separate 

support vector being stored for every training sen-

tence – a possible indicator of overfitting.  As an 

example, the ratio of support vectors to training 
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examples for the experiment described above was 

.97, nearly 1-to-1.  

  As a result of this analysis we started work on 

our knowledge-based system, with the goal of us-

ing the two approaches together.  We were also 

motivated by an interest in using relation defini-

tions and background knowledge from WordNet to 

greater advantage.  The algorithm we used in our 

final submission is similar to recent systems which 

discover textual entailment relationships (Haghig-

hi, Ng et al. 2005; Zanzotto and Moschitti 2006).  

It gives us a way to encode information from the 

relation definitions directly, in the form of state-

ments in a knowledge representation language.  

The inference rules that are learned by this system 

from training examples are also easier to interpret 

than the models generated by an SVM.  In small-

data applications this can be an advantage.  

3 System Description: A Walk-Through 

The example sentence below is taken (in abbre-

viated form) from the training data for Task 4, Re-

lation 7 “Content-Container” (Girju, Hearst et al. 

2007): 
 

The kitchen holds a cooker. 
 

We convert this positive example into a semantic 

graph by creating a new instance of the relation 

Contains and linking that instance to the WordNet 

term for each labeled argument ("kitch-

en%1:06:00::", "cooker%1:06:00::").  The result is 

shown in Figure 1.  WordNet sense keys (Fellbaum 

1998) have been mapped to a term, a part of 

speech (pos), and a sense number. 

Contains
{relation}

kitchen_n_1

container content

cooker_n_1

 
Figure 1.  Semantic graph for the training example 

"The kitchen holds a cooker".   Arguments are 

represented by a WordNet term, part of speech, 

and sense number. 

 

This graph is instantiated as a statement using 

the Scone Knowledge Representation System, or  

(new-statement {kitchen_n_1} {contains} {cooker_n_1}) 

(new-statement {artifact_n_1} {contains} {artifact_n_1}) 

(new-statement  {whole_n_1}   {contains}  {whole_n_1}) 

Figure 2.  Statements in Scone KR syntax, based 

on generalizing the training example "The kitchen 

holds a cooker". 
 

“Scone” (Fahlman 2005).  Scone gives us a way to 

store, search, and perform inference on graphs like 

the one shown above.  After instantiating the graph 

we generalize it using hypernym information from 

WordNet.  This generates additional Scone state-

ments which are stored in a knowledge base (KB), 

shown in Figure 2.  The first statement in the fig-

ure was generated verbatim from our training sen-

tence.  The remaining statements contain hyper-

nyms of the original arguments. 

For each argument seen in training, we also ex-

tract hypernyms and siblings from WordNet.  For 

the argument kitchen, we extract 101 ancestors 

(artifact, whole, object, etc.) and siblings (struc-

ture, excavation, facility, etc.).  A similar set of 

WordNet entities is extracted for the argument 

cooker.  These entities, with repetitions removed, 

are encoded in a second Scone knowledge base, 

preserving the hierarchical (IS-A) links that come 

from WordNet.  The hierarchy is manually linked 

at the top level into an existing background Scone 

KB where entities like animate, inanimate, person, 

location, and quantity are already defined.   

After using the training data to create these two 

KBs, the system is  ready for a test sentence.  The 

following example is also adapted from SemEval 

Task 4 training data: 
 

     Equipment was carried in a box. 
 

First we convert the sentence to a semantic 

graph, using the same technique as the one de-

scribed above.  The graph is implemented as a new 

Scone statement which includes the WordNet pos 

and sense number for each of the arguments: 

“box_n_1 contains equipment_n_1”. 

Next, using inference operations in Scone, the 

system verifies that the statement conforms to 

high-level constraints imposed by the relation defi-

nition.  If it does, we calculate semantic distances 

between the argument nodes of our test statement 

and the analogous nodes in relevant training state-

ments.  A training statement is relevant if both of 

its arguments are ancestors of the appropriate ar-
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guments of the test sentence.  In our example, only 

two of the three KB statements from Figure 2 are 

relevant to the test statement “box contains equip-

ment”: “whole contains whole” and “artifact con-

tains artifact”.  The first statement, “kitchen con-

tains cooker” fails to apply because kitchen is not 

an ancestor of box, and also because cooker is not 

an ancestor of equipment.   

Figure 3 illustrates the distance from “box con-

tains equipment” to “whole contains whole”, calcu-

lated as the sum of the distances between box-

whole and equipment-whole.  

Contains
{relation}

box equipment

container content

artifact artifact

Contains
{relation}

whole whole

container content

Distance = 2
Support = 1/2

Distance = 2
Support = 1/2

 
Figure 3.  Calculating the distance through the 

knowledge base between "equipment contains box" 

and “whole contains whole”.  Dashed lines indicate 

IS-A links in the knowledge base.   

 

The total number of these relevant, positive 

training statements is an indicator of “support” for 

the test sentence throughout the training data.  The 

distance between one such statement and the test 

sentence is a measure of the strength of support.  

To reach a verdict, we sum over the inverse dis-

tances to all arguments from positive relevant ex-

amples: in Figure 3, the test statement “box con-

tains equipment” receives a support score of  (½  + 

½ + 1 + 1), or 3.      

Counter-evidence for a test sentence can be cal-

culated in the same way, using relevant negative 

statements.  In our example there are no negative 

training statements, so the total positive support 

score (3) is greater than the counter-evidence score 

(0), and the system verdict is “true”. 

4 System Components in Detail 

As the detailed example above shows, this system 

is designed around its knowledge bases. The KBs 

provide a consistent framework for representing 

knowledge from a variety of sources as well as for 

calculating semantic distance. 

4.1 Background knowledge 

WordNet-extracted knowledge bases of the type 

described in Section 3 are generated separately for 

each relation.  Average depth of these hierarchies 

is 4; we store only hypernyms of WordNet depth 7 

and above, based on experiments in the literature 

by Nastase, et al. (2003; 2006).  

Relation-specific and task-specific knowledge is 

encoded by hand.  For each relation, we examine 

the relation definition and create a set of con-

straints in Scone formalism.  For example, the de-

finition of “container-contains” includes the fol-

lowing restriction (taken from training data for 

Task 4): There is strong preference against treat-

ing legal entities (people and institutions) as con-

tent. 

In Scone, we encode this preference as a type 

restriction on the container role of any Contains 

relation: (new-is-not-a {container} {potential 

agent}) 

During testing, before calculating semantic dis-

tances, the system checks whether the test state-

ment conforms to all such constraints. 

4.2 Calculating semantic distance 

Semantic distances are calculated between con-

cepts in the knowledge base, rather than through 

WordNet directly.  Distance between two KB en-

tites is calculated by counting the edges along the 

shortest path between them, as illustrated in Figure 

3.  In the current implementation, only ancestors in 

the IS-A hierarchy are considered relevant, so this 

calculation amounts to counting the number of an-

cestors between an argument from the test sentence 

and an argument from a training example.  Quick 

type-checking features which are built into Scone 

allow us to skip the distance calculation for non-

relevant training examples. 

5 Results & Conclusions 

This system performed reasonably well for relation 

3, Product-Producer, outperforming the baseline 

(baseline guesses “true” for every test sentence).  

Performance for this relation was also higher than 

the average F-score for all comparable groups in 

Task 4 (all groups in class “B4”).  Average recall 

for this system over all relations was mid-range, 
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compared to other participating groups.  Average 

precision and average f-score fell below the base-

line and below the average for all comparable 

groups.  These scores are given in Table 1. 

 

Relation  R P F 
1.  Cause-Effect 73.2 54.5 62.5 

2.  Instrument-Agency 76.3 50.9 61.1 

3.  Product-Producer 79.0 71.0 74.8 

4.  Origin-Entity 63.9 54.8 59.0 

5.  Theme-Tool 48.3 53.8 50.9 

6.  Part-Whole 57.7 45.5 50.8 

7.  Content-Container 68.4 59.1 63.4 

Whole test set, not 

divided by relation 

57.1 68.9 62.4 

Average for CMU-AT 66.7 55.7 60.4 

Average for all B4 

systems 
64.4 65.3 63.6   

Baseline: “alltrue” 100.0   48.5 64.8   

Table 1.  Recall, Precision, and F-scores, separated 

by relation type.  Baseline score is calculated by 

guessing "true" for all test setences. 

 

Analysis of the training data reveals that relation 

3 is the class where target nouns occur most often 

together in nominal compounds and base NPs, with 

little additional syntax to connect them.  While 

other relations included sentences where the targets 

were covered by a single VP, Product-Producer did 

not.  It seems that background knowledge plays a 

larger role in identifying the Producer-Produces 

relationship than it does for other relations.  How-

ever this conclusion is softened by the fact that we 

also spent more time in development and cross-

evaluation for relations 3 and 7, our two best per-

forming relations. 

This system demonstrates a knowledge-based 

framework  that performs very well for certain re-

lations.  Importantly, the system we submitted for 

evaluation did not make use of syntactic features, 

which are almost certainly relevant to this task.  

We are already exploring methods for combining 

the knowledge-based decision process with one 

that uses syntactic evidence as well as corpus sta-

tistics, described in Section 2. 
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Abstract 

The increasing number of web sources is 
exacerbating the named-entity ambiguity 
problem. This paper explores the use of 
various token-based and phrase-based fea-
tures in unsupervised clustering of web 
pages containing personal names. From 
these experiments, we find that the use of 
rich features can significantly improve the 
disambiguation performance for web per-
sonal names. 

1 Introduction 

As the sheer amount of web information expands 
at an ever more rapid pace, the named-entity am-
biguity problem becomes more and more serious 
in many fields, such as information integration, 
cross-document co-reference, and question an-
swering. Individuals are so glutted with informa-
tion that searching for data presents real problems. 
It is therefore crucial to develop methodologies 
that can efficiently disambiguate the ambiguous 
names from any given set of data. 

In the paper, we present an approach that com-
bines unsupervised clustering methods with rich 
feature extractions to automatically cluster re-
turned web pages according to which named en-
tity in reality the ambiguous personal name in a 
web page refers to. We make two contributions to 
approaches to web personal name disambiguation. 
First, we seek to go beyond the kind of bag-of-
words features employed in earlier systems 
(Bagga & Baldwin, 1998; Gooi & Allan, 2004; 
Pedersen et al., 2005), and attempt to exploit deep 

semantic features beyond the work of Mann & 
Yarowsky (2003). Second, we exploit some fea-
tures that are available only in a web corpus, such 
as URL information and related web pages.   

The paper is organized as follows. Section 2 in-
troduces our rich feature extractions along with 
their corresponding similarity matrix learning. In 
Section 3, we analyze the performance of our sys-
tem. Finally, we draw some conclusions. 

2 Methodology 

Our approach follows a common architecture for 
named-entity disambiguation: the detection of 
ambiguous objects, feature extractions and their 
corresponding similarity matrix learning, and fi-
nally clustering. 

Given a webpage, we first run a modified Beau-
tiful Soup1 (a HTML parser) to extract a clean text 
document for that webpage. In a clean text docu-
ment, noisy tokens, such as HTML tags and java 
codes, are removed as much as possible, and sen-
tence segmentation is partially done by following 
the indications of some special HTML tags. For 
example, a sentence should finish when it meets a 
“<table>” tag. Then each clean document contin-
ues to be preprocessed with MXTERMINATOR 
(a sentence segmenter), 2  the Penn Treebank to-
kenization,3 a syntactic phrase chunker (Hacioglu, 
2004), and a named-entity detection and co-
reference system for the ACE project4 called EX-

                                                 
1 http://www.crummy.com/software/BeautifulSoup 
2http://www.id.cbs.dk/~dh/corpus/tools/MXTERMINATOR.
html 
3 http://www.cis.upenn.edu/~treebank/tokenization.html 
4 http://www.nist.gov/speech/tests/ace 
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ERT5 (Hacioglu et al. 2005; Chen & Hacioglu, 
2006).  

2.1 The detection of ambiguous objects  

For a given ambiguous personal name, for each 
web page, we try to extract all mentions of the 
ambiguous personal name, using three possible 
varieties of the personal name. For example, the 
three regular expression patterns for “Alexander 
Markham” are “Alexander Markham,” “Markham, 
Alexander,” and “Alexander .\. Markham” (“.\.” 
can match a middle name). Web pages without 
any mention of the ambiguous personal name of 
interest are discarded and receive no further 
processing.   

Since it is common for a single document to 
contain one or more mentions of the ambiguous 
personal name of interest, there is a need to define 
the object to be disambiguated.  Here, we adopt 
the policy of “one person per document” (all men-
tions of the ambiguous personal name in one web 
page are assumed to refer to the same personal 
entity in reality) as in Bagga & Baldwin (1998), 
Mann & Yarowsky (2003) and Gooi & Allan 
(2004). We therefore define an object as a single 
entity with the ambiguous personal name in a 
given web page. This definition of the object 
(document-level object) might be mistaken, be-
cause the mentions of the ambiguous personal 
name in a web page may refer to multiple entities, 
but we found that this is a rare case (most of those 
cases occur in genealogy web pages). On the other 
hand, a document-level object can include much 
information derived from that web page, so that it 
can be represented by rich features.   

Given this definition of an object, we define a 
target entity as an entity (outputted from the 
EXERT system) that includes a mention of the 
ambiguous personal name. Then, we define a local 
sentence as a sentence that contains a mention of 
any target entity. 

2.2 Feature extraction and similarity matrix 
learning 

Most of the previous work (Bagga & Baldwin, 
1998; Gooi & Allan; 2004; Pedersen et al., 2005) 
uses token information in the given documents. In 
this paper, we follow and extend their work espe-
cially for a web corpus. On the other hand, com-
                                                 
5 http://sds.colorado.edu/EXERT 

pared to a token, a phrase contains more informa-
tion for named-entity disambiguation. Therefore, 
we explore some phrase-based information in this 
paper. Finally, there are two kinds of feature vec-
tors developed in our system: token-based and 
phrase-based. A token-based feature vector is 
composed of tokens, and a phrase-based feature 
vector is composed of phrases.  

 
2.2.1 Token-based features 
There is a lot of token information available in a 
web page: the tokens occurring in that web page, 
the URL for that web page, and so on. Here, for 
each web page, we tried to extract tokens accord-
ing to the following schemes. 
Local tokens (Local): the tokens occurring in the 
local sentences in a given webpage; 
Full tokens (Full): the tokens occurring in a given 
webpage; 
URL tokens (URL): the tokens occurring in the 
URL of a given webpage. URL tokenization 
works as follows: split a URL at “:” and “.”, and 
then filter out stop words that are very common in 
URLs, such as “com,” “http,” and so on;  
Title tokens in root page (TTRP): the title tokens 
occurring in the root page of a given webpage. 
Here, we define the root page of a given webpage 
as the page whose URL is the first slash-
demarcated element (non-http) of the URL of the 
given webpage. For example, the root page of 
“http://www.leeds.ac.uk/calendar/court.htm” is 
“www.leeds.ac.uk”. We do not use all tokens in 
the root page because there may be a lot of noisy 
information. 

Although Local tokens and Full tokens often 
provide enough information for name disambigua-
tion, there are some ambiguity cases that can be 
solved only with the help of information beyond 
the given web page, such as URL tokens and 
TTRP tokens. For example, in the web page 
“Alexander Markham 009,” there is not sufficient 
information to identify the “Alexander Markham.” 
But from its URL tokens (“leeds ac uk calendar 
court”) and the title tokens in its root page (“Uni-
versity of Leeds”), it is easy to infer that this 
“Alexander Markham” is from the University of 
Leeds, which can totally solve the name ambigu-
ity.  

Because of the noisy information in URL to-
kens and TTRP tokens, here we combine them 
with Local tokens, using the following policy: for 
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each URL token and TTRP token, if the token is 
also one of the Local tokens of other web pages, 
add this token into the Local token list of the cur-
rent webpage. We do the same thing with Full 
tokens. 

  Except URL tokens, the other three kinds of 
tokens—Local tokens, Full tokens and TTRP to-
kens—are outputted from the Penn Treebank to-
kenization, filtered by a stop-word dictionary, and 
represented in their morphological root form. But 
tokens in web pages have special characteristics 
and need more post-processing. In particular, a 
token may be an email address or a URL that may 
contain some useful information. For example, 
“charlotte@la-par.org” indicates the “Charlotte 
Bergeron” who works for PAR (the Public Affairs 
Research Council) in LA (Los Angeles). To cap-
ture the fine-grained information in an email ad-
dress or a URL, we do deep tokenization on these 
two kinds of tokens. For a URL, we do deep to-
kenization as URL tokenization; for an email ad-
dress, we split the email address at “@” and “.”, 
then filter out the stop words as in URL tokeniza-
tion.   

So far, we have developed two token-based fea-
ture vectors: a Local token feature vector and a 
Full token feature vector. Both of them may con-
tain URL and TTRP tokens. Given feature vectors, 
we need to find a way to learn the similarity ma-
trix. Here, we choose the standard TF-IDF method 
to calculate the similarity matrix. 

 
2.2.2 Phrase-based features 
Since considerable information related to the am-
biguous object resides in the noun phrases in a 
web page, such as the person’s job and the per-
son’s location, we attempt to capture this noun 
phrase information. The following section briefly 
describes how to extract and use the noun phrase 
information. For more detail, see Chen & Martin 
(2007). 

Contextual base noun phrase feature: With 
the syntactic phrase chunker, we extract all base 
noun phrases (non-overlapping syntactic phrases) 
occurring in the local sentences, which usually 
include some useful information about the am-
biguous object. A base noun phrase of interest 
serves as an element in the feature vector. 

Document named-entity feature: Given the 
EXERT system, a direct and simple way to use 
the semantic information is to extract all named 

entities in a web page. Since a given entity can be 
represented by many mentions in a document, we 
choose a single representative mention to repre-
sent each entity. The representative mention is 
selected according to the following ordered pref-
erence list: longest NAME mention, longest 
NOMINAL mention.  A representative mention 
phrase serves as an element in a feature vector. 

Given a pair of feature vectors consisting of 
phrase-based features, we need to choose a simi-
larity scheme to calculate the similarity matrix. 
Because of the word-space delimiter in English, 
the feature vector comprises phrases, so that a 
similarity scheme for phrase-based feature vectors 
is required. Chen & Martin (2007) introduced one 
of those similarity schemes, “two-level 
SoftTFIDF”. First, a token-based similarity 
scheme, the standard SoftTFIDF (Cohen et al., 
2003), is used to calculate the similarity between 
phrases in the pair of feature vectors; in the sec-
ond phase, the standard SoftTFIDF is reformu-
lated to calculate the similarity for the pair of 
phrased-based feature vectors.  

First, we introduce the standard SoftTFIDF. In 
a pair of feature vectors S and T, S = (s1, … , sn ) 
and T = (t1, … , tm). Here, si (i = 1…n) and tj (j = 
1…m) are substrings (tokens). Let CLOSE(θ; S;T) 
be the set of substrings w ∈  S such that there is 
some v∈  T satisfying dist(w; v) > θ. The Jaro-
Winkler distance function (Winkler, 1999) is 
dist(;). For w∈ CLOSE(θ; S;T), let D(w; T) = 

);(max vwdistTv∈ . Then the standard SoftTFIDF 
is computed as 

 

)D( )V( )V(
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);;(
w, Tw, Tw, S

S,T

TSCLOSEw
××

=

∑ ∈ θ   
)(IDF log  1)  (TF log  )(V' ww,Sw, S ×+=         

∑ ∈

=
S

w, S
w, Sw, S
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where TFw,S is the frequency of substrings w in S, 
and IDFw is the inverse of the fraction of docu-
ments in the corpus that contain w. To compute 
the similarity for the phrase-based feature vectors, 
in the second step of “two-level SoftTFIDF,” the 
substring w is a phrase and dist is the standard 
SoftTFIDF.  

So far, we have developed several feature mod-
els and learned the corresponding similarity ma-

127



trices, but clustering usually needs only one 
unique similarity matrix. In the results reported 
here, we simply combine the similarity matrices, 
assigning equal weight to each one. 

2.3 Clustering 

Although clustering is a well-studied area, a re-
maining research problem is to determine the op-
timal parameter settings during clustering, such as 
the number of clusters or the stop-threshold, a 
problem that is important for real tasks and that is 
not at all trivial. Because currently we focus only 
on feature development, we choose agglomerative 
clustering with a single linkage, and simply use a 
fixed stop-threshold acquired from the training 
data.  

3 Performance  

Our system performs very well for the Semeval 
Web People corpus, and Table 1 shows the 
performances. There are two results in Table 1: 
One is gotten from the evaluation of Semeval 
Web People Track (SemEval), and the other is 
evaluated with B-cubed evaluation (Bagga and 
Baldwin, 1998). Both scores indicate that web 
personal name disambiguation needs more effort. 
 
 Purity Inverse 

Purity 
F  

(α=0.5)
F  

(α=0.2)
SemEval 0.72 0.88 0.78 0.83 

 Precision Recall F  
(α=0.5)

F  
(α=0.2)

B-cubed 0.61 0.83  0.70 0.77 

Table 1  The performances of the test data 

4 Conclusion 

Our experiments in web personal name disam-
biguation extend token-based information to a 
web corpus, and also include some noun phrase-
based information. From our experiment, we first 
find that it is not easy to extract a clean text 
document from a webpage because of much noisy 
information in it. Second, some common tools 
need to be adapted to a web corpus, such as sen-
tence segmentation and tokenization. Many NLP 
tools are developed for a news corpus, whereas a 
web corpus is noisier and often needs some spe-
cific processing. Third, in this paper, we use some 
URL information and noun phrase information in 

a rather simple way; more exploration is needed in 
the future. Besides the rich feature extraction, we 
also need more work on similarity combination 
and clustering. 
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Abstract

We approached the temporal relation identi-
fication tasks of TempEval 2007 as pair-wise
classification tasks. We introduced a va-
riety of syntactically and semantically mo-
tivated features, including temporal-logic-
based features derived from running our
Task B system on the Task A and C data.
We trained support vector machine models
and achieved the second highest accuracies
on the tasks: 61% on Task A, 75% on Task B
and 54% on Task C.

1 Introduction

In recent years, the temporal structure of text has be-
come a popular area of natural language processing
research. Consider a sentence like:

(1) The top commander of a Cambodian resistance
force said Thursday he has sent a team to
recover the remains of a British mine removal
expert kidnapped and presumed killed by
Khmer Rouge guerrillas almost two years ago.

English speakers immediately recognize thatkid-
napping came first, thensending, and finallysaying,
even thoughbefore andafter never appeared in the
text. How can machines learn to do the same?

The 2007 TempEval competition tries to address
this question by establishing a common corpus on
which research systems can compete to find tempo-
ral relations (Verhagen et al., 2007). TempEval con-
siders the following types of event-time temporal re-
lations:

Task A Events1and times within the same sentence
Task B Events1 and document times
Task C Matrix verb events in adjacent sentences

In each of these tasks, systems attempt to annotate
pairs with one of the following relations:BEFORE,
BEFORE-OR-OVERLAP, OVERLAP, OVERLAP-OF-
AFTER, AFTER or VAGUE. Competing systems are
instructed to find all temporal relations of these
types in a corpus of newswire documents.

We approach these tasks as pair-wise classifi-
cation problems, where each event/time pair is
assigned one of the TempEval relation classes
(BEFORE, AFTER, etc.). Event/time pairs are en-
coded using syntactically and semantically moti-
vated features, and then used to train support vector
machine (SVM) classifiers.

The remainder of this paper is structured as fol-
lows. Section 2 describes the features used to char-
acterize event/time relations. Section 3 explains how
we used these features to train SVM models for each
task. Section 4 discusses the performance of our
models on the TempEval data, and Section 5 sum-
marizes the lessons learned and future directions.

2 Features

We used a variety of lexical, syntactic and semantic
features to characterize the different types of tempo-
ral relations. In each task, the events and times were
characterized using the features:

word The text of the event or time words
1TempEval only considers events that occurred at least 20

times in the TimeBank (Pustejovsky et al., 2003) corpus for
these tasks
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Figure 1: A syntactic tree. The path betweenposted andthe quarter is VBD-VP-S-PP-NP-NP

pos The parts of speech2of the words, e.g.this cru-
cial moment has the parts of speechDT-JJ-NN.

gov-prep Any prepositions governing the event or
time, e.g. induring the Iran-Iraq war, the
prepositionduring governs the eventwar, and
in after ten years, the prepositionafter governs
the timeten years.

gov-verb The verb that governs the event or time,
e.g. inrejected in peace talks, the verbrejected
governs the eventtalks, and inwithdrawing on
Friday, the verbwithdrawing governs the time
Friday. For events that are verbs, this feature is
just the event itself.

gov-verb-pos The part of speech2 of the governing
verb, e.g. withdrawing has the part of speech
VBG.

aux Any auxiliary verbs and adverbs modifying the
governing verb, e.g. incould not come, the
wordscould andnot are considered auxiliaries
for the eventcome, and inwill begin withdraw-
ing on Friday, the wordswill andbegin are con-
sidered auxiliaries for the timeFriday.

Events were further characterized using the features
(the last six use gold-standard TempEval markup):

modal Whether or not the event has one of the aux-
iliaries, can, will, shall, may, or any of their
variants (could, would, etc.).

gold-stem The stem, e.g. the stem offallen is fall.
gold-pos The part-of-speech, e.g.NOUN or VERB.
gold-class The semantic class, e.g.REPORTING.
gold-tenseThe tense, e.g.PAST or PRESENT.
gold-aspect The aspect, e.g.PERFECTIVE.
gold-polarity The polarity, e.g.POSor NEG.

Times were further characterized using the follow-
ing gold-standard TempEval features:

2From MXPOST (ftp.cis.upenn.edu/pub/adwait/jmx/)

gold-type The type, e.g.DATE or TIME.
gold-value The value, e.g.PAST REF or 1990-09.
gold-func The temporal function, e.g.TRUE.

These gold-standard event and time features are sim-
ilar to those used by Mani and colleagues (2006).

The features above don’t capture much of the dif-
ferences between the tasks, so we introduced some
task-specific features. Task A included the features:

inter-time The count of time expressions between
the event and time, e.g. in Figure 1, there is
one time expression,Sept 30, between the event
posted and the timethe quarter.

inter-path The syntactic path between the event
and the time, e.g. in Figure 1 the
path between posted and the quarter is
VBD>VP>S<PP<NP<NP.

inter-path-parts The path, broken into three parts:
the tags from the event to the lowest common
ancestor (LCA), the LCA, and the tags from the
LCA to the time, e.g. in Figure 1 the parts are
VBD>VP, S andPP<NP<NP.

inter-clause The number of clause nodes along the
syntactic path, e.g. in Figure 1 there is one
clause node along the path, the topS node.

Our syntactic features were derived from a syntactic
tree, though Boguraev and Ando (2005) suggest that
some could be derived from finite state grammars.

For Task C we included the following feature:

tense-rules The relation predicted by a set of tense
rules, where past tense events comeBEFORE

present tense events, present tense events come
BEFOREfuture tense events, etc. In the text:

(2) Finally today, we [EVENT learned] that
the space agency has taken a giant leap
forward. Collins will be [EVENT named]
commander of Space Shuttle Columbia.
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Sincelearned is in past tense andnamed is in
future, the relation is (learned BEFOREnamed).

In preliminary experiments, the Task B system had
the best performance, so we ran this system on the
data for Tasks A and C, and used the output to add
the following feature for both tasks:

task-b-rel The relation predicted by combining the
output of the Task B system with temporal
logic. For example, consider the text:

(3) [TIME 08-15-90 (=1990-08-15)]
Iraq’s Saddam Hussein
[TIME today (=1990-08-15)] sought
peace on another front by promising to
release soldiers captured during the
Iran-Iraq [EVENT war].

If Task B said (war BEFORE 08−15−90)
then since08−15−90=1990−08−15=today,
the relation (war BEFOREtoday) must hold.

3 Models

Using the features described in the previous section,
each temporal relation — an event paired with a time
or another event — was translated into a set of fea-
ture values. Pairing those feature values with the
TempEval labels (BEFORE, AFTER, etc.) we trained
a statistical classifier for each task. We chose sup-
port vector machines3(SVMs) for our classifiers as
they have shown good performance on a variety of
natural language processing tasks (Kudo and Mat-
sumoto, 2001; Pradhan et al., 2005).

Using cross-validations on the training data, we
performed a simple feature selection where any fea-
ture whose removal improved the cross-validation
F-score was discarded. The resulting features for
each task are listed in Table 1. After feature selec-
tion, we set the SVM free parameters, e.g. the ker-
nel degree and cost of misclassification, by perform-
ing additional cross-validations on the training data,
and selecting the model parameters which yielded
the highest F-score for each task4.

3We used the TinySVM implementation from
http://chasen.org/%7Etaku/software/TinySVM/ and trained
one-vs-rest classifiers.

4We only experimented with polynomial kernels.

Feature Task A Task B Task C
event-word
event-pos X X
event-gov-prep X X
event-gov-verb X X
event-gov-verb-pos X X 2
event-aux X X X
modal X X
gold-stem X X 1
gold-pos X X
gold-class X X X
gold-tense X X X
gold-aspect X X
gold-polarity X X
time-word X
time-pos X
time-gov-prep X
time-gov-verb X
time-gov-verb-pos X
time-aux X
gold-type
gold-value X X
gold-func X
inter-time X
inter-path X
inter-path-parts X
inter-clause X
tense-rules X
task-b-rel X X

Table 1: Features used in each task. An X indicates
that the feature was used for that task. For Task C, 1
indicates that the feature was used only for the first
event and not the second, and 2 indicates the reverse.

Strict Relaxed
Task P R F P R F

A 0.61 0.61 0.61 0.63 0.63 0.63
B 0.75 0.75 0.75 0.76 0.76 0.76
C 0.54 0.54 0.54 0.60 0.60 0.60

Table 2: (P)recision, (R)ecall and (F)-measure of
the models on each task. Precision, recall and F-
measure are all equivalent to classification accuracy.

4 Results

We evaluated our classifers on the TempEval test
data. Because the Task A and C models derived fea-
tures from the Task B temporal relations, we first ran
the Task B classifer over all the data, and then ran the
Task A and Task C classifiers over their individual
data. The resulting temporal relation classifications
were evalutated using the standard TempEval scor-
ing script. Table 2 summarizes these results.

Our models achieved an accuracy of 61% on
Task A, 75% on Task B and 54% on Task C, the
second highest scores on all these tasks. The Temp-
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Task Feature Removed Model Accuracy

A

- 0.663
time-gov-prep 0.650
gold-value 0.652
polarity 0.655
task-b-rel 0.656

B

- 0.809
event-aux 0.780
gold-stem 0.784
gold-class 0.794

C

- 0.534
event-gov-verb-2 0.522
event-aux-2 0.525
gold-class-1 0.526
gold-class-2 0.527
event-pos-2, task-b-rel 0.529

Table 3: Feature analysis. The ‘-’ lines show the
accuracy of the model with all features.

Eval scoring script also reported a relaxed measure
where for example, systems could get partial credit
for matching a gold standard label likeOVERLAP-
OR-AFTER with OVERLAP or AFTER. Under this
measure, our models achieved an accuracy of 63%
on Task A, 76% on Task B and 60% on Task C, again
the second highest scores in the competition.

We performed a basic feature analysis where, for
each feature in a task, a model was trained with that
feature removed and all other features retained. We
evaluated the performance of the resulting models
using cross-validations on the training data5. Fea-
tures whose removal resulted in the largest drops in
model performance are listed in Table 3.

For Task A, the most important features were the
preposition governing the time and the time’s nor-
malized value. For Task B, the most important fea-
tures were the auxiliaries governing the event, and
the event’s stem. For Task C, the most important
features were the verb and auxiliaries governing the
second event. For both Tasks A and C, the features
based on the Task B relations were one of the top
six features. In general however, no single feature
dominated any one task — the greatest drop in per-
formance from removing a feature was only 2.9%.

5 Conclusions

TempEval 2007 introduced a common dataset for
work on identifying temporal relations. We framed

5We used cross-validations on the training data to preserve
the validity of the TempEval test data for future research

the TempEval tasks as pair-wise classification prob-
lems where pairs of events and times were assigned
a temporal relation class. We introduced a variety of
syntactic and semantic features, including paths be-
tween constituents in a syntactic tree, and temporal
relations deduced by running our Task B system on
the Task A and C data. Our models achieved an ac-
curacy of 61% on Task A, 75% on Task B and 54%
on Task C. Analysis of these models indicated that
no single feature dominated any given task, and sug-
gested that future work should focus on new features
to better characterize temporal relations.
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Abstract

In this paper, we present a system for Ara-
bic semantic role labeling (SRL) based on
SVMs and standard features. The system is
evaluated on the released SEMEVAL 2007
development and test data. The results show
an Fβ=1 score of 94.06 on argument bound-
ary detection and an overall Fβ=1 score of
81.43 on the complete semantic role label-
ing task using gold parse trees.

1 Introduction

There is a widely held belief in the computational
linguistics field that identifying and defining the
roles of predicate arguments, semantic role label-
ing (SRL), in a sentence has a lot of potential for
and is a significant step towards the improvement of
important applications such as document retrieval,
machine translation, question answering and infor-
mation extraction. However, effective ways for see-
ing this belief come to fruition require a lot more
research investment.

Since most of the available data resources are for
the English language, most of the reported SRL sys-
tems to date only deal with English. Nevertheless,
we do see some headway for other languages, such
as German and Chinese (Erk and Pado, 2006; Sun
and Jurafsky, 2004; Xue and Palmer, 2005). The
systems for non-English languages follow the suc-
cessful models devised for English, e.g. (Gildea and
Jurafsky, 2002; Xue and Palmer, 2004; Pradhan et
al., 2003). However, no SRL system exists for Ara-
bic.

In this paper, we present a system for semantic
role labeling for modern standard Arabic. To our
knowledge, it is the first SRL system for a semitic

language in the literature. It is based on a supervised
model that uses support vector machines (SVM)
technology for argument boundary detection and ar-
gument classification. It is trained and tested using
the pilot Arabic PropBank data released as part of
theSEMEVAL 2007 data. Given the lack of a re-
liable deep syntactic parser, in this research we use
gold trees.

The system yields an F-score of 94.06 on the sub
task of argument boundary detection and an F-score
of 81.43 on the complete task, i.e. boundary plus
classification.

2 SRL system for Arabic

The design of an optimal model for an Arabic SRL
systems should take into account specific linguis-
tic aspects of the language. However, a remarkable
amount of research has already been done in SRL
and we can capitalize from it to design a basic and
effective SRL system. The idea is to use the technol-
ogy developed for English and verify if it is suitable
for Arabic.

Our adopted SRL models use Support Vector Ma-
chines (SVM) to implement a two steps classifica-
tion approach, i.e. boundary detection and argument
classification. Such models have already been in-
vestigated in (Pradhan et al., 2003; Moschitti et al.,
2005) and their description is hereafter reported.

2.1 Predicate Argument Extraction

The extraction of predicative structures is carried out
at the sentence level. Given a predicate within a
natural language sentence, its arguments have to be
properly labeled. This problem is usually divided
in two subtasks: (a) the detection of the boundaries,
i.e. the word spans of the arguments, and (b) the
classification of their type, e.g.Arg0 andArgM in
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Figure 1: A syntactic parse tree of an Arabic sentence.

PropBank orAgent andGoal in FrameNet.
The standard approach to learn both the detection

and the classification of predicate arguments is sum-
marized by the following steps:

1. Given a sentence from thetraining-set, gener-
ate a full syntactic parse-tree;

2. let P andA be the set of predicates and the
set of parse-tree nodes (i.e. the potential argu-
ments), respectively;

3. for each pair〈p, a〉 ∈ P ×A:

• extract the feature representation set,Fp,a;
• if the subtree rooted ina covers exactly

the words of one argument ofp, put Fp,a

in T+ (positive examples), otherwise put
it in T− (negative examples).

For instance, in Figure 1, for each combination
of the predicateinstated with the nodesNP, S,
VP, VPB, NNP, NN, PP, JJ or IN the instances
Finstated,a are generated. In case the nodea ex-
actly covers ”project nations United”, ”grace-period
final” or ”for allowing the chance before Cyprus”,
Fp,a will be a positive instance otherwise it will be a
negative one, e.g.Finstated,IN .

TheT+ andT− sets are used to train the bound-
ary classifier. To train the multi-class classifier,T+

can be reorganized as positiveT+
argi

and negative
T−argi

examples for each argumenti. In this way,
an individual ONE-vs-ALL classifier for each argu-
menti can be trained. We adopted this solution, ac-
cording to (Pradhan et al., 2003), since it is simple

and effective. In the classification phase, given an
unseen sentence, all itsFp,a are generated and clas-
sified by each individual classifierCi. The argument
associated with the maximum among the scores pro-
vided by the individual classifiers is eventually se-
lected.

The above approach assigns labels independently
for the different arguments in the predicate argument
structure. As a consequence the classifier output
may generate overlapping arguments. Thus, to make
the annotations globally consistent, we apply a dis-
ambiguating heuristic that selects only one argument
among multiple overlapping arguments. The heuris-
tic is based on the following steps:

• if more than two nodes are involved, i.e. a
noded and two or more of its descendantsni

are classified as arguments, then assume thatd

is not an argument. This choice is justified by
previous studies (Moschitti et al., 2005) show-
ing that for lower nodes, the role classification
is generally more accurate than for upper ones;

• if only two nodes are involved, i.e. they dom-
inate each other, then keep the one with the
higher SVM classification score.

2.2 Standard Features

The discovery of relevant features is, as usual, a
complex task. However, there is a common con-
sensus on the set of basic features that should be
adopted. Among them, we select the following sub-
set: (a)Phrase Type, Predicate Word, Head Word,
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Position and Voice as defined in (Gildea and Ju-
rafsky, 2002); (b)Partial Path, No Direction Path,
Head Word POS, First and Last Word/POS in Con-
stituent andSubCategorization as proposed in (Prad-
han et al., 2003); and (c)Syntactic Frame as de-
signed in (Xue and Palmer, 2004).

For example,Phrase Type indicates the syntactic
type of the phrase labeled as a predicate argument,
NP for Arg1 in Figure 1 whereas theParse Tree Path
contains the path in the parse tree between the pred-
icate and the argument phrase, expressed as a se-
quence of nonterminal labels linked by direction (up
or down) symbols,VPB ↑ VP ↑ S ↓ NP for Arg1 in
Figure 1.

3 Experiments

In these experiments, we investigate if the technol-
ogy proposed in previous work for automatic SRL
of English texts is suitable for Arabic SRL systems.
From this perspective, we tested each SRL phase,
i.e. boundary detection and argument classification,
separately.

The final labeling accuracy that we derive us-
ing the official CoNLL evaluator (Carreras and
Màrquez, 2005) along with the official development
and test data ofSEMEVAL provides a reliable assess-
ment of the accuracy achievable by our SRL model.

3.1 Experimental setup

We use the dataset released in theSEMEVAL 2007
Task 18 on Arabic Semantic Labeling, which is
sampled from thePilot Arabic PropBank.
Such data covers the 95 most frequent verbs in
the Arabic Treebank III ver. 2 (ATB)
(Maamouri et al., 2004). The ATB consists of MSA
newswire data fromAnnhar newspaper from the
months of July through November 2002.

An important characteristic of the dataset is
the use of unvowelized Arabic in the Buckwalter
transliteration scheme. We used the gold standard
parses in the ATB as a source for syntactic parses
for the data. The data comprises a development set
of 886 sentences, a test set of 902 sentences, and
a training set of 8,402 sentences. The development
set comprises 1,725 argument instances, the test data
comprises 1,661 argument instances, and training
data comprises 21,194 argument instances. These

Precision Recall Fβ=1

Dev 97.85% 89.86% 93.68
Test 97.85% 90.55% 94.06

Table 1: Boundary detection F1 results on the development
and test sets.

instances are distributed over 26 different role types.
The training instances for the boundary detection

task relate to parse-tree nodes that do not correspond
to correct boundaries. For efficiency reasons, we use
only the first 350K training instances for the bound-
ary classifier out of more than 700K available.

The experiments are carried out with
the SVM-light-TK software available at
http://ai-nlp.info.uniroma2.it/moschitti/

which encodes tree kernels in the SVM-light soft-
ware. This allows us to design a system which can
exploit tree kernels in future research. To implement
the boundary classifier and the individual argument
classifiers, we use a polynomial kernel with the
default regularization parameter (of SVM-light),
and a cost-factor equal to 1.

3.2 Official System Results

Our system is evaluated using the official CoNLL
evaluator (Carreras and Màrquez, 2005), avail-
able at http://www.lsi.upc.es/∼srlconll/

soft.html.
Table 1 shows the F1 scores obtained on the de-

velopment and test data. We note that the F1 on the
development set, i.e. 93.68, is slightly lower than
the result on the test set, i.e. 94.06. This suggests
that the test data iseasier than the development set.

Similar behavior can be observed for the role clas-
sification task in tables1 2 and 3.

Again, the overall F1 on the development set
(77.85) is lower than the result on the test set (81.43).
This confirms that the test data is, indeed,easier
than the development set.

Regarding the F1 of individual arguments, we
note that, as for English SRL, ARG0 shows high
values, 95.42 and 96.69 on the development and
test sets, respectively. Interestingly, ARG1 seems

1The arguments: ARG1-PRD, ARG2-STR, ARG4, ARGM,
ARGM-BNF, ARGM-DIR, ARGM-DIS, ARGM-EXT and
ARGM-REC have F1 equal to 0. To save space, we removed
them from the tables, but their presence makes the classification
task more complex than if they were removed from test data.
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Precision Recall Fβ=1

Overall 81.31% 74.67% 77.85
ARG0 94.40% 96.48% 95.42
ARG1 91.69% 88.03% 89.83
ARG1-PRD 50.00% 50.00% 50.00
ARG1-STR 20.00% 4.35% 7.14
ARG2 60.51% 61.78% 61.14
ARG3 66.67% 15.38% 25.00
ARGM 100.00% 16.67% 28.57
ARGM-ADV 46.39% 43.69% 45.00
ARGM-CND 66.67% 33.33% 44.44
ARGM-DIS 60.00% 37.50% 46.15
ARGM-LOC 69.00% 84.15% 75.82
ARGM-MNR 63.08% 48.24% 54.67
ARGM-NEG 87.06% 97.37% 91.93
ARGM-PRD 25.00% 7.14% 11.11
ARGM-PRP 85.29% 69.05% 76.32
ARGM-TMP 82.05% 66.67% 73.56

Table 2: Argument classification results on the development
set.

Precision Recall Fβ=1

Overall 84.71% 78.39% 81.43
ARG0 96.50% 96.88% 96.69
ARG0-STR 100.00% 20.00% 33.33
ARG1 92.06% 89.56% 90.79
ARG1-STR 33.33% 15.38% 21.05
ARG2 70.74% 73.89% 72.28
ARG3 50.00% 8.33% 14.29
ARGM-ADV 64.29% 54.78% 59.15
ARGM-CAU 100.00% 9.09% 16.67
ARGM-CND 25.00% 33.33% 28.57
ARGM-LOC 67.50% 88.52% 76.60
ARGM-MNR 54.17% 47.27% 50.49
ARGM-NEG 80.85% 97.44% 88.37
ARGM-PRD 20.00% 8.33% 11.76
ARGM-PRP 85.71% 66.67% 75.00
ARGM-TMP 90.82% 83.18% 86.83

Table 3:Argument classification results on the test set.

more difficult classify in Arabic than it is in En-
glish. In our current experiments, the F1 for
ARG1 is only 89.83 (compared to 95.42 for ARG0).
This may be attributed to two main factors. Ara-
bic allows for different types of syntactic config-
urations, subject-verb-object, object-verb-subject,
verb-subject-object, hence the logical object of a
predicate is highly confusable with the logical sub-
ject. Moreover, around 30% of the ATB data is
pro-dropped, where the subject is morphologically
marked on the verb and its absence is marked in the
gold trees with an empty trace. In the current version
of the data, the traces are annotated with the ARG0
semantic role consistently allowing for the high rel-
ative performance yielded.

The F1 of the other arguments seems to follow the

English SRL behavior as their lower value depends
on the lower number of available training examples.

4 Conclusion
In this paper, we presented a first system for Arabic
SRL system. The system yields results that are very
promising, 94.06 for argument boundary detection
and 81.43 on argument classification.

For future work, we would like to experiment with
explicit morphological features and different POS
tag sets that are tailored to Arabic. The results pre-
sented here are based on gold parses. We would
like to experiment with automatic parses and shal-
lower representations such as chunked data. Finally,
we would like to experiment with more sophisti-
cated kernels, the tree kernels described in (Mos-
chitti, 2004), i.e. models that have shown a lot of
promise for the English SRL process.
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Abstract

We propose an IE based approach to people
disambiguation. We assume the mentioning
of NEs and the relational context of a per-
son in the text to be important discriminat-
ing features in order to distinguish different
people sharing a name.

1 Introduction

In this paper, we propose a system with a linguis-
tic view on people disambiguation that exploits the
relational and NE context of a person name as dis-
criminating features.

Texts about different people differ from each
other by the names of persons, places and organiza-
tions connected to these people and by the relations
in which a person’s name is connected to other enti-
ties. Therefore we had the hypothesis that the NEs in
the documents for a person name should be a main
distinctive criterion for disambiguating people.

Furthermore, the relational context of a person
name should also be able to give good clues for dis-
ambiguation. Sentence patterns related to a name,
i.e. patterns that contain the name as subject or
object like “be(Person X, lawyer)” often convey
uniquely identifying information about a person.

Our system was not built specifically for the web
people search task WePS (Artiles et al., 2007), but
is an early version of an IE system that has the more
general goal to discover relations between NEs. We
see the WePS task as a specific instance of the set of
tasks our system should be able to handle. There-
fore, we only adapted it slightly to work with the

WePS data, but did not make any further customiza-
tion w.r.t. the special requirements of people disam-
biguation. As our system was built to handle pure
texts rather than structured web pages, we relied
completely on linguistic information and did not ex-
ploit the html structure of the documents provided.

2 Related Work

Our system was inspired by the preemptive and on-
demand IE approaches by Sekine and Shinyama
(Sekine, 2006; Shinyama, 2006) that cluster news-
paper articles into classes of articles that talk about
the same type of event. They proposed a system to
discover in advance all possible relations and to re-
turn them in form of tables.

We took the idea of distinctive personal attributes
as a criterion for disambiguation from the work of
Bollegala et al. (2006). They propose an unsu-
pervised learning approach to extract phrases that
uniquely identify a person from the web and use
these discriminative features for clustering.

3 System Overview

The goal of the WePS task is to cluster the top100

web pages returned by a web search engine for a
certain name as search query and classify them w.r.t.
the underlying different people they refer to.

The problem of clustering documents about peo-
ple into different entities can be seen as two sub-
problems: The determination of the correct num-
ber of clusters and the clustering of the given doc-
uments into this number of entities. These problems
could either be solved consecutively by first estimat-
ing the number of classes and then produce this pre-
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Figure 1: System Overview

set number of clusters or by determining the number
of classes dynamically during the clustering process.

Figure 1 gives an overview of our system, that
clusters web documents into a pre-defined number
of classes, thereby being only concerned with the
second problem and neglecting the estimation of dif-
ferent namesakes for now.

Every web page in the WePS training data is rep-
resented by the set of its files. As our system works
on plain text only, we first needed to separate the
textual parts of all files. Therefore, we extracted the
text from the html pages. We merged the texts from
all different html pages belonging to a single web-
site into one document so that we obtained for every
person’s name100 text files as the basis for further
clustering.

These text files were processed by a coreference
resolution tool. On the resulting texts, we ran both
an NE tagger and an NLP tool for semantic parsing.
This tool represents sentences containing the respec-
tive person name as predicate argument structures.

We constructed two feature vectors for each file
based on the counts of the NEs and predicate ar-
gument structures that contain the specific person
name. Those feature vectors were our basis for the
clustering process.

The clustering unit of the system consecutively
merged clusters, that at first contained a single file
each, until the pre-set number of classes was reached
and returned the clustering as an xml file.

4 System Components

4.1 Estimating the Number of Classes

In principle, the number of different people that are
represented in the data cannot be known in advance.
However, for the clustering process, either the num-
ber of classes has to be fixed before clustering, or

some kind of termination criterion has to be found
that tells the algorithm when to stop clustering.

A good estimation of the number of different en-
tities is a necessary prerequisite for successful clus-
tering. Clustering into too many classes would mean
assigning documents to classes that have actually no
own entity they refer to. Clustering into too few
classes means merging two entities into one class.

Our initial intuition was to distinguish people by
normally unique properties, like phone numbers or
email addresses. So we assumed that the number of
different email addresses and phone numbers occur-
ring in all documents for one name would be a good
means to estimate the number of different persons
sharing this name, but we could not find any corre-
lation between these features and the class number.

Therefore, we decided to estimate the average
number of classes from the training data. The aver-
age number of different people for one name in the
training data was about 18. Based on the observa-
tion that an underestimated number of classes leads
to better results than assuming too many classes, we
decided to guess 12 different persons for each name.

4.2 Preprocessing

For the extraction of plain text information from the
web pages, we used the html2text1 converter. In
case that a web page consisted of more than one html
document, we put all the output from the converter
into one single file. By omitting any wrapping of
the html pages, we obviously lost useful structural
information but got the textual information for our
linguistic analysis.

Afterward, we applied several linguistic prepro-
cessing tools. We used coreference resolution to re-
place pronouns referring to a person, and variations
of a name (like “Mr. Smith” after a mention of “John
Smith” earlier in the text) with the person’s name in
the form of its first mention in the text.

For NE-tagging, we used the three NE types PER-
SON, LOCATION and ORGANIZATION. For both
NE tagging and coreference resolution, we used the
LingPipe toolkit2. We counted the occurrences of
every NE in every file and replaced all instances
by their specific NE type combined with a uniquely

1http://www.mbayer.de/html2text/index.shtml
2http://www.alias-i.com/lingpipe/
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identifying number, e.g. we replaced all occurrences
of “Paris” with “LOCATION27”, in order to ensure
that the predicate argument parser could work cor-
rectly and would not split up multi-word NEs into
two or more arguments.

We passed all sentences with NEs that con-
tained the specified persons family name (e.g.
“Mr. Cooper” for the name “Alvin Cooper”) to
MontyLingua 3, that returns a semantic represen-
tation of the sentence like (“live” “PERSON2”
“in LOCATION3”). These representations abstract
from the actual surface form of a sentence as they
represent every sentence in its underlying semantic
form (“predicate” “semantic subject” “semantic ob-
ject1”...) rather than just determining the syntactic
subject and objects of a sentence. We called these
structures “patterns” and kept only those that actu-
ally contained the respective NE.

4.3 Clustering

We decided on building two vectors for every text
file, one for the NEs and one for sentence patterns
connected to a person’s name in order to give to the
NEs a weight different from that for the patterns.

After tagging the documents for NEs, we counted
the frequency of the different occurring NEs for one
name. We built a first feature vector for each docu-
ment that contained as entries the counts of the oc-
curring NEs in this document. We set a thresholdn

to use only then best NEs in the vectors, counted
over all documents for one name. We then built for
every document a second feature vector containing
the counts of the MontyLingua patterns for the doc-
ument.

For the actual clustering process, we used hierar-
chical clustering. We started with every file, rep-
resented by a pair of normalized feature vectors,
constituting a single cluster. As distance measure-
ment we used the weighted sum of the absolute dis-
tances between the centers of two clusters with re-
gard to both feature vectors, respectively, i.e. we
chose distance= w·distanceNEs+distancepatterns.
In every step, we made a pairwise comparison of all
clusters and merged those with the lowest distance.
The clustering terminated when the algorithm came
down to the pre-set number of12 clusters. So far

3http://web.media.mit.edu/ hugo/montylingua/

we have not made any further use of the binary tree
structure within each cluster.

We assigned every file to exactly one cluster. We
had neither a “discarded” category nor did we handle
the possibility that a page refers to more than one
person and would hence belong to different clusters.

5 Experiments

5.1 Training of Parameters

We evaluated the system on the provided WePS
training data to estimate the following parameters:
number of classes, number of best NEs to be consid-
ered and weight of the NE vector compared to the
pattern vector.

The relevant evaluation score is the F-measure
(α = 0.5) as the harmonic mean of purity and in-
verse purity as described by Hotho et al. (2003).

As our attempt to use distinctive features for the
estimation of class numbers failed, we examined the
influence of a wrongly estimated number of classes
on the clustering results. Table 1 shows exemplarily
for 2 person names how the F-measure varies if the
correct number of classes is incorrectly assumed as a
higher or lower value. We concluded that it is better
to estimate the class number too low than too high.

name A. Macomb E. Fox
correct number of classes 21 16

10 classes assumed 0.76 0.80
12 classes assumed 0.75 0.75
14 classes assumed 0.72 0.76
16 classes assumed 0.69 0.60
18 classes assumed 0.60 0.58
20 classes assumed 0.48 0.72
22 classes assumed 0.56 0.55
24 classes assumed 0.59 0.58
26 classes assumed 0,52 0.56

Table 1: F-measure for different numbers of as-
sumed classes

Primarily meant as a means to reduce computa-
tion time, we gave our system the possibility not to
use all occurring NEs for clustering, but only a cer-
tain number of entities with maximal frequencies.
Test runs did not confirm our hypothesis that con-
sidering a higher number of NEs leads to better re-
sults (cf. table 2). For both training of the number of
NEs and the NE weight we assumed that we already
knew the correct class number.

As the F-measure did not increase for more con-
sidered NEs, we believe that the most important NEs
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are already covered within the best100 and that
adding more NEs rather adds coincidental informa-
tion than any new important facts. Usually, the best
100 NEs already cover most of those which occur
more than once in a text.

NEs average. F-measure
100 0.66
200 0.68
500 0.68
1000 0.67

w average F-measure
0.5 0.66
1.0 0.68
2.0 0.68
4.0 0.67

Table 2: varying the number of considered entities
and weight of the feature vectors

The third parameter to estimate was the weight
w given to the NE feature vector compared to the
feature vector for sentence patterns. During training,
this weight also appeared to have little influence on
the clustering results (cf. 2). We have the hypothesis
that sentence pattern detection is not very successful
for the often unstructured web page texts.

5.2 Results for WePS Test Data

In the WePS evaluation, our system scored with a
purity of 0.39, an inverse purity of0.83 and a result-
ing overall F-measure (α = 0.5) of 0.5.

One main reason for our test results to be worse
than our training results is the fact that the test data
had a much higher average number of classes (about
46 classes). Our F-measure was best for those names
with the fewest number of referents. We had an av-
erage F-Measure (α = 0.5) of 0.66 for those names
with less than 30 instances compared to an overall
average of0.50. These numbers show the impor-
tance of a correct estimation of the assumed number
of referents for a name.

Our purity was much lower than the inverse pu-
rity, i.e. there is too much noise in our clustering
compared to the real partition, whereas the real clus-
ters are well covered by our clustering. This is due
to a too low estimation of the number of referents.

6 Conclusions and Future Work

One obvious improvement , that would accommo-
date the general relation extraction idea of our sys-
tem, is to include the use of structural information
from the html documents in addition to our purely
linguistic view on web pages. Additionally, we
should weight our NEs using e.g. a TF/IDF formula.

A promising direction for further research in peo-
ple search will certainly include a better control of
the number of classes. This could be done either
by estimating this number in advance, or by setting
the number of classes dynamically during cluster-
ing. The latter could include comparing the size of
the current clusters to the overall feature space of all
clusters or an approach of counting occurrences of
uniquely identifying attributes within a cluster.

This second approach could match the original
purpose of our system, namely to build tables that
represent the most salient relations in a set of docu-
ments in the way Sekine and Shinyama did. If such
a table, that represents the slots of a relation in its
columns and every article in a row, is built for all
documents in a cluster, we would expect the table to
contain roughly the same information in every row.
One could define a consistency measure for the re-
sulting tables and stop clustering as soon as the ta-
bles are no longer consistent enough, i.e. when they
contain too much contradictory information.
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Abstract

We present an approach for semantic rela-
tion extraction between nominals that com-
bines shallow and deep syntactic processing
and semantic information using kernel meth-
ods. Two information sources are consid-
ered: (i) the whole sentence where the re-
lation appears, and (ii) WordNet synsets and
hypernymy relations of the candidate nom-
inals. Each source of information is rep-
resented by kernel functions. In particu-
lar, five basic kernel functions are linearly
combined and weighted under different con-
ditions. The experiments were carried out
using support vector machines as classifier.
The system achieves an overallF1 of 71.8%
on the Classification of Semantic Relations
between Nominals task at SemEval-2007.

1 Introduction

The starting point of our research is an approach
for identifying relations between named entities ex-
ploiting only shallow linguistic information, such as
tokenization, sentence splitting, part-of-speech tag-
ging and lemmatization (Giuliano et al., 2006). A
combination of kernel functions is used to represent
two distinct information sources: (i) the global con-
text where entities appear and (ii) their local con-
texts. The whole sentence where the entities appear
(global context) is used to discover the presence of
a relation between two entities. Windows of limited
size around the entities (local contexts) provide use-
ful clues to identify the roles played by the entities

within a relation (e.g., agent and target of a gene in-
teraction). In the task of detectingprotein-protein
interactions, we obtained state-of-the-art results on
two biomedical data sets. In addition, promising re-
sults have been recently obtained for relations such
aswork for andorg based inin the news domain1.

In this paper, we investigate the use of the above
approach to discover semantic relations between
nominals. In addition to the original feature rep-
resentation, we have integrated deep syntactic pro-
cessing of the global context and semantic informa-
tion for each candidate nominals using WordNet as
external knowledge source. Each source of informa-
tion is represented by kernel functions. A tree kernel
(Moschitti, 2004) is used to exploit the deep syn-
tactic processing obtained using the Charniak parser
(Charniak, 2000). On the other hand, bag of syn-
onyms and hypernyms is used to enhance the repre-
sentation of the candidate nominals. The final sys-
tem is based on five basic kernel functions (bag-of-
words kernel, global context kernel, tree kernel, su-
persense kernel, bag of synonyms and hypernyms
kernel) linearly combined and weighted under dif-
ferent conditions. The experiments were carried out
using support vector machines (Vapnik, 1998) as
classifier.

We present results on the Classification of Seman-
tic Relations between Nominals task at SemEval-
2007, in which sentences containing ordered pairs
of marked nominals, possibly semantically related,
have to be classified. On this task, we achieve an
overallF1 of 71.8% (B category evaluation), largely
outperforming all the baselines.

1These results appear in a paper currently under revision.
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2 Kernel Methods for Relation Extraction

In order to implement the approach based on syntac-
tic and semantic information, we employed a linear
weighted combination of kernels, using support vec-
tor machines as classifier. We designed two families
of basic kernels: syntactic kernels and semantic ker-
nels. These basic kernels are combined by exploit-
ing the closure properties of kernels. We define our
composite kernelKC(x1, x2) as follows

n
∑

i=1

wi
Ki(x1, x2)

√

Ki(x1, x1)Ki(x2, x2)
, (1)

where each basic kernelKi is normalized andwi ∈
{0, 1} is the kernel weight. The normalization factor
plays an important role in allowing us to integrate in-
formation from heterogeneous knowledge sources.

All basic kernels, but the tree kernel (see Section
2.1.3), are explicitly calculated as follows

Ki(x1, x2) = 〈φ(x1), φ(x2)〉, (2)

whereφ(·) is the embedding vector. Even though
the resulting feature space has high dimensionality,
an efficient computation of Equation 2 can be carried
out explicitly since the input representations defined
below are extremely sparse.

2.1 Syntactic Kernels

Syntactic kernels are defined over the whole sen-
tence where the candidate nominals appear.

2.1.1 Global Context Kernel

Bunescu and Mooney (2005) and Giuliano et al.
(2006) successfully exploited the fact that relations
between named entities are generally expressed us-
ing only words that appear simultaneously in one of
the following three contexts.

Fore-Between Tokens before and between the two
entities, e.g.“the head of[ORG], Dr. [PER]” .

Between Only tokens between the two entities, e.g.
“ [ORG] spokesman[PER]” .

Between-After Tokens between and after the two
entities, e.g.“ [PER], a [ORG] professor”.

Here, we investigate whether this assumption is
also correct for semantic relations between nomi-
nals. Our global context kernel operates on the con-
texts defined above, where each context is repre-
sented using abag-of-words. More formally, given
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Figure 1: Acontent-containerrelation test sentence
parse tree (a) and the corresponding RT structure (b).

a relation exampleR, we represent a contextC as a
row vector

φC(R) = (tf(t1, C), tf(t2, C), . . . , tf(tl, C)) ∈ R
l
, (3)

where the functiontf(ti, C) records how many
times a particular tokenti is used inC. Note that
this approach differs from the standard bag-of-words
as punctuation and stop words are included inφC ,
while the nominals are not. To improve the classi-
fication performance, we have further extendedφC

to embed n-grams of (contiguous) tokens (up ton =
3). By substitutingφC into Equation 2, we obtain
the n-gram kernelKn, which counts uni-grams, bi-
grams, . . . , n-grams that two patterns have in com-
mon2. TheGlobal ContextkernelKGC(R1, R2) is
then defined as

KF B(R1, R2) + KB(R1, R2) + KBA(R1, R2), (4)

where KFB , KB and KBA are n-gram kernels
that operate on the Fore-Between, Between and
Between-After patterns respectively.

2.1.2 Bag-of-Words Kernel

The bag-of-words kernel is defined as the previ-
ous kernel but it operates on the whole sentence.

2.1.3 Tree Kernel

Tree kernels can trigger automatic feature selec-
tion and represent a viable alternative to the man-

2In the literature, it is also calledn-spectrumkernel.
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ual design of attribute-value syntactic features (Mos-
chitti, 2004). A tree kernelKT (t1, t2) evaluates
the similarity between two treest1 and t2 in terms
of the number of fragments they have in common.
Let Nt be the set of nodes of a treet and F =
{f1, f2, . . . , f|F|} be the fragment space oft1 and
t2. Then

KT (t1, t2) =
P

ni∈Nt1

P

nj∈Nt2
∆(ni, nj) , (5)

where ∆(ni, nj) =
∑|F|

k=1
Ik(ni) × IK(nj) and

Ik(n) = 1 if k is rooted inn, 0 otherwise.
For this task, we defined anad-hocclass of struc-

tured features (Moschitti et al., 2006), the Reduced
Tree (RT), which can be derived from a sentence
parse treet by the following steps: (1) remove all the
terminal nodes but those labeled as relation entities
and those POS tagged as verbs, auxiliaries, prepo-
sitions, modals or adverbs; (2) remove all the in-
ternal nodes not covering any remaining terminal;
(3) replace the entity words with placeholders that
indicate the direction in which the relation should
hold. Figure 1 shows a parse tree and the resulting
RT structure.

2.2 Semantic Kernels

In (Giuliano et al., 2006), we used the local context
kernel to infer semantic information on the candi-
date entities (i.e., roles played by the entities). As
the task organizers provide the WordNet sense and
role for each nominal, we directly use this informa-
tion to enrich the feature space and do not include
the local context kernel in the combination.

2.2.1 Bag of Synonyms and Hypernyms Kernel

By using the WordNet sense key provided, each
nominal is represented by the bag of its synonyms
and hypernyms (direct and inherited hypernyms).
Formally, given a relation exampleR, each nominal
N is represented as a row vector

φN(R) = (f(t1, N), f(t2, N), . . . , f(tl, N)) ∈ R
l
, (6)

where the binary functionf(ti, N) records if a par-
ticular lemmati is contained into the bag of syn-
onyms and hypernyms of N. Thebag of synonyms
and hypernymskernelKS&H(R1, R2) is defined as

Ktarget(R1, R2) + Kagent(R1, R2), (7)

whereKtarget andKagent are defined by substitut-
ing the embedding of the target and agent nominals
into Equation 2 respectively.

2.2.2 Supersense Kernel

WordNet synsets are organized into 45 lexicogra-
pher files, based on syntactic category and logical
groupings. E.g.,noun.artifactis for nouns denoting
man-made objects,noun.attributefor nouns denot-
ing attributes for people and objects etc. Thesuper-
sensekernelKSS(R1, R2) is a variant of the previ-
ous kernel that uses the names of the lexicographer
files (i.e., the supersense) to index the feature space.

3 Experimental Setup and Results

Sentences have been tokenized, lemmatized, and
POS tagged with TextPro3. We considered each re-
lation as a different binary classification task, and
each sentence in the data set is a positive or negative
example for the relation. The direction of the rela-
tion is considered labelling the first argument of the
relation as agent and the second as target.

All the experiments were performed using the
SVM package SVMLight-TK4, customized to em-
bed our own kernels. We optimized the linear com-
bination weightswi and regularization parameterc

using 10-fold cross-validation on the training set.
We set the cost-factorj to be the ratio between the
number of negative and positive examples.

Table 1 shows the performance on the test set. We
achieve an overallF1 of 71.8% (B category evalua-
tion), largely outperforming all the baselines, rang-
ing from 48.5% to 57.0%. The average training plus
test running time for a relation is about 10 seconds
on a Intel Pentium M755 2.0 GHz. Figure 2 shows
the learning curves on the test set. For all relations
but theme-tool, accurate classifiers can be learned
using a small fraction of training.

4 Discussion and Conclusion

Experimental results show that our kernel-based ap-
proach is appropriate also to detect semantic rela-
tions between nominals. However, differently from
relation extraction between named entities, there is
not a common kernel setup for all relations. E.g.,

3
http://tcc.itc.it/projects/textpro/

4
http://ai-nlp.info.uniroma2.it/moschitti/
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Figure 2: Learning curves on the test set.

Relation P R F1 Acc
Cause-Effect 67.3 90.2 77.1 72.5
Instrument-Agency 76.9 78.9 77.9 78.2
Product-Producer 76.2 77.4 76.8 68.8
Origin-Entity 62.2 63.9 63.0 66.7
Theme-Tool 69.2 62.1 65.5 73.2
Part-Whole 65.5 73.1 69.1 76.4
Content-Container 78.8 68.4 73.2 74.3
Avg 70.9 73.4 71.8 72.9

Table 1: Results on the test set.

for content-containerwe obtain the best perfor-
mance combining the tree kernel and the bag of syn-
onyms and hypernyms kernel; on the other hand, for
instrument-agencythe best performance is obtained
by combining the global kernel and the supersense
kernel. Surprisingly, the supersense kernel alone
works quite well and obtains results comparable to
the bag of synonyms and hypernyms kernel. This
result is particularly interesting as a supersense tag-
ger can easily provide a satisfactory accuracy (Cia-
ramita and Altun, 2006). On the other hand, ob-
taining an acceptable accuracy in word sense disam-
biguation (required for a realistic application of the
bag of synonyms and hypernyms kernel) is imprac-
tical as a sufficient amount of training for at least all
nouns is currently not available. Hence, the super-
sense could play a crucial role to improve the perfor-
mance when approaching this task without the nomi-
nals disambiguated. To model the global context us-
ing the Fore-Between, Between and Between-After
contexts did not produce a significant improvement
with respect to the bag-of-words model. This is
mainly due to the fact that examples have been col-

lected from the Web using heuristic patterns/queries,
most of which implying Between patterns/contexts
(e.g., for thecause-effectrelation “* comes from *”,
“* out of *” etc.).
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Abstract

This paper summarizes FBK-irst participa-
tion at the lexical substitution task of the
SEMEVAL competition. We submitted two
different systems, both exploiting synonym
lists extracted from dictionaries. For each
word to be substituted, the systems rank the
associated synonym list according to a simi-
larity metric based on Latent Semantic Anal-
ysis and to the occurrences in the Web 1T
5-gram corpus, respectively. In particular,
the latter system achieves the state-of-the-art
performance, largely surpassing the baseline
proposed by the organizers.

1 Introduction

The lexical substitution (Glickman et al., 2006a) can
be regarded as a subtask of the lexical entailment,
in which for a given word in context the system is
asked to select an alternative word that can be re-
placed in that context preserving the meaning. Lex-
ical Entailment, and in particular lexical reference
(Glickman et al., 2006b)1 , is in turn a subtask of tex-
tual entailment, which is formally defined as a rela-
tionship between a coherent text T and a language
expression, the hypothesis H . T is said to entail H ,
denoted by T → H , if the meaning of H can be in-
ferred from the meaning of T (Dagan et al., 2005;
Dagan and Glickman., 2004). Even though this no-
tion has been only recently proposed in the computa-
tional linguistics literature, it attracts more and more
attention due to the high generality of its settings and
to the usefulness of its (potential) applications.

1In the literature, slight variations of this problem have been
also referred to as sense matching (Dagan et al., 2006).

With respect to lexical entailment, the lexical sub-
stitution task has a more restrictive criterion. In
fact, two words can be substituted when meaning is
preserved, while the criterion for lexical entailment
is that the meaning of the thesis is implied by the
meaning of the hypothesis. The latter condition is in
general ensured by substituting either hyperonyms
or synonyms, while the former is more rigid because
only synonyms are in principle accepted.

Formally, in a lexical entailment task a system is
asked to decide whether the substitution of a par-
ticular term w with the term e in a coherent text
Hw = H lwHr generates a sentence He = H leHr

such that Hw → He, where H l and Hr denote the
left and the right context of w, respectively. For
example, given the source word ‘weapon’ a system
may substitute it with the target synonym ‘arm’, in
order to identify relevant texts that denote the sought
concept using the latter term.

A particular case of lexical entailment is recog-
nizing synonymy, where both Hw → He and He →
Hw hold. The lexical substitution task at SEMEVAL
addresses exactly this problem. The task is not easy
since lists of candidate entailed words are not pro-
vided by the organizers. Therefore the system is
asked first to identify a set of candidate words, and
then to select only those words that fit in a particu-
lar context. To promote unsupervised methods, the
organizers did not provide neither labeled data for
training nor dictionaries or list of synonyms explain-
ing the meanings of the entailing words.

In this paper, we describe our approach to the
Lexical Substitution task at SEMEVAL 2007. We
developed two different systems (named IRST1-lsa
and IRST2-syn in the official task ranking), both ex-
ploiting a common lists of synonyms extracted from
dictionaries (i.e. WordNet and the Oxford Dictio-
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nary) and ranking them according to two different
criteria:

Domain Proximity: the similarity between each
candidate entailed word and the context of the
entailing word is estimated by means of a co-
sine between their corresponding vectors in the
LSA space.

Syntagmatic Coherence: querying a large corpus,
the system finds all occurrences of the target
sentence, in which the entailing word is substi-
tuted with each synonym, and it assigns scores
proportional to the occurrence frequencies.

Results show that both methods are effective. In
particular, the second method achieved the best per-
formance in the competition, defining the state-of-
the-art for the lexical substitution task.

2 Lexical Substitution Systems

The lexical substitution task is a textual entailment
subtask in which the system is asked to provide one
or more terms e ∈ E ⊆ syn(w) that can be sub-
stituted to w in a particular context Hw = H lwHr

generating a sentence He = H leHr such that both
Hw → He and He → Hw hold, where syn(w) is the
set of synonyms lemmata obtained from all synset in
which w appears in WordNet and H l and Hr denote
the left and the right context of w, respectively.

The first step, common to both systems, consists
of determining the set of synonyms syn(w) for each
entailing word (see Section 2.1). Then, each system
ranks the extracted lists according to the criteria de-
scribed in Section 2.2 and 2.3.

2.1 Used Lexical Resources
For selecting the synonym candidates we used two
lexical repositories: WordNet 2.0 and the Oxford
American Writer Thesaurus (1st Edition). For each
target word, we simply collect all the synonyms for
all the word senses in both these resources.

We exploited two corpora for our systems: the
British National Corpus for acquiring the LSA space
for ranking with domain proximity measure (Sec-
tion 2.2) and the Web 1T 5-gram Version 1 corpus
from Google (distributed by Linguistic Data Consor-
tium)2 for ranking the proposed synonyms accord-
ing to syntagmatic coherence (Section 2.3).

2Available from http://www.ldc.upenn.edu/Catalog/
CatalogEntry.jsp?catalogId=LDC2006T13.

No other resources were used and the sense rank-
ing in WordNet was not considered at all. Therefore
our system is fully unsupervised.

2.2 Domain Proximity
Semantic Domains are common areas of human dis-
cussion, such as Economics, Politics, Law (Magnini
et al., 2002). Semantic Domains can be described
by DMs (Gliozzo, 2005), by defining a set of term
clusters, each representing a Semantic Domain, i.e.
a set of terms having similar topics. A DM is repre-
sented by a k × k′ rectangular matrix D, containing
the domain relevance for each term with respect to
each domain.

DMs can be acquired from texts by exploiting
term clustering algorithms. The degree of associ-
ation among terms and clusters, estimated by the
learning algorithm, provides a domain relevance
function. For our experiments we adopted a clus-
tering strategy based on Latent Semantic Analy-
sis (LSA) (Deerwester et al., 1990), following the
methodology described in (Gliozzo, 2005).

The input of the LSA process is a Term by Docu-
ment matrix T of the frequencies in the whole cor-
pus for each term. In this work we indexed all lem-
matized terms. The so obtained matrix is then de-
composed by means of a Singular Value Decompo-
sition, identifying the principal components of T.

Once a DM has been defined by the matrix D, the
Domain Space is a k′ dimensional space, in which
both texts and terms are associated to Domain Vec-
tors (DVs), i.e. vectors representing their domain
relevance with respect to each domain. The DV ~t′

i

for the term ti ∈ V is the ith row of D, where
V = {t1, t2, . . . , tk} is the vocabulary of the cor-
pus. The DVs for texts are obtained by mapping the
document vectors ~dj , represented in the vector space
model, into the vectors ~d′

j in the Domain Space, de-
fined by

D(~dj) = ~dj(I
IDF

D) = ~d′

j (1)

where I
IDF is a diagonal matrix such that iIDF

i,i =

IDF (wi) and IDF (wi) is the Inverse Document
Frequency of wi. The similarity among both texts
and terms in the Domain Space is then estimated by
the cosine operation.

To implement our lexical substitution criterion we
ranked the candidate entailed words according to
their domain proximity, following the intuition that
if two words can be substituted in a particular con-
text, then the entailed word should belong to the
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same semantic domain of the context in which the
entailing word is located.

The intuition above can be modeled by estimating
the similarity in the LSA space between the pseudo
document, estimated by Equation 1, formed by all
the words in the context of the entailing word (i.e.
the union of H l and Hr), and each candidate en-
tailed word in syn(w).

2.3 Syntagmatic Coherence

The syntagmatic coherence criterion is based on the
following observation. If the entailing word w in
its context Hw = H lwHr is actually entailed by
a word e, then there exist some occurrences on the
WEB of the expression He = H leHr, obtained
by replacing the entailing word with the candidate
entailed word. This intuition can be easily imple-
mented by looking for occurrences of He in the Web
1T 5-gram Version 1 corpus.

Figure 1 presents pseudo-code for the synonym
scoring procedure. The procedure takes as input the
set of candidate entailed words E = syn(w) for the
entailing word w, the context Hw in which w oc-
curs, the length of the n-gram (2 6 n 6 5) and the
target word itself. For each candidate entailed word
ei, the procedure ngrams(Hw, w, ei, n) is invoked
to substitute w with ei in Hw, obtaining Hei

, and re-
turns the set Q of all n-grams containing ei. For ex-
ample, all 3-grams obtained replacing “bright” with
the synonym “intelligent” in the sentence “He was
bright and independent and proud.” are “He was in-
telligent”, “was intelligent and” and “intelligent and
independent”. The maximum number of n-grams
generated is

∑
5

n=2
n. Each candidate synonym is

then assigned a score by summing all the frequen-
cies in the Web 1T corpus of the so generated n-
grams3. The set of synonyms is ranked according
the so obtained scores. However, candidates which
appear in longer n-grams are preferred to candidates
appearing in shorter ones. Therefore, the ranked list
contains first the candidate entailed words appearing
in 5-grams, if any, then those appearing in 4-grams,
and so on. For example, a candidate e1 that appears
only once in 5-grams is preferred to a candidate e2

that appears 1000 times in 4-grams. Note that this
strategy could lead to an output list with repetitions.

3Note that n-grams with frequency lower than 40 are not
present in the corpus.

1: Given E, the set of candidate synonyms
2: Given H , the context in which w occurs
3: Given n, the length of the n-gram
4: Given w, the word to be substituted
5: E′ ← ∅
6: for each ei in E do
7: Q← ngrams(H,w, ei, n)
8: scorei ← 0
9: for each qj in Q do

10: Get the frequency fj of qj

11: scorei ← scorei + fj

12: end for
13: if scorei > 0 then add the pair {scorei, ei}

in E′

14: end for
15: Return E′

Figure 1: The synonym scoring procedure

3 Evaluation

There are basically two scoring methodologies: (i)
BEST, which scores the best substitute for a given
item, and (ii) OOT, which scores for the best 10 sub-
stitutes for a given item, and systems do not benefit
from providing less responses4 .

BEST. Table 1 and 2 report the performance for the
domain proximity and syntagmatic coherence rank-
ing. Please note that in Table 2 we report both the
official score and a score that takes into account just
the first proposal of the systems, as the usual in-
terpretation of BEST score methodology would sug-
gest5.

OOT. Table 4 and 5 report the performance for the
domain proximity and syntagmatic coherence rank-
ing, scoring for the 10 best substitutes. The results
are quite good especially in the case of syntagmatic
coherence ranking.

Baselines. Table 3 displays the baselines respec-
tively for the BEST and OOT using WordNet 2.1
as calculated by the task organizers. They pro-
pose many baseline measures, but we report only the

4The task proposed a third scoring measure MW that scores
precision and recall for detection and identification of multi-
words in the input sentences. However our systems were not
designed for this functionality. For the details of all scoring
methodologies please refer to the task description documents.

5We misinterpreted that the official scorer divides anyway
the figures by the number of proposals. So for the competition
we submitted the oot result file without cutting the words after
the first one.
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P R Mode P Mode R
all 8.06 8.06 13.09 13.09

Table 1: BEST results for LSA ranking (IRST1-lsa)

P R Mode P Mode R
all 12.93 12.91 20.33 20.33
all (official) 6.95 6.94 20.33 20.33

Table 2: BEST results for Syntagmatic ranking
(IRST2-syn)

WordNet one, as it is the higher scoring baseline. We
can observe that globally our systems perform quite
good with respect to the baselines.

4 Conclusion

In this paper we reported a detailed description of
the FBK-irst systems submitted to the Lexical En-
tailment task at the SEMEVAL 2007 evaluation cam-
paign. Our techniques are totally unsupervised, as
they do not require neither the availability of sense
tagged data nor an estimation of sense priors, not
considering the WordNet sense order information.
Results are quite good, as in general they signifi-
cantly outperform all the baselines proposed by the
organizers. In addition, the method based on syn-
tagmatic coherence estimated on the WEB outper-
forms, to our knowledge, the other systems sub-
mitted to the competition. For the future, we plan
to avoid the use of dictionaries by adopting term
similarity techniques to select the candidate entailed
words and to exploit this methodology in some spe-
cific applications such as taxonomy induction and
ontology population.
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Abstract 

Entity disambiguation resolves the many-
to-many correspondence between mentions 
of entities in text and unique real-world en-
tities.  Fair Isaac’s entity disambiguation 
uses language-independent entity context 
to agglomeratively resolve mentions with 
similar names to unique entities.  This pa-
per describes Fair Isaac’s automatic entity 
disambiguation capability and assesses its 
performance on the SemEval 2007 Web 
People Search task. 

1 Introduction 

We use the term entity to mean a specific person or 
object.  A mention is a reference to an entity such 
as a word or phrase in a document.  Taken to-
gether, all mentions that refer to the same real-
world object model that entity (Mitchell et al. 
2004).  Entity disambiguation inherently involves 
resolving many-to-many relationships.  Multiple 
distinct strings may refer to the same entity.  Si-
multaneously, multiple identical mentions refer to 
distinct entities (Bagga and Baldwin, 1998). 

Fair Isaac’s entity disambiguation software is 
based largely on language-independent algorithms 
that resolve mentions in the context of the entire 
corpus.  The system utilizes multiple types of con-
text as evidence for determining whether two men-
tions correspond to the same entity and it auto-
matically learns the weight of evidence of each 
context item via corpus statistics. 

The goal of the Web People Search task (Artiles 
et al. 2007) is to assign Web pages to groups, 

where each group contains all (and only those) 
pages that refer to one unique entity.  A page is 
assigned to multiple groups if it mentions multiple 
entities, for example “John F. Kennedy” and the 
“John F. Kennedy Library”.  The pages were se-
lected via a set of keyword queries, and the disam-
biguation is evaluated only on those query entities.  
This differs from Fair Isaac’s system in a few key 
ways: our system deals with mentions rather than 
documents, our system does not require a filter on 
mentions, and our system is generally used for 
large collections of documents containing very 
many names rather than small sets of highly am-
biguous documents dealing with one specific 
name.  Nevertheless, it was possible to run the Fair 
Isaac entity disambiguation system on the Web 
People Search task data with almost no modifica-
tions and achieve accurate results. 

The remaining sections of this paper describe 
Fair Isaac’s automatic entity disambiguation meth-
odology and report on the performance of the sys-
tem on the WePS data. 

2 Methodology 

In unstructured text, each document provides a 
natural context for entity disambiguation.  After 
cleaning up extraneous markup we carry out 
within-document co-reference resolution, aggregat-
ing information about each entity mentioned in 
each document.  We then use these entity attributes 
as features in determining which documents deal 
with the same entity. 

2.1 Dealing with Raw Web Data 

The first challenge in dealing with data from the 
Web is to decide which documents are useful and 
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what text from those documents contains relevant 
information.  As a first pass, the first HTML file in 
a folder which contained the query name was used 
as the main page.  In retrospect, it might have been 
better to combine all portions of the page, or 
choose the longest page.  We copied the title ele-
ment and converted all text chunks to paragraphs, 
eliminating all other HTML and script.  If no 
HTML was found in the directory for a page, the 
first text file which contained the query was used 
instead. 

2.2 Within-Document Disambiguation 

When dealing with unstructured text, a named en-
tity recognition (NER) system provides the input to 
the entity disambiguation.  Due to time constraints 
and that Persons are the entity type of primary in-
terest, any mention that matches one of the query 
strings is automatically labeled as a Person, regard-
less of its actual type. 

As described in Blume (2005), the system next 
carries out entity type-specific parsing in order to 
extract entity attributes such as titles, generate 
standardized names (e.g. p_abdul_khan_p for “Dr. 
Abdul Q. Khan”), and populate the data structures 
(token hashes) that are used to perform the within-
document entity disambiguation.   

We err on the side of not merging entities rather 
than incorrectly merging entities.  Looking at mul-
tiple documents provides additional statistics.  
Thus, the cross-document disambiguation process 
described in the next section will still merge some 
entities even within individual documents. 

2.3 Cross-Document Disambiguation 

Our cross-document entity disambiguation relies 
on one key insight: an entity can be distinguished 
by the company it keeps.  If Abdul Khan 1 associ-
ates with different people and organizations at dif-
ferent locations than Abdul Khan 2, then he is 
probably a different person.  Furthermore, if it is 
possible to compare two entities based on one type 
of context, it is possible to compare them based on 
every type of context. 

Within each domain, we require a finite set of 
context items.  In the domains of co-occurring lo-
cations, organizations, and persons, these are the 
standardized names derived in the entity informa-
tion extraction phase of within-document disam-
biguation.  We use the logarithm of the inverse 
name frequency (the number of standard person 

names with which this context item appears), INF, 
as a weight indicating the salience of each context 
item.  Co-occurrence with a common name pro-
vides less indication that two mentions correspond 
to the same entity than co-occurrence with an un-
common name.  To reduce noise, only entities that 
occur within a given window of entities are in-
cluded in this vector.  In all test runs, this window 
is set to 10 entities on either side.  Because of the 
effects that small corpora have on statistics, we 
added a large amount of newswire text to improve 
frequency counts.  Many of the query names would 
have low frequency in a text corpus that is not 
about them specifically, but have high frequency in 
this task because each document contains at least 
one mention of them.  This would cause the INF 
weight to incorrectly estimate the importance of 
any token; adding additional documents to the dis-
ambiguation run reduces this effect and brings fre-
quency counts to more realistic levels. 

We similarly count title tokens that occur with 
the entity and compute INF weights for the title 
tokens.  Topic context, as described in Blume 
(2005), was used in some post-submission runs. 

We define a separate distance measure per con-
text domain.  We are able to discount the co-
occurrence with multiple items as well as quantify 
an unexpected lack of shared co-occurrence by 
engineering each distance measure for each spe-
cific domain.  The score produced by each distance 
measure may be loosely interpreted as the log of 
the likelihood of two randomly generated contexts 
sharing the observed degree of similarity. 

In addition to the context-based distance meas-
ures, we utilize a lexical (string) distance measure 
based on exactly the same transformations as used 
to compare strings for intra-document entity dis-
ambiguation plus the Soundex algorithm (Knuth 
1998) to measure whether two name tokens sound 
the same.  A large negative score indicates a great 
deal of similarity (log likelihood). 

The process of cross-document entity disam-
biguation now boils down to repeatedly finding a 
pair of entities, comparing them (computing the 
sum of the above distance measures), and merging 
them if the score exceeds some threshold.  We 
compute sets of keys based on lexical similarity 
and compare only entities that are likely to match.  
The WePS evaluation only deals with entities that 
match a query.  Thus, we added a new step of key 
generation based on the query. 
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3 Performance 

We have tested our entity disambiguation system 
on several semi-structured and unstructured text 
data sets.  Here, we report the performance on the 
training data provided for the Web People Search 
task.  This corpus consists of raw Web pages with 
substantial variation in capitalization, punctuation, 
grammar, and spelling – characteristics that make 
NER challenging.  A few other issues also nega-
tively impact our performance, including extrane-
ous text, long lists of entities, and the issue of find-
ing the correct document to parse. 

The NER process identified a ratio of approxi-
mately 220 mentions per document across 3,359 
documents.  Within-document entity disambigua-
tion reduced this to approximately 113 entities per 
document, which we refer to as document-level 
entities.  Of these, 3,383 Persons (including those 
Organizations and Locations which were relabeled 
as Persons) contained a query name.  Cross-
document entity disambiguation reduced this to 
976 distinct persons with 721 distinct standardized 
names.  Thus, 2,407 merge operations were per-
formed in this step.  On average, there are 48 men-
tions per query name.   Our system found an aver-
age of 14 unique entities per query name.  In the 
gold standard, the average is 9 unique entities per 
query name. 

Looking at the names that matched in the out-
put, it is clear that NER is very important to the 
process.  Post submission of our initial run, we 
used proper tokenization of punctuation and an 
additional NER system, which corrected many 
mistakes in the grouping of names.  Also, many of 
the names that were incorrectly merged would not 
have been compared if not for the introduction of 
the additional key that compares all mentions that 
match a query name.  

For the WePS evaluation submission, we con-
verted our results to document-level entities by 
mapping each mention to the document that it was 
part of and removing duplicates.  If we did not find 
a mention in a document, we labeled the document 
as a singleton entity. 

We also used a number of standard metrics for 
our internal evaluation.  Most of these operate on 
document-level entities rather than on documents.  
To convert the ground truth provided for the task 
to a form usable for these metrics, we assume that 
each entity contains all mentions in the corre-

sponding document group.  These metrics test the 
cross-document disambiguation rather than the 
NER and within-document disambiguation.  These 
metrics should not be used to compare between 
different versions of NER and within-document 
disambiguation, since the ground truth used in the 
evaluation is generated by these processes.   

In Table 1, we compare a run with the additional 
newswire data and the comparison key (our WePS 
submission), leaving out the additional newswire 
data and the additional comparison key, and leav-
ing out only the additional comparison key. 

In Table 2, we compare runs based on the im-
proved NER (available only after the WePS sub-
mission deadline).  The first uses the same parame-
ters as our submission, the second uses an in-
creased threshold, and the third utilizes the word 
vector-based clustering (document topics). 
 Acc. Prec. Recall Harm. Purity 
WithExtraKey 0.670 0.545 0.906 0.818 
NoAddedData 0.743 0.752 0.584 0.841 
NoExtraKey 0.770 0.767 0.624 0.861 
Table 1. Results of pairwise comparisons and clus-
terwise harmonic mean of purity and inverse purity 
on various disambiguation runs.  Each metric is 
averaged across the individual results for every 
query name. 

 Acc. Prec. Recall Harm. Purity 
WithExtraKey 0.690 0.618 0.552 0.815 
1.25 Thresh 0.720 0.733 0.500 0.812 
Topic Info 0.719 0.645 0.545 0.818 
Table 2. Results based on improved named entity 
recognition.  These should not be directly com-
pared against those in Table 1, since the different 
NER yields different ground truth for these evalua-
tion metrics. 

Most of our metrics are based on pairwise com-
parisons – all document-level entities are compared 
against all other document-level entities that match 
the same query name, noting whether the pair was 
coreferent in the results and in the ground truth.  
With such comparison, we obtain measures includ-
ing precision, recall, and accuracy.  In this training 
data, depending on which NER is used, 35,000-
50,000 pairwise comparisons are possible.   

We also define a clusterwise measure of the 
harmonic mean between purity and inverse purity 
with respect to mentions.  This is different from the 
metric provided by WePS, purity and inverse pu-
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rity at the document level.  Since some documents 
contain multiple entities, the latter metric does not 
perform correctly.  Mentions, on the other hand, 
are always unique in our disambiguation.  How-
ever, because the ground truth was specified at the 
document level, documents containing multiple 
entities that match a query yield ambiguous men-
tions.  These decrease all purity-related scores 
equally and do not vary between runs.   

The addition of the newswire data improved re-
sults.  Inclusion of an extra comparison based on 
query name matches allowed for comparison of 
entities with names that do not match the format of 
person names, and only slightly reduced overall 
performance.  The new NER run can only be com-
pared on the last three runs.  to the system per-
forms better with topic context than without it. 

In comparison, in the 2005 Knowledge Discov-
ery and Dissemination (KD-D) Challenge Task 
ER-1a (the main entity disambiguation task), we 
achieved an accuracy of 94.5%.  The margin of 
error in the evaluation was estimated at 3% due to 
errors in the “ground truth”.  This was a pure dis-
ambiguation task with no NER or name standardi-
zation required.  The evaluation set contained 100 
names, 9027 documents, and 583,152 pair-wise 
assertions. 

4 Conclusions 

Although the primary purposes of Fair Isaac’s en-
tity disambiguation system differ from the goal of 
the Web People Search task, we found that with 
little modification it was possible to fairly accu-
rately cluster Web pages with a given query name 
according to the real-world entities mentioned on 
the page.  Most of the errors that we encountered 
are related to information extraction from unstruc-
tured data as opposed to the cross-document entity 
disambiguation itself. 
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Abstract

For the metonymy resolution task at
SemEval-2007, the use of a memory-based
learner to train classifiers for the identifica-
tion of metonymic location names is inves-
tigated. Metonymy is resolved on different
levels of granularity, differentiating between
literal and non-literal readings on the coarse
level; literal, metonymic, and mixed read-
ings on the medium level; and a number of
classes covering regular cases of metonymy
on a fine level. Different kinds of context
are employed to obtain different features:
1) a sequence of n1 synset IDs represent-
ing subordination information for nouns and
for verbs, 2) n2 prepositions, articles, modal,
and main verbs in the same sentence, and 3)
properties of n3 tokens in a context window
to the left and to the right of the location
name.

Different classifiers were trained on the
Mascara data set to determine which values
for the context sizes n1, n2, and n3 yield
the highest accuracy (n1 = 4, n2 = 3,
and n3 = 7, determined with the leave-one-
out method). Results from these classifiers
served as features for a combined classifier.
In the training phase, the combined classifier
achieved a considerably higher precision for
the Mascara data. In the SemEval submis-
sion, an accuracy of 79.8% on the coarse,
79.5% on the medium, and 78.5% on the
fine level is achieved (the baseline accuracy
is 79.4%).

1 Introduction

Metonymy is typically defined as a figure of speech
in which a speaker uses one entity to refer to an-
other that is related to it (Lakoff and Johnson, 1980).
The identification of metonymy becomes important
for NLP tasks such as question answering (Stallard,
1993) or geographic information retrieval (Leveling
and Hartrumpf, 2006).

For regular cases of metonymy for locations and
organizations, Markert and Nissim have proposed
a set of metonymy classes. Annotating a subset of
the BNC (British National Corpus), they extracted a
set of metonymic proper nouns from two categories:
country names (Markert and Nissim, 2002) and or-
ganization names (Nissim and Markert, 2003).

In the metonymy resolution task at SemEval-
2007, the goal was to identify metonymic names in a
subset of the BNC. The task consists of two subtasks
for company and country names, which are further
divided into classification on a coarse level (recog-
nizing literal and non-literal readings), on a medium
level (differentiating non-literal readings into mixed
and metonymic readings), and on a fine level (iden-
tifying classes of regular metonymy, such as a name
referring to the population, place-for-people). The
task is described in more detail by Markert and Nis-
sim (2007).

2 System Description

2.1 Tools and Resources

The following tools and resources are used for the
metonymy classification:

• TiMBL 5.1 (Daelemans et al., 2004), a
memory-based learner for classification is em-
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ployed for training the classifiers (supervised
learning).1

• Mascara 2.0 – Metonymy Annotation Scheme
And Robust Analysis (Markert and Nissim,
2003; Nissim and Markert, 2003; Markert
and Nissim, 2002) contains annotated data for
metonymic names from a subset of the the
BNC.

• WordNet 2.0 (Fellbaum, 1998) serves as a lin-
guistic resource for assigning synset IDs and
for looking up subordination information and
frequency of readings.

• The TreeTagger (Schmid, 1994) is utilized for
sentence boundary detection, lemmatization,
and part-of-speech tagging. The English tag-
ger was trained on the PENN treebank and uses
the English morphological database from the
XTAG project (Karp et al., 1992). The param-
eter files were obtained from the web site.2

2.2 Different Kinds of Context
Following the assumption that metonymic location
names can be identified from the context, there are
different kinds of context to consider. At most, the
context comprises a single sentence in this setup.
Three kinds of context were employed to extract fea-
tures for the memory-based learner TiMBL:

• C1: Subordination (hyponymy) information for
nouns and verbs from the left and right context
of the possibly metonymic name.

• C2: The sentence context for modal verbs, main
verbs, prepositions, and articles.

• C3: A context window of tokens left and right
of the location name.

The trial data provided (a subset of the Mascara
data) contained 188 non-literal location names (of
925 samples total). For a supervised learning ap-
proach, this is too few data. Therefore, the full
Mascara data was converted to form training data
consisting of feature values for context C1, C2, and

1Peirsman (2006) also employs TiMBL for metonymy reso-
lution, but trains a single classifier.

2http://www.ims.uni-stuttgart.de/projek-
te/corplex/TreeTagger/

C3. The training data contained 509 metonymic an-
notations (of 2797 samples total). Some cases in
the Mascara corpus are filtered during processing,
including cases annotated as homonyms and cases
whose metonymy class could not be agreed upon.
The test data had a majority baseline of 82.8% accu-
racy for country names.

2.3 Features

The Mascara data was processed to extract the fol-
lowing features (no hand-annotated data from Mas-
cara was employed for feature values, i.e. no gram-
matical roles):

• For C1 (WordNet context): From a context of
n1 verbs and nouns in the same sentence, their
distance to the location name is calculated. A
sequence of eight feature values of WordNet
synset IDs is obtained by iteratively looking up
the most frequent reading for a lemma in Word-
Net and determining its synset ID. Subordina-
tion information between synsets is used to find
a parent synset. This process is repeated until
a top-level parent synset is reached. No actual
word sense disambiguation is employed.

• For C2 (sentence context): Sentence bound-
aries, part-of-speech tags, and lemmatization
are determined from the TreeTagger output.
From a context window of n2 tokens, lemma
and distance are encoded as feature values for
prepositions, articles, modal, and main verbs

• For C3 (word context): From a context of n3

tokens to the left and to the right, the distance
between token and location name, three pre-
fix characters, three suffix characters, part-of-
speech tag, case information (U=upper case,
L=lower case, N=numeric, O=other), and word
length are used as feature values.

Table 1 and Table 2 show results for mem-
ory based learners trained with TiMBL. Perfor-
mance measures were obtained with the leave-one-
out method. The classifiers were trained on fea-
tures for different context sizes (ni ranging from 2
to 7) to determine the setting for which the highest
accuracy is achieved (e.g. 1c, 2c, and 3c). In the
next step, classifiers with a combined context were
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Table 1: Results for training the classifiers on the
coarse location name classes (2797 instances, 509
non-literal, leave-one-out) for the Mascara data (P =
precision, R = recall, F = F-score).

ID n1,n2,n3 coarse class P R F

1c 4,0,0 literal 0.850 0.893 0.871
1c 4,0,0 non-literal 0.377 0.289 0.327
2c 0,3,0 literal 0.848 0.874 0.860
2c 0,3,0 non-literal 0.342 0.295 0.317
3c 0,0,7 literal 0.880 0.889 0.885
3c 0,0,7 non-literal 0.478 0.455 0.467
4c 4,3,0 literal 0.848 0.892 0.896
4c 4,3,0 non-literal 0.368 0.282 0.320
5c 4,0,7 literal 0.860 0.913 0.885
5c 4,0,7 non-literal 0.459 0.332 0.385
6c 0,3,7 literal 0.875 0.905 0.889
6c 0,3,7 non-literal 0.496 0.420 0.455
7c 4,3,7 literal 0.860 0.918 0.888
7c 4,3,7 non-literal 0.473 0.332 0.390

8c res. of 1c–7c literal 0.852 0.968 0.907
8c res. of 1c–7c non-literal 0.639 0.248 0.357

trained, selecting the setting with the highest accu-
racy for a single context for the combination (e.g.
4c, 5c, 6c, and 7c). As an additional experiment, a
classifier was trained on classification results of the
classifiers described above (combination of 1–7, e.g.
8c). It was expected that the combination of features
from different kinds of context would increase per-
formance, and that the combination of classifier re-
sults would increase performance.

3 Evaluation Results

Table 3 shows results for the official submission.
Compared to results from the training phase on
the Mascara data (tested with the leave-one-out
method), performance is considerably lower. For
this data, the combined classifier achieved a consid-
erably higher precision (63.9% for non-literal read-
ings; 57.3% for the fine class place-for-people and
even 83.3% for the rare class place-for-event).

Performance may be affected by several reasons:
A number of problems were encountered while pro-
cessing the data. The TreeTagger automatically to-
kenizes its input and applies sentence boundary de-
tection. In some cases, the sentence boundary detec-
tion did not work well, returning sentences of more
than 170 words. Furthermore, the tagger output had
to be aligned with the test data again, as multi-word

Table 2: Excerpt from results for training the clas-
sifiers on the fine location name classes (2797 in-
stances, leave-one-out) for the Mascara data.

ID n1,n2,n3 fine class P R F

1f 4,0,0 literal 0.851 0.895 0.873
1f 4,0,0 pl.-for-p. 0.366 0.280 0.318
1f 4,0,0 pl.-for-e. 0.370 0.270 0.312
2f 0,3,0 literal 0.848 0.876 0.862
2f 0,3,0 pl.-for-p. 0.332 0.276 0.301
2f 0,3,0 pl.-for-e. 0.222 0.270 0.244
3f 0,0,7 literal 0.878 0.892 0.885
3f 0,0,7 pl.-for-p. 0.463 0.424 0.442
3f 0,0,7 pl.-for-e. 0.279 0.324 0.300
4f 4,3,0 literal 0.851 0.899 0.875
4f 4,3,0 pl.-for-p. 0.358 0.269 0.307
4f 4,3,0 pl.-for-e. 0.435 0.270 0.333
5f 4,0,7 literal 0.861 0.914 0.887
5f 4,0,7 pl.-for-p. 0.452 0.322 0.377
5f 4,0,7 pl.-for-e. 0.550 0.297 0.386
6f 0,3,7 literal 0.871 0.906 0.888
6f 0,3,7 pl.-for-p. 0.468 0.383 0.422
6f 0,3,7 pl.-for-e. 0.400 0.324 0.358
7f 4,3,7 literal 0.861 0.918 0.889
7f 4,3,7 pl.-for-p. 0.459 0.323 0.378
7f 4,3,7 pl.-for-e. 0.500 0.297 0.373

8f res. of 1f –7f literal 0.854 0.963 0.905
8f res. of 1f –7f pl.-for-p. 0.573 0.262 0.360
8f res. of 1f –7f pl.-for-e. 0.833 0.270 0.408

names (e.g. New York) were split into different to-
kens. In addition, the tag set of the tagger differs
somewhat from the official PENN tag set and in-
cludes additional tags for verbs.

In earlier experiments on metonymy classifica-
tion on a German corpus (Leveling and Hartrumpf,
2006), the data was nearly evenly distributed be-
tween literal and metonymic readings. This seems
to make a classification task easier because there is
no hidden bias in the classifier (i.e. the baseline of
always selecting the literal readings is about 50%).

Features are obtained by shallow NLP methods
only, not making use of a parser or chunker. Thus,
important syntactic or semantic information to de-
cide on metonymy might be missing in the features.
However, semantic features are more difficult to de-
termine, because reliable automatic tools for seman-
tic annotation are still missing. This is also indi-
cated by the fact that the grammatical roles (com-
prising syntactic features) in Mascara data are hand-
annotated.

However, some linguistic phenomena are already
implicitly represented by shallower features from
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Table 3: Results for the coarse (908 samples: 721
literal, 187 non-literal), medium (721 literal, 167
metonymic, 20 mixed), and fine classification (721
literal, 141 place-for-people, 10 place-for-event, 1
place-for-product, 4 object-for-name, 11 othermet,
20 mixed) of location names.

class P R F

FUH.location.coarse (0.798 accuracy)
literal 0.812 0.971 0.884
non-literal 0.543 0.134 0.214

FUH.location.medium (0.795 accuracy)
literal 0.810 0.970 0.883
metonymic 0.500 0.132 0.208
mixed 0.0 0.0 0.0

FUH.location.fine (0.785 accuracy)
literal 0.808 0.965 0.880
place-for-people 0.386 0.120 0.183

the surface level (given enough training instances).
For instance, active/passive voice may be encoded
by a combination of features for main verb/modal
verbs. If only a small training corpus is available,
overall performance will be higher when utilizing
explicit syntactic or semantic features.

Finally, the data may be too sparse for a super-
vised memory-based learning approach. The iden-
tification of rare classes of metonymy (e.g. place-
for-event) would greatly benefit from a larger corpus
covering these classes.

4 Conclusion

Evaluation results on the training data were very
promising, indicating a boost of precision by com-
bining classification results. In the training phase,
an accuracy of 83.7% was achieved on the coarse
level, compared to the majority baseline accuracy of
81.8%. For the submission for the metonymy res-
olution task at SemEval-2007, accuracy is close to
the majority baseline (79.4%) on the coarse (79.8%),
medium (79.5%), and fine (78.5%) level.

In summary, using different context sizes for dif-
ferent kinds of context and combining results of dif-
ferent classifiers for metonymy resolution increases
performance. The general approach would profit
from combining results of more diverse classifiers,
i.e. classifiers employing features extracted from the
surface, syntactic, and semantic context of a location

name.
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Abstract

We present a corpus-based supervised lear-
ning system for coarse-grained sense disam-
biguation. In addition to usual features for
training in word sense disambiguation, our
system also uses Base Level Concepts au-
tomatically obtained from WordNet. Base
Level Concepts are some synsets that gene-
ralize a hyponymy sub–hierarchy, and pro-
vides an extra level of abstraction as well as
relevant information about the context of a
word to be disambiguated. Our experiments
proved that using this type of features re-
sults on a significant improvement of preci-
sion. Our system has achieved almost 0.8 F1
(fifth place) in the coarse–grained English
all-words task using a very simple set of fea-
tures plus Base Level Concepts annotation.

1 Introduction

The GPLSI system in SemEval’s task 7,coarse–
grained English all-words, consists of a corpus-
based supervised-learning method which uses lo-
cal context information. The system uses Base Le-
vel Concepts (BLC) (Rosch, 1977) as features. In
short, BLC are synsets of WordNet (WN) (Fell-
baum, 1998) that are representative of a certain hy-
ponymy sub–hierarchy. The synsets that are se-
lected to be BLC must accomplish certain condi-
tions that will be explained in next section. BLC

∗This paper has been supported by the European Union un-
der the project QALL-ME (FP6 IST-033860) and the Spanish
Government under the project Text-Mess (TIN2006-15265-
C06-01) and KNOW (TIN2006-15049-C03-01)

are slightly different from Base Concepts of Eu-
roWordNet1 (EWN) (Vossen et al., 1998), Balkanet2

or Meaning Project3 because of the selection crite-
ria but also because our method is capable to define
them automatically. This type of features helps our
system to achieve 0.79550 F1 (over the First–Sense
baseline, 0.78889) while only four systems outper-
formed ours being the F1 of the best one 0.83208.

WordNet has been widely criticised for being a
sense repository that often offers too fine–grained
sense distinctions for higher level applications like
Machine Translation or Question & Answering. In
fact, WSD at this level of granularity, has resisted
all attempts of inferring robust broad-coverage mo-
dels. It seems that many word–sense distinctions are
too subtle to be captured by automatic systems with
the current small volumes of word–sense annotated
examples. Possibly, building class-based classifiers
would allow to avoid the data sparseness problem of
the word-based approach.

Thus, some research has been focused on deri-
ving different sense groupings to overcome the fine–
grained distinctions of WN (Hearst and Schütze,
1993) (Peters et al., 1998) (Mihalcea and Moldo-
van, 2001) (Agirre et al., 2003) and on using predefi-
ned sets of sense-groupings for learning class-based
classifiers for WSD (Segond et al., 1997) (Ciaramita
and Johnson, 2003) (Villarejo et al., 2005) (Curran,
2005) (Ciaramita and Altun, 2006). However, most
of the later approaches used the original Lexico-
graphical Files of WN (more recently called Super-

1http://www.illc.uva.nl/EuroWordNet/
2http://www.ceid.upatras.gr/Balkanet
3http://www.lsi.upc.es/ nlp/meaning
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senses) as very coarse–grained sense distinctions.
However, not so much attention has been paid on
learning class-based classifiers from other available
sense–groupings such as WordNet Domains (Mag-
nini and Cavaglia, 2000), SUMO labels (Niles and
Pease, 2001), EuroWordNet Base Concepts or Top
Concept Ontology labels (Atserias et al., 2004). Ob-
viously, these resources relate senses at some level
of abstraction using different semantic criteria and
properties that could be of interest for WSD. Pos-
sibly, their combination could improve the overall
results since they offer different semantic perspecti-
ves of the data. Furthermore, to our knowledge, to
date no comparative evaluation have been performed
exploring different sense–groupings.

This paper is organized as follows. In section 2,
we present a method for deriving fully automatica-
lly a number of Base Level Concepts from any WN
version. Section 3 shows the details of the whole
system and finally, in section 4 some concluding re-
marks are provided.

2 Automatic Selection of Base Level
Concepts

The notion of Base Concepts (hereinafter BC) was
introduced in EWN. The BC are supposed to be the
concepts that play the most important role in the va-
rious wordnets4 (Fellbaum, 1998) of different lan-
guages. This role was measured in terms of two
main criteria:

• A high position in the semantic hierarchy;

• Having many relations to other concepts;

Thus, the BC are the fundamental building blocks
for establishing the relations in a wordnet and give
information about the dominant lexicalization pat-
terns in languages. BC are generalizations of featu-
res or semantic components and thus apply to a ma-
ximum number of concepts. Thus, the Lexicografic
Files (or Supersenses) of WN could be considered
the most basic set of BC.

Basic Level Concepts (Rosch, 1977) should not
be confused with Base Concepts. BLC are the result
of a compromise between two conflicting principles
of characterization:

4http://wordnet.princeton.edu

#rel. synset
18 group1,grouping1
19 social group1
37 organisation2,organization1
10 establishment2,institution1
12 faith 3,religion 2
5 Christianity2,church 1,Christianchurch1

#rel. synset
14 entity 1,something1
29 object1,physicalobject1
39 artifact 1,artefact1
63 construction3,structure1
79 building 1,edifice1
11 placeof worship1, ...
19 church 2,churchbuilding 1

#rel. synset
20 act 2,humanaction1,humanactivity 1
69 activity 1
5 ceremony3

11 religiousceremony1,religiousritual 1
7 service3,religiousservice1,divine service1
1 church 3,churchservice1

Table 1: Possible Base Level Concepts for the noun
Church

• Represent as many concepts as possible;

• Represent as many features as possible;

As a result of this, Basic Level Concepts typically
occur in the middle of hierarchies and less than the
maximum number of relations. BC mostly involve
the first principle of the Basic Level Concepts only.

Our work focuses on devising simple methods for
selecting automatically an accurate set of Basic Le-
vel Concepts from WN. In particular, our method se-
lects the appropriate BLC of a particular synset con-
sidering the relative number of relations encoded in
WN of their hypernyms.

The process follows a bottom-up approach using
the chain of hypernym relations. For each synset
in WN, the process selects as its Base Level Con-
cept the first local maximum according to the rela-
tive number of relations. For synsets having multi-
ple hypernyms, the path having the local maximum
with higher number of relations is selected. Usually,
this process finishes having a number of “fake” Base
Level Concepts. That is, synsets having no descen-
dants (or with a very small number) but being the
first local maximum according to the number of re-
lations considered. Thus, the process finishes che-
cking if the number of concepts subsumed by the
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Senses BLC SuperSenses
Nouns 4.92 4.10 3.01
Verbs 11.00 8.67 1.03
Nouns + Verbs 7.66 6.16 3.47

Table 2: Polysemy degree over SensEval–3

preliminary list of BLC is higher than a certain th-
reshold. For those BLC not representing enough
concepts according to a certain threshold, the pro-
cess selects the next local maximum following the
hypernym hierarchy.

An example is provided in table 1. This table
shows the possible BLC for the noun “church” using
WN1.6. The table presents the hypernym chain for
each synset together with the number of relations en-
coded in WN for the synset. The local maxima along
the hypernym chain of each synset appears in bold.

Table 2 presents the polysemy degree for nouns
and verbs of the different words when grouping its
senses with respect the different semantic classes on
SensEval–3. Senses stand for the WN senses, BLC
for the Automatic BLC derived using a threshold of
20 and SuperSenses for the Lexicographic Files of
WN.

3 The GPLSI system

The GPLSI system uses a publicly available imple-
mentation of Support Vector Machines, SVMLight5

(Joachims, 2002), and Semcor as learning corpus.
Semcor has been properly mapped and labelled with
both BLC6 and sense-clusters.

Actually, the process of training-classification has
two phases: first, one classifier is trained for each
possible BLC class and then the SemEval test data
is classified and enriched with them, and second, a
classifier for each target word is built using as addi-
tional features the BLC tags in Semcor and SemE-
val’s test.

Then, the features used for training the classifiers
are: lemmas, word forms, PoS tags7, BLC tags, and
first sense class of target word (S1TW). All features

5http://svmlight.joachims.org/
6Because BLC are automatically defined from WN, some tu-

ning must be performed due to the nature of the task 7. We have
not enough room to present the complete study but threshold 20
has been chosen, using SENSEVAL -3 English all-words as test
data. Moreover, our tests showed roughly 5% of improvement
against not using these features.

7TreeTagger (Schmid, 1994) was used

were extracted from a window[−3.. + 3] except for
the last type (S1TW). The reason of using S1TW
features is to assure the learning of the baseline. It is
well known that Semcor presents a higher frequency
on first senses (and it is also the baseline of the task
finally provided by the organizers).

Besides, these are the same features for both first
and second phases (obviously except for S1TW be-
cause of the different target set of classes). Nevert-
heless, the training in both cases are quite different:
the first phase is class-based while the second is
word-based. By word-based we mean that the lear-
ning is performed using just the examples in Semcor
that contains the target word. We obtain one classi-
fier per polysemous word are in the SemEval test
corpus. The output of these classifiers is a sense-
cluster. In class-based learning all the examples in
Semcor are used, tagging those ones belonging to a
specific class (BLC in our case) as positive exam-
ples while the rest are tagged as negatives. We ob-
tain so many binary classifiers as BLC are in Se-
mEval test corpus. The output of these classifiers
is true or false, “the example belongs to a class”
or not. When dealing with a concrete target word,
only those BLC classifiers that are related to it are
“activated” (i.e, “animal” classifier will be not used
to classify “church”), ensuring that the word will be
tagged with coherent labels. In order to avoid statis-
tical bias because of very large set of negative exam-
ples, the features are defined from positive examples
only (although they are obviously used to characte-
rize all the examples).

4 Conclusions and further work

The WSD task seems to have reached its maxi-
mum accuracy figures with the usual framework.
Some of its limitations could come from the sense–
granularity of WN. In particular, SemEval’s coarse-
grained English all-words task represents a solution
in this direction.

Nevertheless, the task still remains oriented to
words rather than classes. Then, other problems
arise like data sparseness just because the lack of
adequate and enough examples. Changing the set of
classes could be a solution to enrich training corpora
with many more examples Another option seems to
be incorporating more semantic information.
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Base Level Concepts (BLC) are concepts that are
representative for a set of other concepts. A simple
method for automatically selecting BLC from WN
based on the hypernym hierarchy and the number of
stored relationships between synsets have been used
to define features for training a supervised system.

Although in our system BLC play a simple role
aiding to the disambiguation just as additional fea-
tures, the good results achieved with such simple
features confirm us that an appropriate set of BLC
will be a better semantic discriminator than senses
or even sense-clusters.
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rfarkas@inf.u-szeged.hu

Eszter Simon
Budapest U. of Technology
Dept. of Cognitive Science

H-1111 Budapest, Stoczek u 2.
esimon@cogsci.bme.hu

György Szarvas
University of Szeged

Department of Informatics
H-6720 Szeged, Árpád tér 2.
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Abstract

Though the GYDER system has achieved
the highest accuracy scores for the
metonymy resolution shared task at
SemEval-2007 in all six subtasks, we don’t
consider the results (72.80% accuracy for
org, 84.36% for loc) particularly impres-
sive, and argue that metonymy resolution
needs more features.

1 Introduction

In linguistics metonymy means using one term, or
one specific sense of a term, to refer to another,
related term or sense. For example, in ‘the pen
is mightier than the sword’ pen refers to writing,
the force of ideas, while sword refers to military
force. Named Entity Recognition (NER) is of
key importance in numerous natural language pro-
cessing applications ranging from information ex-
traction to machine translation. Metonymic usage
of named entities is frequent in natural language.
On the basic NER categories person, place,
organisation state-of-the-art systems generally
perform in the mid to the high nineties. These sys-
tems typically do not distinguish between literal or
metonymic usage of entity names, even though this
would be helpful for most applications. Resolving
metonymic usage of proper names would therefore
directly benefit NER and indirectly all NLP tasks
(such as anaphor resolution) that require NER.

Markert and Nissim (2002) outlined a corpus-
based approach to proper name metonymy as a se-
mantic classification problem that forms the basis

of the 2007 SemEval metonymy resolution task.
Instances like ‘He was shocked by Vietnam’ or
‘Schengen boosted tourism’ were assigned to broad
categories like place-for-event, sometimes
ignoring narrower distinctions, such as the fact that
it wasn’t the signing of the treaty at Schengen but
rather its actual implementation (which didn’t take
place at Schengen) that boosted tourism. But the
corpus makes clear that even with these (sometimes
coarse) class distinctions, several metonymy types
seem to appear extremely rarely in actual texts.
The shared task focused on two broad named en-
tity classes as metonymic sources, location and
org, each having several target classes. For more
details on the data sets, see the task description pa-
per Markert and Nissim (2007).
Several categories (e.g. place-for-event,
organisation-for-index) did not contain a
sufficient number of examples for machine learn-
ing, and we decided early on to accept the fact that
these categories will not be learned and to concen-
trate on those classes where learning seemed feasi-
ble. The shared task itself consisted of 3 subtasks
of different granularity for both organisation and lo-
cation names. The fine-grained evaluation aimed
at distinguishing between all categories, while the
medium-grained evaluation grouped different types
of metonymic usage together and addressed literal /
mixed / metonymic usage. The coarse-grained sub-
task was in fact a literal / nonliteral two-class classi-
fication task.

Though GYDER has obtained the highest accu-
racy for the metonymy shared task at SemEval-2007
in all six subtasks, we don’t consider the results
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(72.80% accuracy for org, 84.36% for loc) par-
ticularly impressive. In Section 3 we describe the
feature engineering lessons learned from working on
the task. In Section 5 we offer some speculative re-
marks on what it would take to improve the results.

2 Learning

GYDER (the acronym was formed from the initials
of the author’ first names) is a maximum entropy
learner. It uses Zhang Le’s 1 maximum entropy
toolkit, setting the Gaussian prior to 1. We used ran-
dom 5-fold cross-validation to determine the useful-
ness of a particular feature. Due to the small num-
ber of instances and features, the learning algorithm
always converged before 30 iterations, so the cross-
validation process took only seconds.

We also tested the classic C4.5 decision tree learn-
ing algorithm Quinlan (1993), but our early exper-
iments showed that the maximum entropy learner
was consistently superior to the decision tree clas-
sifier for this task, yielding about 2-5% higher accu-
racy scores on average on both tasks (on the training
set, using cross-validation).

3 Feature Engineering

We tested several features describing orthographic,
syntactic, or semantic characteristics of the Possibly
Metonymic Words (PMWs). Here we follow Nissim
and Markert (2005), who reported three classes of
features to be the most relevant for metonymy res-
olution: the grammatical annotations provided for
the corpus examples by the task organizers, the de-
terminer, and the grammatical number of the PMW.
We also report on some features that didn’t work.

3.1 Grammatical annotations

We used the grammatical annotations provided for
each PMW in several ways. First, we used as a
feature the type of the grammatical relation and the
word form of the related word. (If there was more
than one related word, each became a feature.) To
overcome data sparseness, it is useful to general-
ize from individual headwords Markert and Nissim
(2003). We used three different methods to achieve
this:

1http://homepages.inf.ed.ac.uk/s0450736/maxent toolkit.html

First, we used Levin’s (1993) verb classification
index to generalize the headwords of the most rele-
vant grammatical relations (subject and object). The
added feature was simply the class assigned to the
verb by Levin.

We also used WordNet (Fellbaum 1998) to gen-
eralize headwords. First we gathered the hypernym
path from WordNet for each headword’s sense#1 in
the train corpus. Based on these paths we collected
synsets whose tree frequently indicated metonymic
sense. We indicated with a feature if the headword
in question was in one of such collected subtrees.

Third, we have manually built a very small verb
classification ‘Trigger’ table for specific cases. E.g.
announce, say, declare all trigger the same feature.
This table is the only resource in our final system
that was manually built by us, so we note that on the
test corpus, disabling this ‘Trigger’ feature does not
alter org accuracy, and decreases loc accuracy by
0.44%.

3.2 Determiners

Following Nissim and Markert (2005), we distin-
guished between definite, indefinite, demonstrative,
possessive, wh and other determiners. We also
marked if the PMW was sentence-initial, and thus
necessarily determinerless. This feature was useful
for the resolution of organisation PMWs so we used
it only for the org tasks. It was not straightforward,
however, to assign determiners to the PMWs without
proper syntactic analysis. After some experiments,
we linked the nearest determiner and the PMW to-
gether if we found only adjectives (or nothing) be-
tween them.

3.3 Number

This feature was particularly useful to separate
metonymies of the org-for-product class. We
assumed that only PMWs ending with letter s might
be in plural form, and for them we compared the web
search result numbers obtained by the Google API.
We ran two queries for each PMWs, one for the full
name, and one for the name without its last charac-
ter. If we observed a significant increase in the num-
ber of hits returned by Google for the shorter phrase,
we set this feature for plural.
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3.4 PMW word form
We included the surface form of the PMW as a fea-
ture, but only for the org domain. Cross-validation
on the training corpus showed that the use of this
feature causes an 1.5% accuracy improvement for
organisations, and a slight degradation for locations.
The improvement perfectly generalized to the test
corpora. Some company names are indeed more
likely to be used in a metonymic way, so we be-
lieve that this feature does more than just exploit-
ing some specificity of the shared task corpora. We
note that the ranking of our system would have been
unaffected even if we didn’t use this feature.

3.5 Unsuccessful features
Here we discuss those features where cross-
validation didn’t show improvements (and thus were
not included in the submitted system).

Trigger words were automatically collected lists of
word forms and phrases that more frequently
appeared near metonymic PMWs.

Expert triggers were similar trigger words or
phrases, but suggested by a linguist expert to
be potentially indicative for metonymic usage.
We experimented with sample-level, sentence-
level and vicinity trigger phrases.

Named entity labels given by a state-of-the-art
named entity recognizer (Szarvas et al. 2006).

POS tags around PMWs.
Ortographical features such as capitalisation and

and other surface characteristics for the PMW
and nearby words.

Individual tokens of the potentially metonymic
phrase.

Main category of Levin’s hierarchical classification.
Inflectional category of the verb nearest to the PMW

in the sentence.

4 Results

Table 1. shows the accuracy scores of our submitted
system on fine classification granularity. As a base-
line, we also evalute the system without the Word-
Net, Levin, Trigger and PMW word form features.
This baseline system is quite similar to the one de-
scribed by Nissim and Markert (2005). We also pub-
lish the majority baseline scores.

run majority baseline submitted
org train 5-fold 63.30 77.51 80.92
org test 61.76 70.55 72.80
loc train 5-fold 79.68 85.58 88.36
loc test 79.41 83.59 84.36

Table 1: Accuracy of the submitted system

We could not exploit the hierarchical structure of
the fine-grained tag set, and ended up treating it as
totally unstructured even for the mixed class, unlike
Nissim and Markert, who apply complicated heuris-
tics to exploit the special semantics of this class.

For the coarse and medium subtasks of the loc
domain, we simply coarsened the fine-grained re-
sults. For the coarse and medium subtasks of
the org domain, we coarsened the train corpus to
medium coarseness before training. This idea was
based on observations on training data, but was
proven to be unjustified: it slightly decreased the
system’s accuracy on the medium subtask.

coarse medium fine
location 85.24 84.80 84.36
organisation 76.72 73.28 72.80

Table 2: Accuracy of the GYDER system for each
domain / granularity

In general, the coarser grained evaluation did not
show a significantly higher accuracy (see Table 2.),
proving that the main difficulty is to distinguish be-
tween literal and metonymic usage, rather than sepa-
rating metonymy classes from each other (since dif-
ferent classes represent significantly different usage
/ context). Because of this, data sparseness remained
a problem for coarse-grained classification as well.

Per-class results of the submitted system for
both domains are shown on Table 3. Note
that our system never predicted loc values from
the four small classes place-for-event and
product, object-for-name and other as
these had only 26 instances altogether. Since
we never had significant results for the mixed
category, in effect the loc task ended up a bi-
nary classification task between literal and
place-for-people.
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loc class # prec rec f
literal 721 86.83 95.98 91.17
place-for-people 141 68.22 51.77 58.87
mixed 20 25.00 5.00 8.33
othermet 11 - 0.0 -
place-for-event 10 - 0.0 -
object-for-name 4 - 0.0 -
place-for-product 1 - 0.0 -

org class # prec rec f
literal 520 75.76 90.77 82.59
org-for-members 161 65.99 60.25 62.99
org-for-product 67 82.76 35.82 50.00
mixed 60 43.59 28.33 34.34
org-for-facility 16 100.0 12.50 22.22
othermet 8 - 0.0 -
object-for-name 6 50.00 16.67 25.00
org-for-index 3 - 0.0 -
org-for-event 1 - 0.0 -

Table 3: Per-class accuracies for both domains

While in the org set the system also ig-
nores the smallest categories othermet,
org-for-index and event (a total of 11
instances), the six major categories literal,
org-for-members, org-for-product,
org-for-facility, object-for-name,
mixed all receive meaningful hypotheses.

5 Conclusions, Further Directions

The features we eventually selected performed well
enough to actually achieve the best scores in all six
subtasks of the shared task, and we think they are
useful in general. But it is worth emphasizing that
many of these features are based on the grammatical
annotation provided by the task organizers, and as
such, would require a better dependency parser than
we currently have at our disposal to create a fully
automatic system.

That said, there is clearly a great deal of merit to
provide this level of annotation, and we would like
to speculate what would happen if even more de-
tailed annotation, not just grammatical, but also se-
mantical, were provided manually. We hypothesize
that the metonymy task would break down into the
task of identifying several journalistic cliches such

as “location for sports team”, “capital city for gov-
ernment”, and so on, which are not yet always dis-
tinguished by the depth of the annotation.

It would be a true challenge to create a data set
of non-cliche metonymy cases, or a corpus large
enough to represent rare metonymy types and chal-
lenging non-cliche metonymies better.

We feel that at least regarding the corpus used for
the shared task, the potential of the grammatical an-
notation for PMWs was more or less well exploited.
Future systems should exploit more semantic knowl-
edge, or the power of a larger data set, or preferably
both.
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Abstract 

HIT-IR-WSD is a word sense disambigua-
tion (WSD) system developed for English 
lexical sample task (Task 11) of Semeval 
2007 by Information Retrieval Lab, Harbin 
Institute of Technology. The system is 
based on a supervised method using an 
SVM classifier. Multi-resources including 
words in the surrounding context, the part-
of-speech of neighboring words, colloca-
tions and syntactic relations are used. The 
final micro-avg raw score achieves 81.9% 
on the test set, the best one among partici-
pating runs. 

1 Introduction 

Lexical sample task is a kind of WSD evaluation 
task providing training and test data in which a 
small pre-selected set of target words is chosen and 
the target words are marked up. In the training data 
the target words’ senses are given, but in the test 
data are not and need to be predicted by task par-
ticipants. 

HIT-IR-WSD regards the lexical sample task 
as a classification problem, and devotes to extract 
effective features from the instances. We didn’t use 
any additional training data besides the official 
ones the task organizers provided. Section 2 gives 
the architecture of this system. As the task pro-
vides correct word sense for each instance, a su-
pervised learning approach is used. In this system, 
we choose Support Vector Machine (SVM) as 
classifier. SVM is introduced in section 3. Know-
ledge sources are presented in section 4. The last 

section discusses the experimental results and 
present the main conclusion of the work performed. 

2 The Architecture of the System 

HIT-IR-WSD system consists of 2 parts: feature 
extraction and classification. Figure 1 portrays the 
architecture of the system. 

 
Figure 1: The architecture of HIT‐IR‐WSD 
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Features are extracted from original instances 
and are made into digitized features to feed the 
SVM classifier. The classifier gets the features of 
training data to make a model of the target word. 
Then it uses the model to predict the sense of target 
word in the test data. 

3 Learning Algorithm 

SVM is an effective learning algorithm to WSD 
(Lee and Ng, 2002). The SVM tries to find a 
hyperplane with the largest margin separating the 
training samples into two classes. The instances in 
the same side of the hyperplane have the same 
class label. A test instance’s feature decides the 
position where the sample is in the feature space 
and which side of the hyperplane it is. In this way, 
it leads to get a prediction. SVM could be extended 
to tackle multi-classes problems by using one-
against-one or one-against-rest strategy. 

In the WSD problem, input of SVM is the fea-
ture vector of the instance. Features that appear in 
all the training samples are arranged as a vector 
space. Every instance is mapped to a feature vector. 
If the feature of a certain dimension exists in a 
sample, assign this dimension 1 to this sample, else 
assign it 0. For example, assume the feature vector 
space is <x1, x2, x3, x4, x5, x6, x7>; the instance is 
“x2 x6 x5 x7”. The feature vector of this sample 
should be <0, 1, 0, 0, 1, 1, 1>.  

The implementation of SVM here is libsvm 1 
(Chang and Lin, 2001) for multi-classes. 

4 Knowledge Sources 

We used 4 kinds of features of the target word and 
its context as shown in Table 1. 

Part of the original text of an example is “… 
This is the <head>age</head> of new media , the 
era of …”. 

Name Extraction 
Tools Example 

Surrounding 
words 

WordNet 
(morph)2 

…, this, be, age, new, 
medium, ,, era, … 

Part-of-
speech SVMTool3 

DT_0, VBZ_0, DT_0, 
NN_t, IN_1, JJ_1, 
NNS_1 

                                                 
1 http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
2 http://wordnet.princeton.edu/man/morph.3WN.html 
3 http://www.lsi.upc.es/~nlp/SVMTool/ 

Collocation  
this_0, be_0, the_0, 
age_t, of_1, new_1, 
medium_1, ,_1, the_1 

Syntactic 
relation MaltParser4 

SYN_HEAD_is 
SYN_HEADPOS_VBZ 
SYN_RELATION_PRD 
SYN_HEADRIGHT 

Table 1: Features the system extracted 
The next 4 subsections elaborate these features. 

4.1 Words in the Surrounding Context 

We take the neighboring words in the context of 
the target word as a kind of features ignoring their 
exact position information, which is called bag-of-
words approach. 

Mostly, a certain sense of a word is tend to ap-
pear in a certain kind of context, so the context 
words could contain some helpful information to 
disambiguate the sense of the target word. 

Because there would be too many context words 
to be added into the feature vector space, data 
sparseness problem is inevitable. We need to re-
duce the sparseness as possible as we can. A sim-
ple way is to use the words’ morphological root 
forms. In addition, we filter the tokens which con-
tain no alphabet character (including punctuation 
symbols) and stop words. The stop words are 
tested separately, and only the effective ones 
would be added into the stop words list. All re-
maining words in the instance are gathered, con-
verted to lower case and replaced by their morpho-
logical root forms. The implementation for getting 
the morphological root forms is WordNet (morph). 

4.2 Part-of-Speechs of Neighboring Words 

As mentioned above, the data sparseness is a se-
rious problem in WSD. Besides changing tokens to 
their morphological root forms, part-of-speech is a 
good choice too. The size of POS tag set is much 
smaller than the size of surrounding words set. 
And the neighboring words’ part-of-speeches also 
contain useful information for WSD. In this part, 
we use a POS tagger (Giménez and Márquez, 2004) 
to assign POS tags to those tokens.  

We get the left and right 3 words’ POS tags to-
gether with their position information in the target 
words’ sentence.  

For example, the word age is to be disambi-
guated in the sentence of “… This is the 

                                                 
4 http://w3.msi.vxu.se/~nivre/research/MaltParser.html 
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<head>age</head> of new media , the era of …”. 
The features then will be added to the feature vec-
tor are “DT_0, VBZ_0, DT_0, NN_t, IN_1, JJ_1, 
NNS_1”, in which _0/_1 stands for the word with 
current POS tag is in the left/right side of the target 
word. The POS tag set in use here is Penn Tree-
bank Tagset5. 

4.3 Collocations 

Different from bag-of-words, collocation feature 
contains the position information of the target 
words’ neighboring words. To make this feature in 
the same form with the bag-of-words, we appended 
a symbol to each of the neighboring words’ mor-
phological root forms to mark whether this word is 
in the left or in the right of the target word. Like 
POS feature, collocation was extracted in the sen-
tence where the target word belongs to. The win-
dow size of this feature is 5 to the left and 5 to the 
right of the target word, which is attained by em-
pirical value. In this part, punctuation symbol and 
stop words are not removed. 

Take the same instance last subsection has men-
tioned as example. The features we extracted are 
“this_0, be_0, the_0, age_t, of_1, new_1, me-
dium_1”. Like POS, _0/_1 stands for the word is 
in the left/right side of the target word. Then the 
features were added to the feature vector space. 

4.4 Syntactic Relations 

Many effective context words are not in a short 
distance to the target word, but we shouldn’t en-
large the window size too much in case of includ-
ing too many noises. A solution to this problem is 
to use the syntactic relations of the target word and 
its parent head word. 

We use Nivre et al., (2006)’s dependency parser. 
In this part, we get 4 features from every instance: 
head word of the target word, the head word’s POS, 
the head word’s dependency relation with the tar-
get word and the relative position of the head word 
to the target word. 

Still take the same instance which has been 
mentioned in the las subsection as example. The 
features we extracted are “SYN_HEAD_is, 
SYN_HEADPOS_VBZ, SYN_RELATION_PRD, 
SYN_HEADRIGHT”, in which SYN_HEAD_is 
stands for is is the head word of age; 
SYN_HEADPOS_VBZ stands for the POS of the 
                                                 
5 http://www.lsi.upc.es/~nlp/SVMTool/PennTreebank.html 

head word is is VBZ; SYN_RELATION_PRD 
stands for the relationship between the head word 
is and target word age is PRD; and 
SYN_HEADRIGHT stands for the target word age 
is in the right side of the head word is. 

5 Data Set and Results 

This English lexical sample task: Semeval 2007 
task 116 provides two tracks of the data set for par-
ticipants. The first one is from LDC and the second 
from web. 

We took part in this evaluation in the second 
track. The corpus is from web. In this track the task 
organizers provide a training data and test data set 
for 20 nouns and 20 adjectives. 

In order to develop our system, we divided the 
training data into 2 parts: training and development 
sets. The size of the training set is about 2 times of 
the development set. The development set contains 
1,781 instances. 

4 kinds of features were merged into 15 combi-
nations. Here we use a vector (V) to express which 
features are used. The four dimensions stand for 
syntactic relations, POS, surrounding words and 
collocations, respectively. For example, 1010 
means that the syntactic relations feature and the 
surrounding words feature are used. 

V Precision V Precision
0001 78.6% 1001 78.2% 
0010 80.3% 1010 81.9% 
0011 82.0% 1011 82.8% 
0100 70.4% 1100 73.3% 
0101 79.0% 1101 79.1% 
0110 82.1% 1110 82.5% 
0111 82.9% 1111 82.9% 
1000 72.6%   
Table 2: Results of Combinations of Features 
From Table 2, we can conclude that the sur-

rounding words feature is the most useful kind of 
features. It obtains much better performance than 
other kinds of features individually. In other words, 
without it, the performance drops a lot. Among 
these features, syntactic relations feature is the 
most unstable one (the improvement with it is un-
stable), partly because the performance of the de-
pendency parser is not good enough. As the ones 
with the vector 0111 and 1111 get the best perfor-

                                                 
6http://nlp.cs.swarthmore.edu/semeval/tasks/task11/descript
ion.shtml 
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mance, we chose all of these kinds of features for 
our final system. 

A trade-off parameter C in SVM is tuned, and 
the result is shown in Figure 2. We have also tried 
4 types of kernels of the SVM classifier (parame-
ters are set by default). The experimental results 
show that the linear kernel is the most effective as 
Table 3 shows. 

 
Figure 2: Accuracy with different C parameters 

Kernel 
Function 

Type 
Linear Poly-

nomial RBF Sig-
moid

Accuracy 82.9% 68.3% 68.3% 68.3%
Table 3: Accuracy with different kernel function 
types 

Another experiment (as shown in Figure 3) also 
validate that the linear kernel is the most suitable 
one. We tried using polynomial function. Unlike 
the parameters set by default above (g=1/k, d=3), 
here we set its Gama parameter as 1 (g=1) but oth-
er parameters excepting degree parameter are still 
set by default. The performance gets better when 
the degree parameter is tuned towards 1. That 
means the closer the kernel function to linear func-
tion the better the system performs. 

 
Figure 3: Accuracy with different degree  in po‐
lynomial function 

In order to get the relation between the system 
performance and the size of training data, we made 
several groups of training-test data set from the 
training data the organizers provided. Each of them 
has the same test data but different size of training 
data which are 2, 3, 4 and 5 times of the test data 
respectively. Figure 4 shows the performance 

curve with the training data size. Indicated in Fig-
ure 4, the accuracy increases as the size of training 
data enlarge, from which we can infer that we 
could raise the performance by using more training 
data potentially. 

 
Figure 4: Accuracy’s trend with the training da‐
ta size 

Feature extraction is the most time-consuming 
part of the system, especially POS tagging and 
parsing which take 2 hours approximately on the 
training and test data. The classification part (using 
libsvm) takes no more than 5 minutes on the train-
ing and test data. We did our experiment on a PC 
with 2.0GHz CPU and 960 MB system memory. 

Our official result of HIT-IR-WSD is: micro-
avg raw score 81.9% on the test set, the top one 
among the participating runs. 
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Abstract 

We have participated in the Multilingual 
Chinese-English Lexical Sample Task of 
SemEval-2007. Our system disambiguates 
senses of Chinese words and finds the 
correct translation in English by using the 
web as WSD knowledge source. Since all 
the statistic data is obtained from search 
engine, the method is considered to be 
unsupervised and does not require any 
sense-tagged corpus. 

1 Introduction 

Due to the lack of sense tagged corpora (and the 
difficulty of manually creating them), the 
unsupervised method tries to avoid, or at least to 
reduce, the knowledge acquisition problem, which 
the supervised methods have to deal with. In order 
to tackle the problem of the knowledge acquisition 
bottleneck, we adopted an unsupervised approach 
based on search engine, which does not require any 
sense tagged corpus. 

The majority of methods using the Web often try 
to automatically generate sense tagged corpora 
(Agirre and Martinez 2000;Agirre and Martinez 
2004;Gonzalo et al. 2003; Mihalcea and Moldovan 
1999;Santamaria et al. 2003). In this paper, we 
experiment with our initial attempt on another 
research trend that uses the Web not for extracting 
training samples but helping disambiguate directly 
during the translation selection process. 

The approach we present here is inspired by 
(Mihalcea and Moldovan 1999;Brill 2003; Rosso 
et al. 2005; Dagan et al. 2006; McCarthy 2002). 

Suppose that source ambiguous words are apt to 
appear with its target translation on bilingual web 
pages either parallel or non-parallel. Instead of 
searching the source language or target language 
respectively on web, we try to let the search engine 
think in a bilingual style. First, our system gets the 
co-occurrence information of Chinese context and 
its corresponding English context. Then it computes 
association measurements of Chinese context and 
English context in 4 kinds of way. Finally, it 
selects the correct English translation by 
computing the association measurements. 

In view that this is the first international standard 
evaluation to predict the correct English translation 
for ambiguous Chinese word, we built HIT-WSD 
system as our first attempt on disambiguation by using 
bilingual web search and just want to testify validity 
of our method. 

2 HIT-WSD System 

2.1 Disambiguation Process 

HIT-WSD system disambiguates senses of Chinese 
target ambiguous word and finds the correct 
translation in English by searching bilingual 
information on the web. Figure 1 gives the 
flowchart of our proposed approach. Given an 
ambiguous word with a Chinese sentence, we 
easily create its Chinese context. English context 
can be acquired from a Chinese-English dictionary and 
the translation mapping set(offered by the 
Multilingual Chinese-English Lexical Sample 
Task). System puts Chinese context and English 
context as queries on search engine individually 
and collectively. After this step, frequency and co-
occurrence frequency of Chinese context and English 
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context will be found. Finally, our system selects the 
most probable English translation by computing 
association measurements. 

Figure 2 gives an example of how the proposed 
approach selects English translations of the 
Chinese ambiguous word “动摇/dongyao” given 
the sentence and its translation mapping set. This 
instance comes from the training data of Multilin-
gual Chinese-English Lexical Sample Task of Sem-
eval2007. According to the translation mapping set,  
Chinese target word “ 动摇 /dongyao” has two 
English Translations: shake and vacillate.  

English Context Candidates set is the 
translations set of the Chinese context. System uses 
translation mapping set to translate Chinese target 
ambiguous word and uses an Chinese-English 
dictionary to translate other words in Chinese 
context. English Context Candidates set could be 
any combination of translations and each 
combination could be selected as the English context. 

 After getting the Chinese context and English 
context, we put them as queries to search engine 
and extract page counts (which can be considered 
as frequency) which search engine returned.  We 
not only search Chinese context and English 
context individually, but also put them together to 
search engine.  

Association measurements: the Dice coefficient, 
point-wise mutual information, Log Likelihood 
score andχ P

2
P score are computed in the third phase 

while we got all kinds of statistic results from 
search engine. Finally, we determine the 
translation by simply computing the association 
measurements 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Example of the Chinese ambiguous word 
“动摇/dongyao” selection process 

Figure 1: Flowchart of HIT-WSD System

Chinese sentence,
bilingual mapping
and C-E dictionary 

English 
context 

Search 
Engine

Comparing 
association 
measurements 

English 
Translation

Frequency and Co-
occurrence 
Frequency of 
Chinese context 
and English context Chinese 

context 
 

Chinese Context(CC): 路线不动摇是实现 

English Context Candidates set:  
Shake, shake is, not shake, line shake…/vacillate, 
not vacillate, vacillate is, line vacillate… 
English Context(EC): shake/vacillate 
Putting on Search Engine and getting counts:  

( ) 1880000, ( ) 5450

( ) 113000, ( , ) 77, ( , ) 12CC CC CC

c shake c vacillate

c c shake c vacillate

= =

= = =

Computing association measurements: 
( , )

2 ( , )

(( ( , ) ( )) ( ( , ) ( ))

Dice CC shake

c CC shake

c CC shake c shake c CC shake c CC

=

×

+ × +

2 77

(77 1880000) (77 113000))
7.24 10e

×
=

+ × +
−=  

2 ( , )

(( ( , ) ( )) ( ( , ) ( ))

( , )

CC CC CC

c CC vacillate

c vacillate c vacillate c vacillate c

Dice CC vacillate

×

+ × +

=

2 12

(12 5450) (12 11300)
3.89 8e

×

+ × +
= −=  

Compare and Determine a Translation: 
3.89e-8>7.24e-10, So the answer is vacillate. 

Instance: 事实证明了邓小平同志对形势发展的判断，

证明了坚持基本路线不<head>动摇</head>是实现中

国现代化的根本保证。 
Chinese Ambiguous Word: 动摇 
Translation Mapping Set: 动摇-shake/动摇-vacillate 
Translations of Chinese context in Chinese-English 
dictionary:不/not,是/is,路线/line,实现/ actualize 
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2.2  Experiment Settings 

Although the Chinese context can be represented 
with local features, topic features, parts of speech 
and so on, we use sentence segment as Chinese 
context in our experiment system. The sentence 
segment is a window size ± n segment of the 
sentence including the ambiguous words. 

English Context Candidates set could be any 
combination of the translation of words appearing 
in Chinese context. In our experiment system, we 
just choose the translation of the Chinese target 
ambiguous words in the translation mapping set as 
English context. 

We choose googleTP

1
PT and baiduTP

2
PT as our search 

engine, for they are both most widely used for 
English and Chinese language respectively.  

Putting Chinese context and English context as 
queries to the search engine, we will get 
corresponding page counts it returned as figure 2 
shows. 

Four statistical measurements were used in order 
to measure the degree of association of Chinese 
Context (CC) and English Context (EC). CC and 
EC can be seen as two random events occuring in 
the web pages: 

 
1. Point-wise mutual information: 

2( , ) log
( ) ( )

n aMI CC EC
a b a c

×
=

+ × +
 (1) 

2. DICE coefficient: 
2( , )

( ) ( )
aDICE CC EC

a b a c
×

=
+ × +

  (2) 

3. χ P

2
P score: 

2
2 ( )X ( , )

( ) ( ) ( ) ( )
n a d b cCC EC

a b a c b d c d
× × − ×

=
+ × + × + × +

 (3) 

4. Log Likelihood score: 

( , ) 2 ( log
( ) ( )

log log
( ) ( ) ( ) ( )

log )
( ) ( )

n aLL CC EC a
a b a c

n b n cb c
a b b d c d a c

n dd
c d b d

×
= × ×

+ × +
× ×

+ × + ×
+ × + + × +

×
+ ×

+ × +
Here is the meaning of a, b, c, d and n. 

                                                 
TP

1
PT www.google.com. 

TP

2
PT www.baidu.com. 

Table 1:Training data results of Multilingual Chinese-
English Lexical Sample Task 

 Micro-average Macro-average
Our result 0.336898           0.395993 
Baseline (MFS) 0.4053 0.4618 

Table 2:Official results: Multilingual Chinese-English 
Lexical Sample Task 

a: all counts of the web pages which include 
Both CC and EC. 
b: all counts of the web pages which include CC, 
do not include EC. 
c: all counts of the web pages which include EC, 
do not include CC. 
d: all counts of the web pages which include 
neither CC and EC. 
n= a+ b+ c + d 
We applied our method to the training data of 

Multilingual Chinese-English Lexical Sample Task. 
The results are as showed in Table 1. 

Since only one test result can be uploaded for 
one system, our system selects the settings of one 
of the best results. The final settings of our system 
is: window size is [-1, +2], the search engine is 
baidu and the association measurement is Point-
wise mutual information. 

3 Official Results 

In multilingual Chinese-English lexical sample 
task of SemEval-2007, there are 2686 instances in 
training data for 40 Chinese ambiguous words. All 
these ambiguous words are either nouns or verbs. 
Test data consist of 935 untagged instances of the 
same target words. 

The official result of our system in multilingual 
Chinese-English lexical sample task is reported as 
in Table 2. 

 
 

Precision( Micro-average) 
Context Window Size 

Association 

-1,+1 -1,+2 -2,+2 
MI(Baidu) 0.349 0.349 0.339 
XX(Baidu) 0.338 0.344 0.314 
LL(Baidu) 0.315 0.320 0.293 
DICE(Baidu) 0.285 0.295 0.295 
MI(google) 0.334 0.334 0.339 
XX(google) 0.322 0.316 0.316 
LL(google) 0.295 0.306 0.299 
DICE(google) 0.281 0.278 0.272 

(4)

Measurements
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4 Conclusions 

In SemEval-2007, we participated in Multilingual 
Chinese-English Lexical Sample Task with a fully 
unsupervised system based on bilingual web search. 
Our initial experiment result shows that our system 
fails to reach MFS (Most Familiar Sense) baseline 
due to our method is too simple where search 
queries are formed (just uses simple context 
window and English target translation). Our 
approach is the first attempt so far as we know on 
using bilingual web search for translation selection 
directly. The system is very simple but seemed to 
achieve a not bad performance when considered 
the performance of fully unsupervised systems in 
SENSEVAL-2, SENSEVAL -3 English tasks. 

For future research, we will investigate the 
dependency of bilingual documents, optimize the 
search queries, filter out potential noises and 
combine the different results in order to devise an 
improved method that can utilize bilingual web 
search better. 
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Abstract 

This paper describes the HIT system and its 
participation in SemEval-2007 English 
Lexical Substitution Task. Two main steps 
are included in our method: candidate sub-
stitute extraction and candidate scoring. In 
the first step, candidate substitutes for each 
target word in a given sentence are ex-
tracted from WordNet. In the second step, 
the extracted candidates are scored and 
ranked using a web-based scoring method. 
The substitute ranked first is selected as the 
best substitute. For the multiword subtask, 
a simple WordNet-based approach is em-
ployed. 

1 Introduction 

Lexical substitution aims to find alternative words 
that can occur in given contexts. It is important in 
many applications, such as query reformulation in 
question answering, sentence generation, and 
paraphrasing. There are two key problems in the 
lexical substitution task, the first of which is 
candidate substitute extraction. Generally speaking, 
synonyms can be regarded as candidate substitutes 
of words. However, some looser lexical 
relationships can also be considered, such as 
Hypernyms and Hyponyms defined in WordNet 
(Fellbaum, 1998). In addition, since lexical 
substitution is context dependent, some words 
which do not have similar meanings in general 
may also be substituted in some certain contexts 
(Zhao et al., 2007). As a result, finding a lexical 
knowledge base for substitute extraction is a 
challenging task. 

The other problem is candidate scoring and 
ranking according to given contexts. In the lexical 
substitution task of SemEval-2007, context is con-
strained as a sentence. The system therefore has to 
score the candidate substitutes of each target word 
using the given sentence. The following questions 
should be considered here: (1) What words in the 
given sentence are “useful” context? (2) How to 
combine the context words and use them in rank-
ing candidate substitutes? For the first question, we 
can use all words of the sentence, words in a win-
dow, or words having syntactic relations with the 
target word. For the second question, we can re-
gard the context words as “bag of words”, n-grams, 
or syntactic structures. 

In HIT, we extract candidate substitutes from 
WordNet, in which both synonyms and hypernyms 
are investigated (Section 3.1). After that, we score 
the candidates using a web-based scoring method 
(Section 3.2). In this method, we first select frag-
ments containing the target word from the given 
sentence. Then we construct queries by replacing 
the target word in the fragments with the candidate 
substitute. Finally, we search Google using the 
constructed queries and score each candidate based 
on the counts of retrieved snippets. 

The rest of this paper is organized as follows: 
Section 2 reviews some related work on lexical 
substitution. Section 3 describes our system, espe-
cially the web-based scoring method. Section 4 
presents the results and analysis. 

2 Related Work 

Synonyms defined in WordNet have been widely 
used in lexical substitution and expansion (Smea-
ton et al., 1994; Langkilde and Knight, 1998; Bol-
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shakov and Gelbukh, 2004). In addition, a lot of 
methods have been proposed to automatically con-
struct thesauri of synonyms. For example, Lin 
(1998) clustered words with similar meanings by 
calculating the dependency similarity. Barzilay and 
McKeown (2001) extracted paraphrases using mul-
tiple translations of literature works. Wu and Zhou 
(2003) extracted synonyms with multiple resources, 
including a monolingual dictionary, a bilingual 
corpus, and a monolingual corpus. Besides the 
handcrafted and automatic synonym resources, the 
web has been exploited as a resource for lexical 
substitute extraction (Zhao et al., 2007). 

As for substitute scoring, various methods have 
been investigated, among which the classification 
method is the most widely used (Dagan et al., 2006; 
Kauchak and Barzilay, 2006). In detail, a binary 
classifier is trained for each candidate substitute, 
using the contexts of the substitute as features. 
Then a new contextual sentence containing the tar-
get word can be classified as 1 (the candidate is a 
correct substitute in the given sentence) or 0 (oth-
erwise). The features used in the classification are 
usually similar with that in word sense disam-
biguation (WSD), including bag of word lemmas 
in the sentence, n-grams and parts of speech (POS) 
in a window, etc. There are other models presented 
for candidate substitute scoring. Glickman et al. 
(2006) proposed a Bayesian model and a Neural 
Network model, which estimate the probability of 
a word may occur in a given context. 

3 HIT System 

3.1 Candidate Substitute Extraction 

In HIT, candidate substitutes are extracted from 
WordNet. Both synonyms and hypernyms defined 
in WordNet are investigated. Let w be a target 
word, pos the specified POS of w. n the number of 
w’s synsets defined in WordNet. Then the system 
extracts w’s candidate substitutes as follows: 

 Extracts all the synonyms in each synset 
under pos1 as candidate substitutes. 

 If w has no synonym for the i-th synset 
(1≤i≤n), then extracts the synonyms of its 
nearest hypernym. 

 If pos is r (or a), and no candidate substi-
tute can be extracted as described above, 

                                                 
1 In this task, four kinds of POS are specified: n - noun, v - 
verb, a - adjective, r - adverb.  

then extracts candidate substitutes under the 
POS a (or r). 

3.2 Candidate Substitute Scoring 

As mentioned above, all words in the given sen-
tence can be used as contextual information in the 
scoring of candidate substitutes. However, it is ob-
vious that not all context words are really useful 
when determining a word’s substitutes. An exam-
ple can be seen from Figure 1. 
 

 

She turns eyes <head>bright</head> with 
excitement towards Fiona , still tugging on the 
string of the minitiature airship-cum-dance 
card she has just received at the door . 

Figure 1. An example of a context sentence. 
 

In the example above, words turns, eyes, with, 
and excitement are useful context words, while the 
others are not. The useless contexts may even be 
noise if they are used in the scoring. As a result, it 
is important to select context words carefully. 

In HIT, we select context words based on the 
following assumption: useful context words for 
lexical substitute are those near the target word in 
the given sentence. In other words, the words that 
are far from the target word are not taken into con-
sideration. Obviously, this assumption is not al-
ways true. However, considering only the 
neighboring words can reduce the risk of bringing 
in noise. Besides, Edmonds (1997) has also dem-
onstrated in his paper that short-distance colloca-
tions with neighboring words are more useful in 
lexical choice than long ones. 

Let w be the target word, t a candidate substitute, 
S the context sentence. Our basic idea is that: One 
can substitute w in S with t, which generates a new 
sentence S’. If S’ can be found on the web, then the 
substitute is admissible. The more times S’ occurs 
on the web, the more probable the substitute is. In 
practice, however, it is difficult to find a whole 
sentence S’ on the web due to sparseness. Instead, 
we use fragments of S’ which contains t and sev-
eral neighboring context words (based on the as-
sumption above). Then the question is how to ob-
tain one (or more) fragment of S’. 

A window with fixed size can be used here. Su-
ppose p is the position of t in S’, for instance, we 
can construct a fragment using words from posi-
tion p-r to p+r, where r is the radius of window. 
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However, a fixed r is difficult to set, since it may 
be too large for some sentences, which makes the 
fragments too specific, while too small for some 
other sentences, which makes the fragments too 
loose. An example can be seen in Table 1. 
 

1(a) But when Daniel turned <head>blue</head> 
one time and he totally stopped breathing. 
1(b) Daniel turned t one time 
2(a) We recommend that you <head>check</head> 
with us beforehand. 
2(b) that you t with us 

Table 1. Examples of fragments with fixed size. 
 

In Table1, 1(a) and 2(a) are two sentences from 
the test data of SemEval-2007Task10. 1(b) and 2(b) 
are fragments constructed according to 1(a) and 
2(a), where the window radius is 2 and t denotes 
any candidate substitute of the target word. It is 
obvious that 1(b) is a rather strict fragment, which 
makes it difficult to find sentences containing it on 
the web, while 2(b) is quite loose, which can 
hardly constrain the semantics of t. 

Having considered the problem above, we pro-
pose a rule-based method that constructs fragments 
with varied lengths. Let Ft be a fragment contain-
ing t, the construction rules are as follows: 

Rule-1: Ft must contain at least two words be-
sides t, at least one of which is non-stop word. 
Rule-2: Ft does not cross sub-sentence boundary 
(“,”). 
Rule-3: Ft should be the shortest fragment that 
satisfies Rule-1 and Rule-2. 
According to the rules above, we construct at 

most three fragments for each S’: (1) t occurs at the 
beginning of Ft, (2) t occurs in the middle of Ft, 
and (3) t occurs at the end of Ft. Here we have an-
other constraint: if one constructed fragment F1 is 
the substring of F2, then F2 is removed. Please 
note that the morphology is not taken into account 
when we construct queries. 

For the sentence 1(a) and 2(a) in Table 1, the 
constructed fragments are as follows: 
 
For 1(a): Daniel turned t; t one time; turned t 
one 
For 2(a): recommend that you t; t with us be-
forehand 

Table 2. Examples of the constructed fragments 
 

To score a candidate substitute, we replace “t” in 
the fragments with each candidate substitute and 
use them as queries, which are then fed to Google. 
The score of t is computed according to the counts 
of retrieved snippets: 

∑
=

=
n

i
tWebMining iFSnippetcount

n
tScore

1
))((1)(     (1) 

where n is the number of constructed fragments, 
Fti is the i-th fragment (query) corresponding to t, 
and count(Snippet(Fti)) is the count of snippets 
retrieved by Fti. 

All candidate substitutes with scores larger than 
0 are ranked and the first 10 substitutes are re-
tained for the oot subtask. If the number of candi-
dates whose scores are larger than 0 is less than 10, 
the system ranks the rest of the candidates by their 
frequencies using a word frequency list. The spare 
capacity is filled with those candidates with largest 
frequencies. For the best subtask, we simply output 
the substitute that ranks first in oot. 

3.3 Detection of Multiwords 

The method used to detect multiword in the HIT 
system is quite similar to that employed in the 
baseline system. We also use WordNet to detect if 
a multiword that includes the target word occurs 
within a window of 2 words before and 2 words 
after the target word.  

A difference from the baseline system lies in 
that our system looks up WordNet using longer 
multiword candidates first. If a longer one is found 
in WordNet, then its substrings will be ignored. 
For example, if we find “get along with” in Word-
Net, we will output it as a multiword and will not 
check “get along” any more. 

4 Results 

Our system is the only one that participates all the 
three subtasks of Task10, i.e., best, oot, and mw. 
The evaluation results of our system can be found 
in Table 3 to Table 5. Our system ranks the fourth 
in the best subtask and seventh in the oot subtask. 

We have analyzed the results from two aspects, 
i.e., the ability of the system to extract candidate 
substitutes and the ability to rank the correct sub-
stitutes in front. There are a total of 6,873 manual 
substitutes for all the 1,710 items in the gold stan-
dard, only 2,168 (31.54%) of which have been ex-
tracted as candidate substitutes by our system. This 
result suggests that WordNet is not an appropriate 
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source for lexical substitute extraction. In the fu-
ture work, we will try some other lexical resources, 
such as the Oxford American Writer Thesaurus 
and Encarta. In addition, we will also try the 
method that automatically constructs lexical re-
sources, such as the automatic clustering method. 

Further analysis shows that, 1,388 (64.02%) out 
of the 2,168 extracted correct candidates are 
ranked in the first 10 in the oot output of our sys-
tem. This suggests that there is a big space for our 
system to improve the candidate scoring method. 
In the future work, we will consider more and 
richer features, such as the syntactic features, in 
candidate substitute scoring. Furthermore, A dis-
advantage of this method is that the web mining 
process is quite inefficient. Therefore, we will try 
to use the Web 1T 5-gram Version 1 from Google 
(LDC2006T13) in the future. 
 
 P R ModeP ModeR
OVERALL 11.35 11.35 18.86 18.86 

Further Analysis 
NMWT 11.97 11.97 19.81 19.81 
NMWS 12.55 12.38 19.93 19.65 
RAND 11.81 11.81 20.03 20.03 
MAN 10.81 10.81 17.53 17.53 

Baselines 
WORDNET 9.95 9.95 15.58 15.58 
LIN 8.84 8.53 14.69 14.23 

Table 3. best results. 
 
 P R ModeP ModeR
OVERALL 33.88 33.88 46.91 46.91 

Further Analysis 
NMWT 35.60 35.60 48.48 48.48 
NMWS 36.63 36.63 49.33 49.33 
RAND 33.95 33.95 47.25 47.25 
MAN 33.81 33.81 46.53 46.53 

Baselines 
WORDNET 29.70 29.35 40.57 40.57 
LIN 27.70 26.72 40.47 39.19 

Table 4. oot results. 
 
 Our System WordNet BL 
 P R P R 
detection 45.34 56.15 43.64 36.92
identification 41.61 51.54 40.00 33.85

Table 5. mw results. 
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Abstract

This paper describes the implementation
of our three systems at SemEval-2007, for
task 2 (word sense discrimination), task 5
(Chinese word sense disambiguation), and
the first subtask in task 17 (English word
sense disambiguation). For task 2, we ap-
plied a cluster validation method to esti-
mate the number of senses of a target word
in untagged data, and then grouped the in-
stances of this target word into the esti-
mated number of clusters. For both task 5
and task 17, We used the label propagation
algorithm as the classifier for sense disam-
biguation. Our system at task 2 achieved
63.9% F-score under unsupervised evalua-
tion, and 71.9% supervised recall with su-
pervised evaluation. For task 5, our sys-
tem obtained 71.2% micro-average preci-
sion and 74.7% macro-average precision.
For the lexical sample subtask for task
17, our system achieved 86.4% coarse-
grained precision and recall.

1 Introduction

SemEval-2007 launches totally 18 tasks for evalua-
tion exercise, covering word sense disambiguation,
word sense discrimination, semantic role labeling,
and sense disambiguation for information retrieval,
and other topics in NLP. We participated three tasks
in SemEval-2007, which are task 2 (Evaluating
Word Sense Induction and Discrimination Systems),

task 5 (Multilingual Chinese-English Lexical Sam-
ple Task) and the first subtask at task 17 (English
Lexical Sample, English Semantic Role Labeling
and English All-Words Tasks).

The goal for SemEval-2007 task 2 (Evaluat-
ing Word Sense Induction and Discrimination Sys-
tems)(Agirre and Soroa, 2007) is to automatically
discriminate the senses of English target words by
the use of only untagged data. Here we address this
word sense discrimination problem by (1) estimat-
ing the number of word senses of a target word in
untagged data using a stability criterion, and then (2)
grouping the instances of this target word into the
estimated number of clusters according to the simi-
larity of contexts of the instances. No sense-tagged
data is used to help the clustering process.

The goal of task 5 (Chinese Word Sense Disam-
biguation) is to create a framework for the evaluation
of word sense disambiguation in Chinese-English
machine translation systems. Each participates of
this task will be provided with sense tagged train-
ing data and untagged test data for 40 Chinese pol-
ysemous words. The ”sense tags” for the ambigu-
ous Chinese target words are given in the form of
their English translations. Here we used a semi-
supervised classification algorithm (label propaga-
tion algorithm) (Niu, et al., 2005) to address this
Chinese word sense disambiguation problem.

The lexical sample subtask of task 17 (English
Word Sense Disambiguation) provides sense-tagged
training data and untagged test data for 35 nouns and
65 verbs. This data includes, for each target word:
OntoNotes sense tags (these are groupings of Word-
Net senses that are more coarse-grained than tradi-
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tional WN entries), as well as the sense inventory for
these lemmas. Here we used only the training data
supplied in this subtask for sense disambiguation in
test set. The label propagation algorithm (Niu, et al.,
2005) was used to perform sense disambiguation by
the use of both training data and test data.

This paper will be organized as follows. First, we
will provide the feature set used for task 2, task 5
and task 17 in section 2. Secondly, we will present
the word sense discrimination method used for task
2 in section 3. Then, we will give the label propa-
gation algorithm for task 5 and task 17 in section 4.
Section 5 will provide the description of data sets at
task 2, task 5 and task 17. Then, we will present the
experimental results of our systems at the three tasks
in section 6. Finally we will give a conclusion of our
work in section 7.

2 Feature Set

In task 2, task 5 and task 17, we used three types of
features to capture contextual information: part-of-
speech of neighboring words (no more than three-
word distance) with position information, unordered
single words in topical context (all the contextual
sentences), and local collocations (including 11 col-
locations). The feature set used here is as same as
the feature set used in (Lee and Ng, 2002) except
that we did not use syntactic relations.

3 The Word Sense Discrimination Method
for Task 2

Word sense discrimination is to automatically dis-
criminate the senses of target words by the use of
only untagged data. So we can employ clustering
algorithms to address this problem. Another prob-
lem is that there is no sense inventories for target
words. So the clustering algorithms should have the
ability to automatically estimate the sense number
of a target word.

Here we used the sequential Information Bottle-
neck algorithm (sIB) (Slonim, et al., 2002) to esti-
mate cluster structure, which measures the similarity
of contexts of instances of target words according to
the similarity of their contextual feature conditional
distribution. But sIB requires the number of clus-
ters as input. So we used a cluster validation method
to automatically estimate the sense number of a tar-

Table 1: Sense number estimation procedure for
word sense discrimination.
1 Set lower bound Kmin and upper bound Kmax

for sense number k;
2 Set k = Kmin;
3 Conduct the cluster validation process

presented in Table 2 to evaluate the merit of k;
4 Record k and the value of Mk;
5 Set k = k + 1. If k ≤ Kmax, go to step 3,

otherwise go to step 6;
6 Choose the value k̂ that maximizes Mk,

where k̂ is the estimated sense number.

get word before clustering analysis. Cluster valida-
tion (or stability based approach)is a commonly used
method to the problem of model order identification
(or cluster number estimation) (Lange, et al., 2002;
Levine and Domany, 2001). The assumption of this
method is that if the model order is identical with the
true value, then the cluster structure estimated from
the data is stable against resampling, otherwise, it is
more likely to be the artifact of sampled data.

3.1 The Sense Number Estimation Procedure
Table 1 presents the sense number estimation pro-
cedure. Kmin was set as 2, and Kmax was set as 5 in
our system. The evaluation function Mk (described
in Table 2) is relevant with the sense number k. q
is set as 20 here. Clustering solution which is stable
against resampling will give rise to a local optimum
of Mk, which indicates the true value of sense num-
ber. In the cluster validation procedure, we used the
sIB algorithm to perform clustering analysis (de-
scribed in section 3.2).

The function M(Cµ, C) in Table 2 is given by
(Levine and Domany, 2001):

M(Cµ
, C) =

∑
i,j

1{Cµ
i,j = Ci,j = 1, di ∈ Dµ, dj ∈ Dµ}∑

i,j
1{Ci,j = 1, di ∈ Dµ, dj ∈ Dµ}

,

(1)

where Dµ is a subset with size α|D| sampled from
full data set D, C and Cµ are |D|× |D| connectivity
matrixes based on clustering solutions computed on
D and Dµ respectively, and 0 ≤ α ≤ 1. The con-
nectivity matrix C is defined as: Ci,j = 1 if di and
dj belong to the same cluster, otherwise Ci,j = 0.
Cµ is calculated in the same way. α is set as 0.90 in
this paper.
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Table 2: The cluster validation method for evalua-
tion of values of sense number k.

Function: Cluster Validation(k, D, q)
Input: cluster number k, data set D,
and sampling frequency q;
Output: the score of the merit of k;

1 Perform clustering analysis using sIB on
data set D with k as input;

2 Construct connectivity matrix Ck based on
above clustering solution on D;

3 Use a random predictor ρk to assign
uniformly drawn labels to instances in D;

4 Construct connectivity matrix Cρk

using above clustering solution on D;
5 For µ = 1 to q do
5.1 Randomly sample a subset (Dµ) with size

α|D| from D, 0 ≤ α ≤ 1;
5.2 Perform clustering analysis using sIB on

(Dµ) with k as input;
5.3 Construct connectivity matrix Cµ

k using
above clustering solution on (Dµ);

5.4 Use ρk to assign uniformly drawn labels
to instances in (Dµ);

5.5 Construct connectivity matrix Cµ
ρk

using above clustering solution on (Dµ);
Endfor

6 Evaluate the merit of k using following
objective function:
Mk = 1

q

∑
µ M(Cµ

k , Ck)−
1

q

∑
µ M(Cµ

ρk
, Cρk

),
where M(Cµ, C) is given by equation (1);

7 Return Mk;

M(Cµ, C) measures the proportion of document
pairs in each cluster computed on D that are also as-
signed into the same cluster by clustering solution
on Dµ. Clearly, 0 ≤ M ≤ 1. Intuitively, if clus-
ter number k is identical with the true value, then
clustering results on different subsets generated by
sampling should be similar with that on full data set,
which gives rise to a local optimum of M(Cµ, C).

In our algorithm, we normalize M(Cµ
F,k, CF,k)

using the equation in step 6 of Table 2, which
makes our objective function different from the fig-
ure of merit (equation ( 1)) proposed in (Levine
and Domany, 2001). The reason to normalize
M(Cµ

F,k, CF,k) is that M(Cµ
F,k, CF,k) tends to de-

crease when increasing the value of k. Therefore for
avoiding the bias that smaller value of k is to be se-
lected as cluster number, we use the cluster validity
of a random predictor to normalize M(Cµ

F,k, CF,k).

3.2 The sIB Clustering Algorithm

Here we used the sIB algorithm (Slonim, et al.,
2002) to estimate cluster structure, which measures
the similarity of contexts of instances according to
the similarity of their feature conditional distribu-
tion. sIB is a simplified “hard” variant of informa-
tion bottleneck method (Tishby, et al., 1999).

Let d represent a document, and w represent a fea-
ture word, d ∈ D, w ∈ F . Given the joint distri-
bution p(d,w), the document clustering problem is
formulated as looking for a compact representation
T for D, which preserves as much information as
possible about F . T is the document clustering so-
lution. For solving this optimization problem, sIB
algorithm was proposed in (Slonim, et al., 2002),
which found a local maximum of I(T, F ) by: given
an initial partition T , iteratively drawing a d ∈ D
out of its cluster t(d), t ∈ T , and merging it into
tnew such that tnew = argmaxt∈Td(d, t). d(d, t) is
the change of I(T, F ) due to merging d into cluster
tnew, which is given by

d(d, t) = (p(d) + p(t))JS(p(w|d), p(w|t)). (2)

JS(p, q) is the Jensen-Shannon divergence, which
is defined as

JS(p, q) = πpDKL(p‖p) + πqDKL(q‖p), (3)

DKL(p‖p) =
∑

y

plog
p

p
, (4)

DKL(q‖p) =
∑

y

qlog
q

p
, (5)

{p, q} ≡ {p(w|d), p(w|t)}, (6)

{πp, πq} ≡ {
p(d)

p(d) + p(t)
,

p(t)

p(d) + p(t)
}, (7)

p = πpp(w|d) + πqp(w|t). (8)
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4 The Label Propagation Algorithm for
Task 5 and Task 17

In the label propagation algorithm (LP) (Zhu and
Ghahramani, 2002), label information of any ver-
tex in a graph is propagated to nearby vertices
through weighted edges until a global stable stage
is achieved. Larger edge weights allow labels to
travel through easier. Thus the closer the examples,
more likely they have similar labels (the global con-
sistency assumption).

In label propagation process, the soft label of each
initial labeled example is clamped in each iteration
to replenish label sources from these labeled data.
Thus the labeled data act like sources to push out la-
bels through unlabeled data. With this push from la-
beled examples, the class boundaries will be pushed
through edges with large weights and settle in gaps
along edges with small weights. If the data structure
fits the classification goal, then LP algorithm can use
these unlabeled data to help learning classification
plane.

Let Y 0 ∈ Nn×c represent initial soft labels at-
tached to vertices, where Y 0

ij = 1 if yi is sj and 0
otherwise. Let Y 0

L be the top l rows of Y 0 and Y 0
U

be the remaining u rows. Y 0
L is consistent with the

labeling in labeled data, and the initialization of Y 0
U

can be arbitrary.
Optimally we expect that the value of Wij across

different classes is as small as possible and the value
of Wij within same class is as large as possible.
This will make label propagation to stay within same
class. In later experiments, we set σ as the aver-
age distance between labeled examples from differ-
ent classes.

Define n × n probability transition matrix Tij =

P (j → i) =
Wij∑n

k=1
Wkj

, where Tij is the probability

to jump from example xj to example xi.
Compute the row-normalized matrix T by T ij =

Tij/
∑n

k=1 Tik. This normalization is to maintain
the class probability interpretation of Y .

Then LP algorithm is defined as follows:
1. Initially set t=0, where t is iteration index;
2. Propagate the label by Y t+1 = TY t;
3. Clamp labeled data by replacing the top l row

of Y t+1 with Y 0
L . Repeat from step 2 until Y t con-

verges;

4. Assign xh(l + 1 ≤ h ≤ n) with a label sĵ ,
where ĵ = argmaxjYhj .

This algorithm has been shown to converge to
a unique solution, which is ŶU = limt→∞ Y t

U =
(I − T uu)−1T ulY

0
L (Zhu and Ghahramani, 2002).

We can see that this solution can be obtained with-
out iteration and the initialization of Y 0

U is not im-
portant, since Y 0

U does not affect the estimation of
ŶU . I is u × u identity matrix. T uu and T ul are
acquired by splitting matrix T after the l-th row and
the l-th column into 4 sub-matrices.

For task 5 and 17, we constructed connected
graphs as follows: two instances u, v will be con-
nected by an edge if u is among v’s k nearest neigh-
bors, or if v is among u’s k nearest neighbors as mea-
sured by cosine or JS distance measure. k is set 10
in our system implementation.

5 Data Sets of Task 2, Task 5 and Task 17

The test data for task 2 includes totally 27132 un-
tagged instances for 100 ambiguous English words.
There is no training data for task 2.

There are 40 ambiguous Chinese words in task
5. The training data for this task consists of 2686
instances, while the test data includes 935 instances.

There are 100 ambiguous English words in the
first subtask of task 17. The training data for this
task consists of 22281 instances, while the test data
includes 4851 instances.

6 Experimental Results of Our Systems at
Task 2, Task 5 and Task 17

Table 3: The best/worst/average F-score of all the
systems at task 2 and the F-score of our system at
task 2 for all target words, nouns and verbs with un-
supervised evaluation.

All words Nouns Verbs
Best 78.7% 80.8% 76.3%

Worst 56.1% 65.8% 45.1%
Average 65.4% 69.0% 61.4%

Our system 63.9% 68.0% 59.3%

Table 3 lists the best/worst/average F-score of all
the systems at task 2 and the F-score of our system
at task 2 for all target words, nouns and verbs with
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Table 4: The best/worst/average supervised recall of
all the systems at task 2 and the supervised recall of
our system at task 2 for all target words, nouns and
verbs with supervised evaluation.

All words Nouns Verbs
Best 81.6% 86.8% 75.7%

Worst 78.5% 81.4% 75.2%
Average 79.6% 83.0% 75.7%

Our system 81.6% 86.8% 75.7%

Table 5: The best/worst/average micro-average pre-
cision and macro-average precision of all the sys-
tems at task 5 and the micro-average precision and
macro-average precision of our system at task 5.

Micro-average Macro-average
Best 71.7% 74.9%

Worst 33.7% 39.6%
Average 58.5% 62.7%

Our system 71.2% 74.7%

unsupervised evaluation. Our system obtained the
fourth place among six systems with unsupervised
evaluation. Table 4 shows the best/worst/average
supervised recall of all the systems at task 2 and the
supervised recall of our system at task 2 for all tar-
get words, nouns and verbs with supervised evalu-
ation. Our system is ranked as the first among six
systems with supervised evaluation. Table 7 lists
the estimated sense numbers by our system for all
the words at task 2. The average of all the estimated
sense numbers is 3.1, while the average of all the
ground-truth sense numbers is 3.6 if we consider the
sense inventories provided in task 17 as the answer.
It seems that our estimated sense numbers are close
to the ground-truth ones.

Table 5 provides the best/worst/average micro-
average precision and macro-average precision of all
the systems at task 5 and the micro-average preci-
sion and macro-average precision of our system at
task 5. Our system obtained the second place among
six systems for task 5.

Table 6 shows the best/worst/average coarse-
grained score (precision) of all the systems the lexi-
cal sample subtask of task 17 and the coarse-grained
score (precision) of our system at the lexical sample

Table 6: The best/worst/average coarse-grained
score (precision) of all the systems at the lexical
sample subtask of task 17 and the coarse-grained
score (precision) of our system at the lexical sam-
ple subtask of task 17.

Coarse-grained score (precision)
Best 88.7%

Worst 52.1%
Average 70.0%

Our system 86.4%

subtask of task 17. The attempted rate of all the sys-
tems is 100%. So the precision value is equal to the
recall value for all the systems. Here we listed only
the precision for the 13 systems at this subtask. Our
system is ranked as the third one among 13 systems.

7 Conclusion

In this paper, we described the implementation of
our I2R systems that participated in task 2, task 5,
and task 17 at SemEval-2007. Our systems achieved
63.9% F-score and 81.6% supervised recall for task
2, 71.2% micro-average precision and 74.7% macro-
average precision for task 5, and 86.4% coarse-
grained precision and recall for the lexical sample
subtask of task 17. The performance of our system
is very good under supervised evaluation. It may
be explained by that our system has the ability to
find some minor senses so that it can outperforms
the baseline system that always uses the most fre-
quent sense as the answer.
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Table 7: The estimated sense numbers by our system
for all the words at task 2.

explain 2 move 3
position 3 express 4

buy 2 begin 2
hope 3 prepare 3
feel 5 policy 2
hold 2 attempt 2
work 5 recall 3

people 4 find 2
system 2 join 2

bill 2 build 2
hour 5 base 3
value 4 management 2
job 5 turn 4
rush 2 kill 2
ask 2 area 5

approve 4 affect 4
capital 4 keep 5

purchase 2 improve 2
propose 2 do 2

see 3 drug 5
president 3 come 5

power 3 disclose 4
effect 2 avoid 3
part 5 plant 2

exchange 4 share 2
state 2 carrier 2
care 5 complete 2

promise 3 maintain 3
estimate 2 development 4

rate 2 space 5
say 2 raise 3

remove 5 future 3
grant 4 network 3

remember 3 announce 5
cause 2 start 3
point 5 order 2
occur 4 defense 5

authority 3 set 3
regard 2 chance 2

go 3 produce 2
allow 4 negotiate 2

describe 2 enjoy 4
prove 3 exist 4
claim 4 replace 3

fix 2 examine 3
end 5 lead 3

receive 3 source 2
complain 3 report 2

need 2 believe 2
condition 2 contribute 3
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Abstract

In this paper we present a semantic role la-
beling system submitted to the task Multi-
level Semantic Annotation of Catalan and
Spanish in the context of SemEval–2007.
The core of the system is a memory–based
classifier that makes use of full syntactic in-
formation. Building on standard features,
we train two classifiers to predict separately
the semantic class of the verb and the seman-
tic roles.

1 Introduction

Semantic role labelling (SRL) has been addressed
in the CoNLL–2004 and CoNLL–2005 Shared
Tasks (Carreras and Màrquez, 2004; Carreras and
Màrquez, 2005) for English. In the task Multilevel
Semantic Annotation of Catalan and Spanish of the
SemEval competition 2007, the target are two differ-
ent languages. The general SRL task consists of two
tasks: prediction of semantic roles (SR) and predic-
tion of the semantic class of the verb (SC).

The data provided in the task (Màrquez et al.,
2007) are sentences annotated with lemma, POS
tags, syntactic information, semantic roles, and the
semantic classes of the verb. A training corpus for
Catalan (ca.3LB) and another for Spanish (sp.3LB)
are provided. Although the setting is similar to
the CoNLL–Shared Task 2005, three relevant differ-
ences are that the corpora are significantly smaller,
that the syntactic information is based on a manu-
ally corrected treebank, which contains also syntac-
tic functions (i.e. direct object, indirect object, etc.),

and that the set of semantic roles is larger, especially
for core arguments.

Our goal is to check whether simple individual
systems could produce competitive results in both
subtasks, and whether they would be robust enough
when applied to two languages and to the held–out
test sets provided.

2 System description

We approach the SRL task as two classification
problems: prediction of SR and prediction of SC.
We hypothesize that the two problems can be solved
in the same way for both languages. We build two
very similar systems that differ only in some of the
features used, as we explain below.

The task is solved in three phases: 1) A pre–
processing phase that is very similar to the sequen-
tialization in (Màrquez et al., 2005). We call it focus
selection. It consists of identifying the potential can-
didates to be assigned a semantic role or a semantic
verb class. 2) The classification. 3) Some limited
postprocessing.

2.1 Focus selection

The system starts by finding the target verb (which
is marked in the corpus as such). Then, it finds
the complete form of the verb (that in the corpus is
tagged as verb group, infinitive, gerund, etc.) and
the clause boundaries in order to look for the siblings
of the verb that are under the same clause. Our as-
sumption is that all siblings of the verb are potential
candidates for semantic roles. The focus selection
process produces two groups of focus tokens: on the
one hand, the verbs and, on the other, the siblings of
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the verbs. These tokens will be the instances in each
training set. Table 1 shows the number of training
and test instances for each subtask.

Training 3LB Test 3LB Test CESS
Ca. Sp. Ca. Sp. Ca. Sp.

SR 23202 24668 1335 1451 1241 1186
SC 8932 9707 510 615 463 465

Table 1: Number of instances per corpus for each task (‘Ca’

stands for Catalan, ‘Sp’ stands for Spanish).

2.2 Classification
In both systems we approach the classification task
in one step, predicting directly the SR and the SC
class. This means that in the SR task we do not
perform a previous classification to select the tokens
that might be assigned a role. We assume that all
verbs belong to a class. As for the SR, we assume
that most siblings of the verb will have a class, ex-
cept for those that have syntactic functions AO, ET,
MOD, NEG, IMPERS, PASS, and VOC. The sib-
lings that do not have a semantic role are assigned
the NONE tag. Because the corpus is small and be-
cause the amount of instances with a NONE class is
proportionally low, we do not consider it necessary
to filter these cases.

Regarding the learning algorithm, we use the
IB1 classifier as implemented in TiMBL (version
5.1) (Daelemans et al., 2004), a supervised induc-
tive algorithm for learning classification tasks based
on the k nearest neighbor (k-nn) algorithm. In IB1,
similarity is defined by a feature–level distance met-
ric between a test instance and a memorized training
instance. The metric combines a per–feature value–
based distance metric with global feature weights
that account for relative differences in importance
of the features.

The TiMBL parameters used in the systems are
the IB1 algorithm, the Jeffrey Divergence as feature
metric, MVDM threshold at level 1, weighting us-
ing GainRatio, k=11, and weighting neighbors as
function of their Inverse Linear Distance (for details
we refer the reader to the TiMBL reference guide
(Daelemans et al., 2004)).

As for the features, we started by using the same
feature set for both classifiers and then, after some
experimentation, we decided to use slightly differ-

ent feature sets for the two sub-tasks. Most of the
features we designed are features that have become
standard for the SRL task (Gildea and Jurafsky,
2002; Xue and Palmer, 2004; Carreras and Màrquez,
2004; Carreras and Màrquez, 2005). In our system,
the features relate to the verb, the verb siblings, what
we take to be the content word of the siblings, the
clause, and the relation verb–arguments. Addition-
ally, we added lexical features extracted from the
verb lexicon provided for the task, and from Word-
Net.

After experimenting with 323 features, we se-
lected 98 for the SR task and 77 for the SC subclass.
In order to select the features, we started with a basic
system, the results of which were used as a baseline.
Every new feature that was added to the basic system
was evaluated in terms of average accuracy in 10-
fold cross-validation experiments; if it improved the
performance on held-out data, it was added to the se-
lection. One problem with this hill-climbing method
is that the selection of features is determined by the
order in which the features have been introduced.
We also performed experiments applying the feature
selection process reported in (Tjong Kim Sang et al.,
2005), a bi-directional hill climbing process. How-
ever, experiments with this advanced method did not
produce a better selection of features.

The features for the SR prediction subtask are the
following:
• Features on the verb (6). They are shared by all
the instances that represent phrases belonging to the
same clause:
VForm; VLemma; VCau: binary feature that indicate if the
verb is in a causative construction with hacer, fer or if the main
verb is causar; VPron, VImp, VPass: binary features that indi-
cate if the verb is pronominal, impersonal, and in passive form
respectively.

• Features on the sibling in focus (12):
SibSynCat: syntactic category; SibSynFunc: syntactic

function; SibPrep: preposition; SibLemW1, SibPOSW1,
SibLemW2, SibPOSW2, SibLemW3, SibPOSW3: lemma
and POS tag of the first, second and third words of the sibling;
SibRelPos: position of the sibling in relation to the verb (PRE
or POST); Sib+1RelPos: position of the sibling next to the cur-
rent phrase in relation to the verb (PRE or POST); SibAbsPos:
absolute position of the sibling in the clause.

• Features that describe the properties of the content
word (CW) of the focus sibling (13): in the case of
prepositional phrases the CW is the head of the first
noun phrase; in cases of coordination, we only take
the first element of the coordination.
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CWord; CWLemma; CWPOS: we take only the first char-
acter of the POS tags provided; CWPOSType: the type of
POS, second character of the POS tags provided; CWGender;
CWne: binary feature that indicates if the CW is a named en-
tity; CWtmp, CWloc: binary features that indicate if the CW
is a temporal or a locative adverb respectively; CW+2POS,
CW+3POS: POS of the second and third words after CW.

CWwnsc1, CWwnsc2, CWwnsc3: additionally, if the CW
is a noun, we extract information from WordNet (Fellbaum,
1998) about the first, second, and third more frequent seman-
tic classes of the CW in WordNet. We cannot decide on a sin-
gle one because the corpus is not disambiguated. The seman-
tic class corresponds to the lexicographer files in WN3.0. For
nouns there are 25 file numbers.

• Features on the clause (24):
CCtot: total number of siblings with function CC (cir-

cumstancial complement); SUJRelPos, CAGRelPos, CDRel-
Pos, CIRelPos, ATRRelPos, CPREDRelPos, CREGRelPos:
relative positions of siblings with functions SUJ, CAG, CD,
CI,ATR, CPRED, and CREG in relation to verb (PRE or
POST); SEsib: binary feature that indicates if the clause con-
tains a verbal se; SIBtot: total number of verb siblings in
the clause; SynFuncSib8, SynCatSib8, PrepSib8,W1Sib8,
W2Sib8, W3Sib8, W4Sib8, SynFuncSib9, SynCatSib9,
PrepSib9, W1Sib9, W2Sib9, W3Sib9, W4Sib9: syntactic
function, syntactic category, preposition, and first to fourth
word of siblings 8 and 9.

• Features extracted from the lexicon of verbal
frames (43) that the task organizers provided. We
access the lexicon to check if it is possible for a verb
to have a certain semantic role. We check it for all
semantic role classes, except for ArgX-Ag, ArgX-
Cau, ArgX-Pat, ArgX-Tem because they proved not
to be informative. The features are binary.

For the SC prediction task the features are similar,
but not exactly the same. Both systems contain some
features about all candidate arguments. We point out
the differences:
• Features that are in the SR system and that are not
in the SC system:

Verb form (VForm), verb lemma (VLemma), absolute po-
sition of the sibling in the clause (SibAbsPos), function of
the sibling (SibSynFunc), preposition of the sibling (SibPrep),
POS tag of the second and third words after CW (CW+2POS,
CW+3POS), information about the WN classes of the CW
(CWwnsc1, CWwnsc2, CWwnsc3), feature about the CW be-
ing a named entity (CWne, SIBtot), syntactic function, syn-
tactic category, preposition and first to fourth word of sib-
lings 8 and 9 (SynFuncSib8, SynCatSib8, PrepSib8,W1Sib8,
W2Sib8, W3Sib8, W4Sib8, SynFuncSib9, SynCatSib9,
PrepSib9, W1Sib9, W2Sib9, W3Sib9, W4Sib9).

• Features that are only in the SC system:
AllCats: vector of the syntactic categories of the siblings in

the order that they appear in the clause; AllFuncs: vector of the
functions of the siblings in the order that they appear; AllFuncs-
Bin vector with eight binary values that represent if a sibling
with that function is present or not; Sib+1Prep, Sib+2Prep:
prepositions of the two siblings after the verb.

2.3 Postprocessing

As for the postprocessing phase, it consists of six
simple rules to correct some basic errors in predict-
ing some types of ArgM arguments. It only applies
to the SR task. The rules are the following ones:
1. If prediction = ArgM–LOC, ArgM–MNR or ArgM–ADV,
and either {SibPrep = ‘durante’ or ‘durant’}, or {SibSynCat =
sn and one of the WN semantic classes = 28}, then prediction =
ArgM-TMP.

2. If prediction = ArgM–LOC, ArgM–MNR or ArgM–ADV,
and CWLemma is a temporal adverb, then prediction = ArgM–
TMP.

3. If prediction = ArgM–TMP and one of the WN classes = 15,
then prediction = ArgM–LOC.

4. If prediction = ArgM–TMP, ArgM-MNR or ArgM-ADV, and
CWLemma = locative adverb, then prediction = ArgM-LOC.

5. If prediction = ArgM-TMP or ArgM-ADV, and CWwnsc1 =
15, and SibPrep = ‘en’ or ‘desde’ or ‘hacia’ or ‘a’ or ‘des de’
or ‘cap a’, then prediction = ArgM–LOC.

6. If prediction = ArgM–ADV and CWLemma = causal con-
junction, then prediction = ArgM–CAU.

We are aware of the fact that these are very simple
rules and that more elaborate postprocessing tech-
niques can be applied, like the ones used in (Tjong
Kim Sang et al., 2005) in order to make sure that the
same role was not predicted more than once in the
same clause.

SR TASK Perf.Props Precision Recall Fβ=1

Test ca.3LB 73.35% 86.59% 85.91% 86.25
Test ca.CESS 60.55% 82.60% 78.03% 80.25
Overall ca 67.24% 84.72% 82.12% 83.40
Test sp.3LB 68.07% 83.05% 82.54% 82.80
Test sp.CESS 73.76% 85.88% 85.80% 85.84
Overall sp 70.52% 84.30% 83.98% 84.14
Overall SR 68.96% 84.50% 83.07% 83.78

SC TASK Perf.Props Precision Recall Fβ=1

Test ca.3LB 90.86% 90.30% 88.72% 89.50
Test ca.CESS 90.41% 90.20% 88.27% 89.22
Overall ca 90.64% 90.25% 88.50% 89.37
Test sp.3LB 84.12% 80.00% 78.44% 79.21
Test sp.CESS 90.54% 89.89% 89.89% 89.89
Overall sp 86.88% 84.30% 83.36% 83.83
Overall SC 88.67% 87.12% 85.81% 86.46

SRL TASK Perf.Props Precision Recall Fβ=1

Overall ca – 86.44% 84.08 % 85.24
Overall sp – 84.30% 83.78 % 84.04
Overall SRL – 85.32% 83.93 % 84.62

Table 2: Overall results in the SR (above), SC (middle),

and general SRL tasks (‘Perf.Props’: perfect propositions; ‘ca’:

Catalan; ‘sp’: Spanish).
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3 Results

The overall official results of the system are shown
in Table 2. The SC system performs better (over-
all F1 = 86.46) than the SR system (overall F1 =
83.78). In global, the systems perform better for
Catalan (overall F1 = 85.24) than for Spanish (over-
all F1 = 84.04), although the SC system performs
better for Catalan (89.37 vs. 86.46), and the SR sys-
tem performs better for Spanish (84.14 vs 83.40).

Striking results are that the SR system gets signif-
icantly better results with the held–out test for Span-
ish, and that both of the complete SRL systems get
significantly better results with the held–out test for
Spanish. This might be due to differences in the pro-
cess of gathering and annotation of the corpus.

SP–CESS F Precision Recall Fβ=1

Overall 85.88% 85.80% 85.84
Arg0–AGT 16.19% 92.83% 92.41% 92.62
Arg0–CAU 1.23% 100% 50% 66.67
Arg1 1.79% 88.46% 82.14% 85.19
Arg1–LOC 0.11% 0.00% 0.00% 0.00
Arg1–PAT 20.09% 93.82% 94.19% 94.00
Arg1–TEM 14.08% 86.54% 91.84% 89.11
Arg2 2.05% 68.00% 77.27% 72.34
Arg2–ATR 9.88% 91.67% 90.41% 91.03
Arg2–BEN 2.40% 96.30% 100.00% 98.11
Arg2–EFI 0.19% 0.00% 0.00% 0.00
Arg2–EXT 0.19% 0.00% 0.00% 0.00
Arg2–LOC 1.13% 0.00% 0.00% 0.00
Arg2–PAT 0.01% 0.00% 0.00% 0.00
Arg3–ATR 0.05% 0.00% 0.00% 0.00
Arg3–BEN 0.16% 100.00% 100.00% 100.00
Arg3–EIN 0.08% 0.00% 0.00% 0.00
Arg3–FIN 0.04% 100.00% 33.33% 50.00
Arg3–ORI 0.29% 0.00% 0.00% 0.00
Arg4–DES 0.60% 83.33% 83.33% 83.33
ArgL 0.71% 16.67% 20.00% 18.18
ArgM–ADV 10.67% 68.12% 68.12% 68.12
ArgM–CAU 1.50% 55.56% 45.45% 50.00
ArgM–FIN 1.30% 64.71% 84.62% 73.33
ArgM–LOC 4.94% 78.21% 77.22% 77.71
ArgM–MNR 2.28% 36.36% 57.14% 44.44
ArgM–TMP 7.19% 88.75% 81.61% 85.03
V – 100.00% 100.00% 100.00

Table 3: Detailed results on the Spanish CESS–ECE test cor-

pus for the SR subtask. F: frequency of the semantic roles in

the training corpus, without counting V.

Table 3 shows detailed results on the Spanish
CESS–ECE corpus for the SR task. Low scores are
generally related to low frequency of the SR in the
training corpus, and high scores are related to high
frequency or to overt marking of the SR.

4 Conclusions

We have presented two memory–based SRL systems
that make use of full syntactic information and ap-
proach the tasks in three steps. Results show that
rather simple individual systems can produce com-
petitive results in both tasks, and that they are ro-
bust enough to be applied to two languages and to
the held–out test sets provided. Improvements of the
systems would consist in improving the focus selec-
tion step, and applying more elaborate techniques
for feature selection and postprocessing.
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Abstract

This paper summarizes our approach to the

Semeval 2007 shared task on “Classifica-

tion of Semantic Relations between Nom-

inals”. Our overall strategy is to develop

machine-learning classifiers making use of

a few easily computable and effective fea-

tures, selected independently for each clas-

sifier in wrapper experiments. We train two

types of classifiers for each of the seven re-

lations: with and without WordNet informa-

tion.

1 Introduction

We interpret the task of determining semantic rela-

tions between nominals as a classification problem

that can be solved, per relation, by machine learning

algorithms. We aim at using straightforward features

that are easy to compute and relevant to preferably

all of the seven relations central to the task.

The starting conditions of the task provide us with

a very small amount of training data, which further

stresses the need for robust, generalizable features,

that generalize beyond surface words. We there-

fore hypothesize that generic information on the lex-

ical semantics of the entities involved in the rela-

tion is crucial. We developed two systems, based

on two sources of semantic information. Since the

entities in the provided data were word-sense dis-

ambiguated, an obvious way to model their lexical

semantics was by utilizing WordNet3.0 (Fellbaum,

1998) (WN). One of the systems followed this route.

We also entered a second system, which did not

rely on WN but instead made use of automatically

generated semantic clusters (Decadt and Daelemans,

2004) to model the semantic classes of the entities.

For both systems we trained seven binary clas-

sifiers; one for each relation. From a pool of eas-

ily computable features, we selected feature subsets

for each classifier in a number of wrapper exper-

iments, i.e. repeated cross-validation experiments

on the training set to test out subset selections sys-

tematically. Along with feature subsets we also

chose the machine-learning method independently

for each classifier.

Section 2 presents the system description, Sec-

tion 3, the results, and Section 4, the conclusions.

2 System Description

The development of the system consists of a prepro-

cessing phase to extract the features, and the classi-

fication phase.

2.1 Preprocessing

Each sentence is preprocessed automatically in the

following steps. First, the sentence is tokenized with

a rule-based tokenizer. Next a part-of-speech tag-

ger and text chunker that use the memory-based tag-

ger MBT (Daelemans et al., 1996) produces part-

of-speech tags and NP chunk labels for each token.

Then a memory-based shallow parser predicts gram-

matical relations between verbs and NP chunks such

as subject, object or modifier (Buchholz, 2002). The

tagger, chunker and parser were all trained on the

WSJ Corpus (Marcus et al., 1993). We also use

a memory-based lemmatizer (Van den Bosch et al.,

1996) trained on Celex (Baayen et al., 1993) to pre-

dict the lemma of each word.
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The features extracted are of three types: seman-

tic, lexical, and morpho-syntactic. The features that

apply to the entities in a relation (e1,e2) are extracted

for term 1 (t1) and term 2 (t2) of the relation, where

t1 is the first term in the relation name, and t2 is the

second term. For example, in the relation CAUSE–

EFFECT, t1 is CAUSE and t2 is EFFECT.

The semantic features are the following:

WN semantic class of t1 and t2. The WN seman-

tic class of each entity in the relation. For the WN-

based system, we determined the semantic class of

the entities on the basis of the lexicographer file

numbers (LFN) in WN3.0. The LFN are encoded in

the synset number provided in the annotation of the

data. For nouns there are 25 file numbers that corre-

spond to suitably abstract semantic classes, namely:

noun.Tops(top concepts for nouns), act, animal, artifact, at-

tribute, body, cognition, communication event, feeling, food,

group, location, motive, object, person, phenomenon, plant,

possession, process, quantity, relation, shape, state, substance,

time.

Is container (is C). Exclusively for the

CONTENT–CONTAINER relation we furthermore

included two binary features that test whether the

two entities in the relation are hyponyms of the

synset container in WN. For the PART–WHOLE

relation we also experimented with binary features

expressing whether the two entities in the relation

have some type of meronym and holonym relation,

but these features did not prove to be predictive.

Cluster class of t1 and t2. A cluster class iden-

tifier for each entity in the relation. This informa-

tion is drawn from automatically generated clusters

of semantically similar nouns (Decadt and Daele-

mans, 2004) generated on the British National Cor-

pus (Clear, 1993). The corpus was first prepro-

cessed by a lemmatizer and the memory-based shal-

low parser, and the found verb–object relations were

used to cluster nouns in groups. We used the top-

5000 lemmatized nouns, that are clustered into 250

groups. This is an example of two of these clusters:

• {can pot basin tray glass container bottle tin pan mug cup
jar bowl bucket plate jug vase kettle}

• {booth restaurant bath kitchen hallway toilet bedroom
hall suite bathroom interior lounge shower compartment
oven lavatory room}

The lexical features are the following:

Lemma of t1 and t2 (lem1, lem2). The lemmas of

the entities involved in the relation. In case an entity

consisted of multiple words (e.g. storage room) we

use the lemma of the head noun (i.e. room).

Main verb (verb). The main verb of the sentence

in which the entities involved in the relation appear,

as predicted by the shallow parser.

The morpho-syntactic features are:

GramRel (gr1, gr2). The grammatical relation

tags of the entities.

Suffixes of t1 and t2 (suf1, suf2). The suffixes of

the entity lemmas. We implemented a rule-based

suffix guesser, which determines whether the nouns

involved in the relation end in a derivational suffix,

such as -ee, -ment etc. Suffixes often provide cues

for semantic properties of the entities. For exam-

ple, the suffix -ee usually indicates animate (and typ-

ically human) referents (e.g. detainee etc.), whereas

(-ment) points at abstract entities (e.g. statement).

While the features were selected independently

for all relations, the seven classifiers in the WN-

based system all make use of the WN semantic class

features; in the system that did not use WN, the

seven classifiers make use of the cluster class fea-

tures instead.

2.2 Classification

We experimented with several machine learning

frameworks and different feature (sub-)sets. For

rapid testing of different learners and feature sets,

and given the size of the training data (140 exam-

ples for each relation), we made use of the Weka ma-

chine learning software1 (Witten and Frank, 1999).

We systematically tested the following algorithms:

NaiveBayes (NB) (Langley et al., 1992), BayesNet

(BN) (Cooper and Herskovits, 1992), J48 (Quinlan,

1993), Jrip (Cohen, 1995), IB1 and IBk (Aha et al.,

1991), LWL (Atkeson et al., 1997), and Decision-

Stumps (DS) (Iba and Langley, 1992), all with de-

fault algorithm settings.

The classifiers for all seven relations were opti-

mized independently in a number of 10-fold cross-

validation (CV) experiments on the provided train-

1http://www.cs.waikato.ac.nz/ml/weka/
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ing sets. The feature sets and learning algorithms

which were found to obtain the highest accuracies

for each relation were then used when applying the

classifiers to the unseen test data.

The classifiers of the cluster-based system (A) all

use the two cluster class features. The other se-

lected features and the chosen algorithms (CL) are

displayed in Table 1. Knowledge of the identity of

the lemmas was found to be beneficial for all clas-

sifiers. With respect to the machine learning frame-

work, Naive Bayes was selected most frequently.

Relation CL lem1 lem2 verb gr1 gr2 suf1 suf2

Cause-Effect DS + + + + + + +
Instr-Agency LWL + + + + +
Product-Producer NB + + + + + + +
Origin-Entity IBk + + + + + +
Theme-Tool NB + + + + +
Part-Whole NB + + + + + +
Content-Container NB + + + + + +

Table 1: The final selected algorithms and features

for each relation by the cluster-based system (A).

The classifiers of the WN-based system (B) all

use at least the WN semantic class features. Ta-

ble 2 shows the other selected features and algorithm

for each relation. None of the classifiers use all the

features. For the part-whole relation no extra fea-

tures besides the WN class are selected. Also the

classifiers for the relations cause-effect and content-

container only use two additional features. The list

of best found algorithms shows that —like with the

cluster-based system— a Bayesian approach is fa-

vorable, as it is selected in four of seven cases.

Relation CL lem1 lem2 verb gr1 gr2 suf1 suf2 is C

Cause-Effect BN + +
Instr-Agency NB + + +
Product-Producer IB1 + + + +
Origin-Entity IBk + + + + +
Theme-Tool NB + + + + + +
Part-Whole J48
Content-Container BN + +

Table 2: The final selected algorithms and features

for each relation by the WN-based system (B). (is C

is the CONTENT-CONTAINER specific feature.)

3 Results

In Table 3 we first present the best results computed

on the training set using 10-fold CV for the cluster-

based system (A) and the WN-based system (B).

These results are generally higher than the official

test set results, shown in Tables 4 and 5, possibly

showing a certain amount of overfitting on the train-

ing sets.

Relation A B

Cause-Effect 56.4 72.9
Instrument-Agency 71.4 75.7
Product-Producer 65.0 67.9
Origin-Entity 70.7 78.6
Theme-Tool 75.7 79.3
Part-Whole 65.7 73.6
Content-Container 70.0 75.4

Avg 67.9 74.8

Table 3: Average accuracy on the training set com-

puted in 10-fold CV experiments of the cluster-

based system (A) and the WN-based system (B).

The official scores on the test set are computed

by the task organizers: accuracy, precision, recall

and F1 score. Table 4 presents the results of the

cluster-based system. Table 5 presents the results

of the WN-based system. (The column Total shows

the number of instances in the test set.) Markable is

the high accuracy for the PART-WHOLE relation as

the classifier was only trained on two features cod-

ing the WN classes.

A4 Pre Rec F Acc Total

Cause–Effect 53.3 97.6 69.0 55.0 80
Instrument–Agency 56.1 60.5 58.2 57.7 78
Product–Producer 69.1 75.8 72.3 61.3 93
Origin–Entity 60.7 47.2 53.1 63.0 81
Theme–Tool 64.5 69.0 66.7 71.8 71
Part–Whole 48.4 57.7 52.6 62.5 72
Content–Container 71.4 78.9 75.0 73.0 74

Avg 60.5 69.5 63.8 63.5 78.4

Table 4: Test scores for the seven relations of the

cluster-based system trained on 140 examples (A4).

The system using all training data with WordNet

features, B4 (Table 5), performs better in terms of F-

score on six out of the seven subtasks as compared

to the system that does not use the WordNet features

but the semantic cluster information instead, A4 (Ta-

ble 4). This is largely due to a lower precision of the

A4 system. The WordNet features appear to be di-

rectly responsible for a relatively higher precision.

In contrast, the semantic cluster features of sys-

tem A sometimes boost recall. A4’s recall on the
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B4 Pre Rec F Acc Total

Cause–Effect 69.0 70.7 69.9 68.8 80
Instrument–Agency 69.8 78.9 74.1 73.1 78
Product–Producer 79.7 75.8 77.7 71.0 93
Origin–Entity 71.0 61.1 65.7 71.6 81
Theme–Tool 69.0 69.0 69.0 74.6 71
Part–Whole 73.1 73.1 73.1 80.6 72
Content–Container 78.1 65.8 71.4 73.0 74

Avg 72.8 70.6 71.5 73.2 78.4

Table 5: Test scores for the seven relations of the

WN-based system trained on 140 examples (B4).

CAUSE–EFFECT relation is 97.6% (the classifier pre-

dicts the class ’true’ for 75 of the 80 examples),

and on CONTENT–CONTAINER the system attains

78.9%, markedly better than B4.

4 Conclusion

We have shown that a machine learning approach us-

ing shallow and easily computable features performs

quite well on this task. The system using Word-

Net features based on the provided disambiguated

word senses outperforms the cluster-based system.

It would be interesting to compare both systems to a

more realistic WN-based system that uses predicted

word senses by a Word Sense Disambiguation sys-

tem.

However we end by noting that the amount of

training and test data in this shared task should be

considered too small to base any reliable conclu-

sions on. In a realistic scenario (e.g. when high-

precision relation classification would be needed as

a component of a question-answering system), more

training material would have been gathered, and the

examples would not have been seeded by a limited

number of queries – especially the negative exam-

ples are very artificial now due to their similarity to

the positive cases, and the fact that they are down-

sampled very unrealistically. Rather, the focus of the

task should be on detecting positive instances of the

relations in vast amounts of text (i.e. vast amounts of

implicit negative examples). Positive training exam-

ples should be as randomly sampled from raw text

as possible. The seven relations are common enough

to warrant a focused effort to annotate a reasonable

amount of randomly selected text, gathering several

hundreds of positive cases of each relation.
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Abstract 

We are going to present a technique of 

preposition disambiguation based on 

sense discriminative patterns, which are 

acquired using a variant of Angluin’s al-

gorithm. They represent the essential in-

formation extracted from a particular 

type of local contexts we call Chain 

Clarifying Relationship contexts. The 

data set and the results we present are 

from the Semeval task, WSD of Preposi-

tion (Litkowski 2007). 

1 Introduction 

Word Sense Disambiguation (WSD) is a prob-

lem of finding the relevant clues in a surround-

ing context. Context is used with a wide scope in 

the NLP literature. However, there is a dichot-

omy among two types of contexts, local and 

topical contexts (Leacock et. all 1993), that is 

general enough to encompass the whole notion 

and at the same to represent a relevant distinc-

tion. 

The local context is formed by information on 

word order, distance and syntactic structure and 

it is not restricted to open-class words. A topical 

context is formed by the list of those words that 

are likely to co-occur with a particular sense of a 

word. Generally, the WSD methods have a 

marked predilection for topical context, with the 

consequence that structural clues are rarely, if 

ever, taken into account. However, it has been 

suggested (Stetina&Nagao 1997, Dekang 1997) 

that structural words, especially prepositions and 

particles, play an important role in computing 

the lexical preferences considered to be the most 

important clues for disambiguation. 

Closed class words, prepositions in particular, 

are ambiguous (Litkowski&Hargraves2006). 

Their disambiguation is essential for the correct 

processing of the meaning of a whole phrase. A 

wrong PP-attachment may render the sense of 

the whole sentence unintelligible. Consider for 

example: 

 

(1) Joe heard the gossip about you and me. 

(2) Bob rowed about his old car and his 

mother. 

 

A probabilistic context free grammar most 

likely will parse both (1) and (2) wrongly
1
. It 

would attach “about” to “to hear” in (1) and 

would consider the “his old car and his mother” 

the object of “about” in (2).  

The information needed for disambiguation of 

open class words is spread at all linguistics lev-

els, from lexicon to pragmatics, and can be lo-

cated within all discourse levels, from immedi-

ate collocation to paragraphs (Stevenson&Wilks 

1999). Intuitively, prepositions have a different 

behavior. Most likely, their senses are deter-

mined within the government category of their 

                                                 
1
 Indeed, Charniak’s parser, considered to be among 

the most accurate ones for English, parses wrongly 

both of them. 
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heads. We expect the local context to play the 

most important role in the disambiguation of 

prepositions. 

We are going to present a technique of prepo-

sition disambiguation based on sense discrimina-

tive patterns, which are acquired using a variant 

of Angluin’s algorithm. These patterns represent 

the essential information extracted from a par-

ticular type of local contexts we call Chain 

Clarifying Relationship contexts. The data set 

and the results we present are from the Semeval 

task, WSD of Preposition (Litkowski 2007). 

In Section 2 we introduce the Chain Clarify-

ing Relationships, which represent particular 

types of local contexts. In Section 3 we present 

the main ideas of the Angluin algorithm. We 

show in Section 4 how it can be adapted to ac-

commodate the preposition disambiguation task. 

Section 5 is dedicated to further research. 

2 Chain Clarifying Relationships 

We think of ambiguity of natural language as a 

net - like relationship. Under certain circum-

stances, a string of words represents a unique 

collection of senses. If a different sense for one 

of these words is chosen, the result is an un-

grammatical sentence. Consider (3) below: 

 

(3) Most people do not live in a state of 

high intellectual awareness about their 

every action. 

 

Suppose one chooses the sense of “to live” to 

be “to populate”. Then, its complement, “state”, 

should be synonym with location. The analysis 

crashes when “awareness” is considered. There 

are two things we notice here: (a) the relation-

ship between “live” and “state” – the only two 

acceptable sense combination out of four are 

(populate, location) and (experience, entity) – 

and (b) the chain like relationship between 

“awareness”, “state”, “live” where the sense of 

any of them determines the sense of all the oth-

ers in a cascade effect, or results in ungrammati-

cality. A third thing, not directly observable in 

(3) is that the syntactic configuration is crucial in 

order for (a) and (b) to arise. Example (4) shows 

that in a different syntactic configuration the 

above sense relationship simply disappears: 

 

(4) The awareness of people about the state insti-

tutions is arguably the first condition to live 

in a democratic state. 

 

We call the relationship between “live”, 

“state”, “awareness” a Chain Clarifying Rela-

tionship (CCR). In that specific syntactic con-

figuration their senses are interdependent and 

independent of the rest of the sentence. To each 

CCR corresponds a sense discriminative pattern. 

Our goal is to learn which local contexts are 

CCRs. Each CCR is a pattern of words on a syn-

tactic configuration. Each slot can be filled only 

by words defined by certain lexical features. To 

learn a CCR means to discover the syntactic 

configuration and the respective features. For 

example consider (5) and (6) with their CCRs in 

(CCR5) and (CCR6) respectively:  

 

(5) Some people lived in the same state of 

disappointment/ optimism/ happiness. 

 (CCR5) (vb=live_sense_2, prep1=in_1, 

prep1_obj=state_sense_1,prep2=of_sense_1

a,prep2_obj=[State_of_Spirit])  

 (6) Some people lived in the same state of 

Africa/ Latin America/ Asia. 

(CCR6) (vb=live_sense_1, prep1=in_1, 

prep1_obj=state_sense_1,prep2=of_1b,prep

2_obj = [Location]) 

 

The lexical features of the open class words in 

a specific syntactic configuration trigger the 

senses of each word, if the context is a CCR. In 

(CCR5) any word that has the same lexical trait 

as the one required by prep2_obj slot will deter-

mine a unique sense for all the other words, in-

cluding the preposition. The same holds for 

(CCR6). The difference between (CCR5) and 

(CCR6) is part of the linguistic knowledge 

(which can be clearly shown: “how” (5) vs. 

“where” (6)). 

The CCR approach proposes a deterministic 

approach to WSD. There are two features of 

CCRs which are interesting from a strictly prac-

tical point of view. Firstly, CCR proposal is a 

way to determine the size of the window where 

the disambiguation clues are searched for (many 

WSD algorithms arbitrarily set it apriori). Sec-

ondly, within a CCR, by construction, the sense 

of one word determines the senses of all the oth-

ers. 
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3 Angluin Learning Algorithm  

Our working hypothesis is that we can learn the 

CCRs contexts by inferring differences via a 

regular language learning algorithm. What we 

want to learn is which features fulfil each syn-

tactic slot. First we introduce the original An-

gluin’s algorithm and then we mention a variant 

of it admitting unspecified values.  

Angluin proved that a regular set can be 

learned in polynomial time by assuming the ex-

istence of an oracle which can gives “yes/no” 

answers and counterexamples to two types of 

queries: membership queries and conjecture que-

ries (queries about the form of the regular lan-

guage) (Angluin 1998). 

The algorithm employs an observation table 

built on prefix /suffix closed classes. To each 

word a {1, 0} value is associated, “1” meaning 

that the word belongs to the target regular lan-

guage. Initially the table is empty and is filled 

incrementally. The table is closed if all prefixes 

of the already seen examples are in the table and 

is consistent if two rows dominated by the same 

prefix have the same value, “0” or “1”. 

If the table is not consistent or closed then a 

set of membership queries is made. If the table is 

consistent and closed then a conjecture query is 

made. If the oracle responds “no”, it has to pro-

vide a counterexample and the previous steps are 

cycled till “yes” is obtained. 

The role of the oracle for conjecture questions 

can be substituted by a stochastic process. If 

strict equality is not requested, then a probably 

approximately correct identification of language 

can be obtained (PAC identification), which 

guarantees that the two languages (the identified 

one, Li, and the target one, Lt) are equal up to a 

certain extent. The approximation is constrained 

by two parameters ε – accuracy and δ – confi-

dence, and the constraint is P(d(Li, Lt) ≤ ε) ≥ δ), 

where the distance between two languages is the 

probability to see a word in just one of them. 

The algorithm can be further generalized to 

work with unspecified values. The examples 

may have three values (“yes”, “no”, “?”), as in 

many domains one has to deal with partial 

knowledge The main result is that a variant of 

the above algorithm successfully halts if the 

number of counterexamples provided by the ora-

cle have O(log n) missing attributes, where n is 

the number of attributes (Goldmann et all 2003). 

4 Preposition Disambiguation Task 

The CCR extraction algorithm is supervised. 

Consider that you have a sense annotated cor-

pora. Extract the dependency paths and filter out 

the ones which are not sense discriminative. Try 

to generalize each slot and retain the minimal 

ones. What is left are CCRs. 

Unfortunately, for the preposition disam-

biguation task the training set is sense annotated 

only for prepositions. We have undertaken a dif-

ferent strategy. The training corpus can be used 

as an oracle. The main idea is to start with a set 

of few examples for each sense from the training 

set which are considered to be the most repre-

sentative ones. We try to generalize each of 

them independently and to tackle down the bor-

der cases (the cases that may correspond to two 

different senses) which are considered unspeci-

fied examples. The process stops when the ora-

cle does not bring any new information (the 

training cases have been learned). Below we 

explain this process step by step. 

Step 1. Get the seed examples. For each 

preposition and sense get the seed examples. 

This operation is performed by a human expert. 

It may be the case that the glosses or the diction-

ary definition are a good starting point (with the 

advantage that the intervention of a human is no 

more required). However, we preferred do to it 

manually for better precision. 

Besides the most frequent sense, we have con-

sidered, in average, another two senses. There is 

a practical reason for this limitation: the number 

of examples for the rest of the senses is insuffi-

cient. In total we have considered 149 senses out 

of the 241 senses present in the training set. For 

each an average of three examples has been cho-

sen. 

Step 2. Get the CCRs. For each example we 

read the lex units associated with its frame from 

FrameNet. Our goal is to identify the relevant 

syntactic and lexical features associated with 

each slot. We have undertaken two simplifying 

assumptions. Firstly, only the government cate-

gory of the head of the PP is considered (which 

can be a verb, a noun or an adjective). Secondly, 
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the lexical features are identified with synsets 

from WordNet.  

We have used the Charniak’s parser to extract 

the structure of the PP-phrases and further we 

have used Collin’s algorithm to implement a 

head recogniser. 

A head can have many synsets. In order to 

understand which sense the word has in the re-

spective construction we look for the synset 

common to the elements extracted from lex. If 

the proposed synset uniquely identifies just one 

sense then it is considered a CCR. If not, we are 

looking for the next synset. This step corre-

sponds to membership queries in Angluin’s al-

gorithm. 

Step 3. Generalize the CCRs. At the end of 

step 2 we have a set of CCRs for each sense. We 

obtained 395 initial CCRs. We tried to extend 

the coverage by taking into account the hypero-

nyms of each synsets. Only approximately 10% 

of these new patterns have received an answer 

from the oracle. Consequently, for our ap-

proach ,a part of the training corpus has not been 

used. It serves only 15 examples in average to 

get a correct CCR. All the instances of the same 

CCR do not bring any new information to our 

approach. 

Posteriori, we have noticed that the initial pat-

terns have an almost 50% (48.57%) coverage in 

the test data. The generalized patterns obtained 

after the third step have 82% test corpus cover-

age. For the rest 18%, which are totally un-

known cases, we have chosen the most frequent 

sense. 

In table 1 we present the performances of our 

system. It achieves 0.65 (FF-score), which com-

pares favourably against baseline – the most fre-

quent -of 0.53. On the first column of Table 1 

we write the FF score interval - more than 0.75, 

between 0.75 and 0.5, and less than 0.5 respec-

tively, - on the second column we present the 

number of cases within that interval the system 

solved and on the third column we include the 

corresponding number for baseline. 

Table 1 

 

Interval System Baseline 

1.00 - 0.75 18 8 

0.75 - 0.50 15 6 

0.00 – 0.50 2 20 

5 Conclusion and Further Research 

Our system did not perform very well (third po-

sition out of three). Analyzing the errors, we 

have noticed that our system systematically con-

found two senses in some cases (for example 

“by” 5(2) vs. 15(3), for “on” 4(1c) vs. 1(1) etc.). 

We would like to see whether these errors are 

due to a misclassification in training. 
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Abstract 

In this paper we describe a person clus-

tering system for web pages and report 

the results we have obtained on the test 

set of the Semeval 2007 Web Person 

Search task. Deciding which particular 

person a name refers to within a text 

document depends mainly on the capac-

ity to extract the relevant information 

out of texts when it is present. We con-

sider “relevant” here to stand primarily 

for two properties: (1) uniqueness and 

(2) appropriateness. In order to address 

both (1) and (2) our method gives pri-

mary importance to Name Entities 

(NEs), defined according to the ACE 

specifications. The common nouns not 

referring to entities are considered fur-

ther as coreference clues only if they are 

found within already coreferred docu-

ments. 

1 Introduction 

Names are ambiguous items (Artiles, Gonzalo 

and  Sekine 2007). As reported on an experiment 

carried out on an Italian news corpus (Magnini 

et all 2006) within a 4 consecutive days from a 

local newspaper the perplexity is 56% and 14% 

for first and last name respectively. Deciding 

which particular person a name refers to within a 

text document depends mainly on the capacity to 

extract the relevant information out of texts 

when it is present
1
. We consider “relevant” here 

to stand primarily for two properties: (1) 

uniqueness and (2) appropriateness. A feature is 

unique as long as it appears only with one per-

son. Consider a cluster of web pages that charac-

terizes only one person. Many of the N-grams in 

this cluster are unique compared to other cluster. 

Yet the uniqueness may come simply from the 

sparseness. Appropriateness is the property of an 

N-gram to characterize that person. 

Uniqueness may be assured by ontological 

properties (for example, “There is a unique 

president of a republic at a definite moment of 

time”, “Alberta University is in Canada). How-

ever, the range of ontological information we are 

able to handle is quite restricted and we are not 

able to realize the coreference solely relying on 

them. Uniqueness may be assured by estimating 

a very unlike probability of the occurrence of 

certain N-grams for different persons (as, for 

example, “Dekang Lin professor Alberta Canada 

Google”).  

Appropriateness is a difficult issue because of 

two reasons: (a) it is a dynamic feature (b) it is 

hard to be localized and extracted from text. The 

greatest help comes from the name of the page, 

when it happens to be a suggestive name such as 

“homepage”, “CV”, “resume” or “about”. Gene-

                                                 
1
 It is very difficult to evaluate whether the informa-

tion allowing the coreference of two instances of a 

(same) name is present in a web page or news. A 

crude estimation on our news corpus for the names 

occurring between 6-20 times, which represent 8% of 

the names inventory for the whole collection, is that 

in much more than 50% of the news, the relevant 

information is not present. 
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alogy pages are very useful, to the extent that the 

information could be accurately extracted and 

that the same information occurs in some other 

pages as well. However, in general, for plain 

web pages, we rely on paragraphs in which a 

single person is mentioned and consequently, the 

search space for similarity is also within this 

type of paragraphs. 

Our proposal is to rely on special N-grams for 

coreference and it is a variant of agglomerative 

clustering based on social net-

works(Bagga&Baldwin 1998, Malin 2005) . The 

terms the N-grams contain are crucial. Suppose 

we have the same name shared by two different 

persons who happen to also have the same pro-

fession, let’s say, “lawyer”, and who also prac-

tice in the same state. While all three words – 

(name, profession, state) - might be rare words 

for the whole corpus, their probability computed 

as chance to be seen in the same document is 

low, their three-gram fails to cluster correctly the 

documents referring to the two persons
2
. Know-

ing that the “lawyer” is a profession that has dif-

ferent specializations, which are likely to be 

found as determiners, we may address this prob-

lem more accurately considering the same three-

gram by changing “lawyer” with a word more 

specific denoting her specialization. 

The present method for clustering people web 

pages containing names according addresses 

both uniqueness and appropiateness. We rely on 

a procedure that firstly identifies the surest cases 

of coreference and then recursively discover new 

cases. It is not necessarily the case that the latest 

found coreferences are more doubtful, but rather 

that the evidence required for their coreference 

is harder to achieve. 

The cluster metrics gives a primary impor-

tance to words denoting entities which are de-

fined according to ACE definitions: PER, LOC, 

ORG, GPE.  

In Section 2 we present in detail the architec-

ture of our system and in Section 3 we present 

its behavior and the results we obtained on the 

test set of Semeval 2007 Web Person Search 

task. In section 4 we present our conclusions and 

future directions for improvement. 

                                                 
2
 The traditional idf methods used in document clus-

tering must be further refined in order to be effective 

in person coreference. 

2 System Architecture 

First, the text is split into paragraphs, based 

mainly on the html structure of the page. We 

have a Perl script which decides weather the 

name of interest is present within a paragraph. If 

the test is positive the paragraph is marked as a 

person-paragraph, and our initial assumption is 

that each person-paragraph refers to a different 

person.  

The second step is considered the first proce-

dure of the feature extraction module. To each 

paragraph person we associate a set of NEs, rare 

words and temporal expressions, each of them 

counting as independent items. For all of these 

items which are inside of the same dependency 

path we also consider the N-grams made out of 

the respective items preserving the order. For 

each person-paragraph we compute the list of 

above items and consider them as features for 

clustering. This set is called the association set. 

The first step in making the coreference is the 

most important one and consists in two opera-

tions: (1) the most similar pages are clustered 

together and (2) for each cluster, we make a list 

of the pages which most likely do not refer to the 

same person. Starting with this initial estimation, 

the next steps are repeated till no new corefer-

ence is made.  

For each cluster of pages, a new set of items 

is computed starting from the association sets. 

Only the ones which are specific to the respec-

tive cluster - comparing against all other clusters 

and against the list of pages not related (see (2) 

above) – are kept in the new association set. 

These are the features we use further for cluster-

ing. The clustering score of two person-

paragraphs is given by summing up the individ-

ual score of common features in their association 

sets. The score of a feature is determined based 

on its type - (NE, distinctive words, temporal 

expressions) - , its length in terms of words 

compounding it, and the number of its occur-

rences inside the cluster and inside the whole 

corpus, considering only the web pages relative 

to that name and the absolute frequency of the 

words. The feature score is finally weighed with 

a factor which expresses the distance between 

the name and the respective feature. An empiri-

cal threshold has been chosen. 
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Each of the above paragraphs representing a 

module in our system is explained in one of the 

next subsections respectively. 

2.1 Preprocessing 

Web pages contain a lot of information outside 

the raw text. We wrote Perl scripts for identify-

ing the e-mail addresses, phone and fax numbers 

and extract them if they were in the same para-

graph with the name of interest. It seems that a 

lot can be gained considering the web addresses, 

the type of page, the links outside the pages and 

so on. However, we have not exploited up to 

now these extra clues for coreference. The whole 

corpus associated with a name is searched only 

once. If the respective items are found in two 

different pages, these two pages are clustered.  

In web pages, the visual structure plays an 

important role, and many times the graphics de-

sign substitutes for linguistics features. Using a 

normal html parser, such as lynx, the text may 

lack its usual grammatical structure which may 

drastically decrease the performances of sen-

tence splitters, Name Entity Recognizers and 

parsers. To alleviate this problem, the text is first 

tagged with PoS. If a paragraph, ‘\n’, does not 

have a main verb, then it is treated separately. If 

the text contains only nouns and determiners and 

if the paragraph is within a paragraph containing 

the name of interest, the phrase “You are talking 

about” is added in front of it to make it a normal 

sentence. 

The text is split into person-paragraphs, and 

each person-paragraph is split into sentences, 

lemmatized, the NEs are recognized
3
 and the 

text is parsed using MiniPar (Dekang Lin 1998). 

We are interested only in dependency paths that 

are rooted in NEs – the NP which are included in 

bigger XP, or sister of NPs, or contain time ex-

pressions. 

The person-paragraphs are checked for the in-

terest names. We write rules for recognizing the 

valid names. If a page does not have a valid 

name of interest, it is discarded. A page is also 

discarded when a valid name of interest has its 

entity type “ORG”. 

                                                 
3
 We thank to the Textec group at IRST for making it 

possible for everyone to pre process the text very 

easily with state of the art performances. 

2.2 Feature Extraction 

The association set contains a set of features. 

The features are NEs or part of NEs, because the 

closed class words, the very frequent words – 

computed on the set of all web pages for all per-

sons – are deleted from the NEs
4
. When we refer 

to the length of a feature we mean the number of 

words it is made of, after deletion. 

We consider words (phrases) which are not 

NEs as features but only if they are frequent in 

already coreferred person-paragraphs. That is, 

initially the coreference is determined solely on 

NEs. If there is enough evidence, i.e. when a 

word is frequent within the cluster and not pre-

sent within other clusters, then the respective 

word (phrase) is taken into account for corefer-

ence. 

Time expressions are relevant indicators for 

coreference if they are appropriately linked to a 

person. We consider them always, just like a 

NE, but when they appear in particular depend-

ency trees they have a special value. If they are 

dominated by a name of interest and/or by the 

lemma “birth”, “born” we consider them as a 

sure factor for coreference.  

For all composed features we also consider 

the order preserved combinations of their parts 

obtaining new features. 

The association sets increase their cardinality 

by coreference. At each step, the new added fea-

tures are checked against the ones from the other 

clusters. The common features are kept in sepa-

rate sets. The coreference is not decided on their 

basis, but these features are used to identify the 

paragraph persons that do not refer to a particu-

lar person, and therefore should not be included 

in the same cluster. We do not explicitly weigh 

differently the features (apart of the cases men-

tioned above) but they are actually weighed dif-

ferently implicitly. The words within a com-

posed feature are repeated, a feature of length n 

produces n(n-1) new features, n> 2. Besides, as 

we will see in the next section, the similarity 

score uses the length of a feature. 

                                                 
4
 Sometimes, correctly or not,  the SVM base NER 

we use includes, especially inside of LOC and GPE 

name entities, common words. In order to remain as 

precise as possible, we choose not to consider these 

words when we compute the similarity score. 
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2.3 Similarity Measure 

Our similarity score for two person-paragraphs 

is the sum of the individual scores of the com-

mon features which are weighed according to 

the maximum of distances between the name of 

interest and the feature. 

There are three parameters on which we rely 

for computing similarity: the length, the number 

of occurrences, and the absolute frequency of a 

feature. The score considers the cube of the fea-

ture length (which means that the one word fea-

tures do not score). We compute the ratio be-

tween the number of occurrences within the 

cluster and the number of occurrences in the web 

pages relative to that name. The third parameter 

is the absolute frequency of the words. As usu-

ally, if the word is a rare word it counts as more 

evidence for coreference. We regard these pa-

rameters as independent, in spite of their relative 

dependency, and we simply multiply them. 

We define the distance between a feature and 

a name as a discrete measure. If the name and 

the feature are sisters of the same head then their 

distance is minimum, therefore their importance 

for similarity is the highest. The second lower 

distance value is given within the same sentence 

and the distance increases with the number of 

sentences. If there are no other names mentioned 

in the paragraph, the distance is divided by half. 

We have established an empirical threshold 

which initially is very high, as the features are 

not checked among the clusters in the first run. 

After the first run, it is relaxed and the common 

and individual sets are computed as we have 

described in the previous section. 

3 Evaluation 

The system performance on the test set of Seme-

val 2007 Web Person Search task is Fα=0.5 = 

0.75, harmonic means of purity, and F=0.2 = 0.80 

- the inverse purity mean. The data set has been 

divided in three sets: SET1 ACL people, SET2 

Wikipedia people, and SET3 census people. The 

results are presented in table 1. The fact that the 

system is less accurate on SET2 may be due to 

the fact that larger person paragraph are consid-

ered and therefore more inappropriate similarity 

are declared. 

 

 

Test 

Set 

Purity Inverse 

Purity 

Fα=0.5 

SET1 0,75 0,80 0,77 

SET2 0,83 0,71 0,77 

SET3 0,81 0,75 0,78 

4 Conclusion and Further Research 

Our method is greedy and it depends a lot on the 

accuracy of coreference as the system propa-

gates the errors from step to step. 

One of the big problems of our system is the 

preprocessing step and further improvement is 

required. That is because we rely on the per-

formances of NER and parsers. We also hope 

that by the inclusion of extra textual information 

the html carries, we will have better results. 

A second direction for us is to exactly under-

stand the role of ontological information. For the 

moment, we recognized some of the words de-

noting professions and we tried to guess their 

determinators. We think that having hierarchical 

relationships among LOC, GPE and also for 

ORG may make a difference in results especially 

for massive corpora. 
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Abstract

This paper presents an approach to person
name disambiguation using K-means clus-
tering on rich-feature-enhanced document
vectors, augmented with additional web-
extracted snippets surrounding the polyse-
mous names to facilitate term bridging. This
yields a significant F-measure improvement
on the shared task training data set. The pa-
per also illustrates the significant divergence
between the properties of the training and
test data in this shared task, substantially
skewing results. Our system optimized on
F0.2 rather thanF0.5 would have achieved
top performance in the shared task.

1 Introduction

Being able to automatically distinguish between
John Doe, the musician, and John Doe, the actor, on
the Web is a task of significant importance with ap-
plications in IR and other information management
tasks. Mann and Yarowsky (2004) used bigograph-
ical data annotated with named entitities and per-
form fusion of extracted information across multiple
documents. Bekkerman and McCallum (2005) stud-
ied the problem in a social network setting exploit-
ing link topology to disambiguate namesakes. Al-
Kamha and Embley (2004) used a combination of
attributes (like zipcodes, state, etc.), links, and page
similarity to derive the name clusters while Wan et.
al. (2005) used lexical features and named entities.

2 Approaches

Our framework focuses on the K-means clustering
model using both bag of words as features and vari-
ous augumented feature sets. We experimented with
several similarity functions and chose Pearson’s cor-
relation coefficient1 as the distance measure for clus-
tering. The weights for the features were set to the
term frequency of their respective words in the doc-
ument.2

2.1 Submitted system: Clustering using Web
Snippets

We queried the Google search engine with the
target person names and extracted up to the top
one thousand results. For each result we also
extracted the snippet associated with it. An example
is shown below in Figure 2.1. As can be seen the

Figure 1: Google snippet for “Dekang Lin”

snippets contain high quality, low noise features that
could be used to improve the performance of the
system. Each snippet was treated as a document and

1This performs better than the standard measures like Eu-
clidean and Cosine with K-means clustering on this data.

2We found that using TF weights instead of TF-IDF weights
gives a better performance on this task.
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clustered along with the supplied documents. This
process is illustrated in Figure 2. The following
example illustrates how these web snippets can
improve performance by lexical transitivity. In
this hypothetical example, a short test document
contains a Canadian postal code (T6G 2H1) not
found in any of the training documents. However,
there may exist an additional web page not in the
training or test data which contains both this term
and also overlap with other terms in the training data
(e.g. 492-9920), serving as an effective transitive
bridge between the two.

Training Document 1 492-9920, not(T6G 2H1)
Web Snippet 2 both 492-9920, T6G 2H1
Test Document 3 T6G 2H1, not(492-9920)
ThusK-means clustering is likely to cluster the

three documents above together while without this
transitive bridge the association between training
and test documents is much less strong. The final
clustering of the test data is simply a projection with
the training documents and web snippets removed.

Projection of test documents

Initial clusters of web snippets + test documents

Web snippet document
Test document

Figure 2: Clustering using Web Snippets

2.2 Baselines

In this section we describe several trivial baselines:

1. Singletons: A clustering where each cluster
has only one document hence number of clus-
ters is same as the number of documents.

2. One Cluster: A clustering with only one clus-
ter containing all documents.

3. Random: A clustering scheme which parti-
tions the documents uniformly at random into

K clusters, where the value ofK were the op-
timal K on the training and test data.

These results are summarized in Table 1. Note that
all average F-scores mentioned in this table and the
rest of the paper are microaverages obtained by av-
eraging the purity and invese purity over all names
and then calculating the F-score.

Train Test
Baseline F0.2 F0.5 F0.2 F0.5

Singletons .676 .511 .843 .730
One Cluster .688 .638 .378 .327

Random .556 .493 .801 .668

Table 1: Baseline performance

2.3 K-means on Bag of Words model

The standard unaugumented Bag of Words model
achievesF0.5 of 0.666 on training data, as shown
in Table 2.

2.4 Part of speech tag features

We then consider only terms that are nouns (NN,
NNP) and adjectives (JJ) with the intuition that
most of the content bearing words and descriptive
words that disambiguate a person would fall in these
classes. The result then improves to 0.67 on the
training data.

2.5 Rich features

Another variant of this system, that we call Rich-
Feats, gives preferential weighting to terms that are
immediately around all variants of the person name
in question, place names, occupation names, and
titles. For marking up place names, occupation
names, and titles we used gazetteer3 lookup with-
out explicit named entity disambiguation. The key-
words that appeared in the HTML tag<META ..>
were also given higher weights. This resulted in an
F0.5 of 0.664.

2.6 Snippets from the Web

The addition of web snippets as described in Sec-
tion 2.1 yeilds a significantF0.5 improvement to
0.72.

3Totalling 19646 terms, gathered from publicly available re-
sources on the web. Further details are available on request.
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2.7 Snippets and Rich features

This is a combination of the models mentioned in
Sections 2.5 and 2.6. This model combination re-
sulted in a slight degradation of performance over
snippets by themselves on the training data but a
slight improvement on test data.

Model K F0.2 F0.5

Vanilla BOW 10% 0.702 0.666
BOW + PoS 10% 0.706 0.670
BOW + RichFeats 10% 0.700 0.664
Snippets 10 0.721 0.718
Snippets + RichFeats 10 0.714 0.712

Table 2: Performance on Training Data

3 Selection of Parameters

The main parameter forK-means clustering is
choosing the number of clusters,K. We optimized
K over the training data varyingK from 10%,
20%,· · ·,100% of the number of documents as well
as varying absoluteK values from 10, 20,· · · to 100
documents.4 The evaluation score of F-measure can
be highly sensitive to this parameterK, as shown
in Table 3. The value ofK that gives the best F-
measure on training set using vanilla bag of words
(BOW) model isK = 10%, however we see in Ta-
ble 3 that this value ofK actually performs much
worse on the test data as compared to otherK val-
ues.

4 Training/Test discrepancy and
re-evaluation using cross validation on
test data

Table 4 compares cluster statistics between the train-
ing and test data. This data was derived from Artiles
et. al (2007). The large difference between aver-
age number of clusters in training and test sets in-
dicates that the parameterK, optimized on training
set cannot be transferred to test set as these two sets
belong to a very different distribution. This can be
emprically seen in Table 3 where applying the best
K on training results in a significant performance

4We discard the training and test documents that have no text
content, thus the absolute valueK = 10 and percentage valueK
= 10% can result in differentK ’s, even if name had originally
100 documents to begin with.

drop on test set given this divergence when param-
eters are optimized forF0.5 (although performance
does transfer well when parameters are optimized on
F0.2). This was observed in our primary evaluation
system which was optimized forF0.5 and resulted in
a low official score ofF0.5 = .53 andF0.2 = .65.

Train Test
K F0.2 F0.5 F0.2 F0.5

10% .702 .666 .527 .600
20% .716 .644 .617 .630
30% .724 .631 .683 .676
40% .724 .618 .728 .705
50% .732 .614 .762 .724
60% .731 .601 .798 .747
70% .730 .593 .832 .766
80% .732 .586 .855 .773
90% .714 .558 .861 .764

100% .670 .502 .843 .730

Table 3: Selecting the optimal parameter on training
data and application to test data

Thus an interesting question is to measure per-
formance when parameters are chosen on data shar-
ing the distributional character of the test data rather
than the highly divergent training set. To do this, we
used a standard 2-fold cross validation to estimate
clustering parameters from a held-out, alternate-half
portion of the test data5, which more fairly repre-
sents the character of the other half of the test data
than does the very different training data. We di-
vide the test set into two equal halves (taking first
fifteen names alphabetically in one set and the rest
in another). We optimizeK on the first half, test
on the other half and vice versa. We report the two
K-values and their corresponding F-measures in Ta-
ble 5 and we also report the average in order to com-
pare it with the results on the test set obtained using
K optimized on training. Further, we also report
what would be oracle bestK, that is, if we optimize
K on the entire test data6. We can see in Table 5
that how optimizingK on a devlopment set with

5This also prevents overfitting as the two halves for training
and testing are disjoint.

6By oracle best K we mean theK obtained by optimizing
over the entire test data. Note that, the oracle bestK is just
for comparison because it would be unfair to claim results by
optimizingK on the entire test set, all our claimed results for
different models are based on 2-fold cross validation.
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same distribution as test set can give us F-measure
in the range of 77%, a significant increase as com-
pared to the F-measure obtained by optimizingK on
given training data. Further, Table 5, also indicates
results by a custom clustering method, that takes the
bestK-means clustering using vanilla bag of words
model, retains the largest cluster and splits all the
other clusters into singleton clusters. This method
gives an improved 2-fold F-measure score over the
simple bag of words model, implying that most of
the namesakes in test data have one (or few) domi-
nant cluster and a lot of singleton clusters. Table 6
shows a full enumeration of model variance under
this cross validated test evaluation. POS and Rich-
Feats yield small gains, and a bestF0.5 performance
of .776.

Data set cluster size # of clusters
Mean Variance Mean Variance

Train 5.4 144.0 10.8 146.3
Test 3.1 26.5 45.9 574.1

Table 4: Cluster statistics from the test and training
data

Data set K F0.2 F0.5

F0.5 BestK on train 10% .702 .666
F0.2 BestK on train 10 .707 .663
BestK on train 10% .527 .560
applied to test 10 .540 .571
2Fold on Test 80 .847 .748

80% .862 .793
.854* .771*

2Fold on Single 80 .847 .749
Largest Cluster 80 .866 .795

.856* .772*
Oracle on Test 80 .858 .774

Table 5: Comparision of training and test results us-
ing Vanilla Bag-of-words model. The values indi-
cated with * represent the average value.

5 Conclusion
We presented aK-means clustering approach for the
task of person name disambiguation using several
augmented feature sets including HTML meta fea-
tures, part-of-speech-filtered features, and inclusion
of additional web snippets extracted from Google
to facilitate term bridging. The latter showed sig-
nificant empirical gains on the training data. Best

Model K F0.2 F0.5

Vanilla BOW 80/ .847/.862 .749/.793
80% Avg = .854 Avg = .771

BOW + PoS 80%/ .844/.865 .749/.795
80% Avg = .854 Avg = .772

BOW 80%/ .847/.868 .754/.798
RichFeats 80% Avg = .858 Avg = .776
Snippets 50%/ .842/.875 .746/.800

50% Avg = .859 Avg = .773
Snippets + 40%/ .836/.874 .750/.798
RichFeats 50% Avg = .855 Avg = .774

Table 6: Performance on 2Fold Test Data

performance on test data, when parameters are op-
timized forF0.2 on training (Table 3), yielded a top
performingF0.2 of .855 on test data (andF0.5=.773
on test data). We also explored the striking discrep-
ancy between training and test data characteristics
and showed how optimizing the clustering param-
eters on given training data does not transfer well
to the divergent test data. To control for similar
training and test distributional characteristics, we re-
evaluated our test results estimating clustering pa-
rameters from alternate held-out portions of the test
set. Our models achieved cross validatedF0.5 of .77-
.78 on test data for all feature combinations, further
showing the broad strong performance of these tech-
niques.
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Abstract 

This paper presents an Extended WordNet 
based word sense disambiguation system 
using a major modification to the Lesk al-
gorithm. The algorithm tries to disambigu-
ate nouns, verbs and adjectives. The algo-
rithm relies on the POS-sense tagged syn-
set glosses provided by the Extended 
WordNet. The basic unit of disambiguation 
of our algorithm is the entire sentence un-
der consideration. It takes a global ap-
proach where all the words in the target 
sentence are simultaneously disambigu-
ated. The context includes previous and 
next sentence. The system assigns the de-
fault WordNet first sense to a word when 
the algorithm fails to predict the sense of 
the word. The system produces a precision 
and recall of .402 on the SemEval-2007 
English All-Words test data. 

1 Introduction 

In Senseval 1, most of the systems disambiguating 
English words, were outperformed by a Lesk vari-
ant serving as baseline(Kilgariff & Rosenzweig, 
2000). On the other hand, during Senseval 2 and 
Senseval 3, Lesk baselines were outperformed by 
most of the systems in the lexical sample track 
(Edmonds, 2002). 

In this paper, we explore variants of the Lesk al-
gorithm on the English All Words SemEval 2007 
test data (465 instances), as well as on the first 10 
Semcor 2.0 files (9642 instances). The proposed 
WSD algorithm is POS-sense-tagged gloss (from 

Extended WordNet) based and is a major modifi-
cation of the original Lesk algorithm. 

2 Extended WordNet 

The eXtended WordNet (Harabagiu et al., 1999) 
project aims to transform the WordNet glosses into 
a format that allows the derivation of additional 
semantic and logic relations. It intends to syntacti-
cally parse the glosses, transform glosses into logi-
cal forms and tag semantically the nouns, verbs, 
adjectives and adverbs of the glosses automati-
cally. The last release of the Extended WordNet is 
based on WordNet 2.0 and has three stages: POS 
tagging and parsing, logic form transformation, 
and semantic disambiguation. 

3 Related Works 

Banerjee and Pedersen (2002) reports an adapta-
tion of Lesk’s dictionary-based WSD algorithm 
which makes use of WordNet glosses and tests on 
English lexical sample from SENSEVAL-2. They de-
fine overlap as the longest sequence of one or more 
consecutive content words that occurs in both 
glosses. Each overlap contributes a score equal to 
the square of the number of words in the overlap. 

A version of Lesk algorithm in combination 
with WordNet has been reported for achieving 
good results in (Ramakrishnan et al., 2004). 

Vasilescu et al. (2004) carried on a series of ex-
periments on the Lesk algorithm, adapted to 
WordNet, and on some variants. They studied the 
effect of varying the number of words in the con-
texts, centered around the target word. 

But till now no work has been reported which 
makes use of Extended WordNet for Lesk-like 
gloss-oriented approach. 

203



4 Proposed Sense Disambiguation Algo-
rithm 

The proposed sense disambiguation algorithm is a 
major modification of the Lesk algorithm (Lesk, 
1986). WordNet and Extended WordNet are the 
main resources. 

4.1 Modifications to the Lesk Algorithm 

We modify the Lesk algorithm (Lesk, 1986) in 
several ways to create our baseline algorithm. The 
Lesk algorithm relies on glosses found in tradi-
tional dictionaries which often do not have enough 
words for the algorithm to work well. We choose 
the lexical database WordNet, to take advantage of 
the highly inter–connected set of relations among 
different words that WordNet offers, and Extended 
WordNet to capitalize on its (POS and sense) 
tagged glosses. 

The Lesk algorithm takes a local approach for 
sense disambiguation. The disambiguation of the 
various words in a sentence is a series of inde-
pendent problems and has no effect on each other. 
We propose a global approach where all the words 
(we mean by word, an open-class lemma) in the 
context window are simultaneously disambiguated 
in a bid to get the best combination of senses for 
all the words in the window instead of only the 
target word. The process can be thought of as sense 
disambiguation of the whole context, instead of a 
word.  

The Lesk algorithm disambiguates words in short 
phrases. But, the basic unit of disambiguation of 
our algorithm is the entire sentence under consid-
eration. We later modify the context to include the 
previous and next sentence. 

Another major change is that the dictionary 
definition or gloss of each of its senses is com-
pared to the glosses of every other word in the con-
text by the Lesk algorithm. But in the present 
work, the words themselves are compared with the 
glosses of every other word in the context. 

4.2 Choice of Which Glosses to Use 

While Lesk’s algorithm restricts its comparisons to 
the dictionary meanings of the words being disam-
biguated, our choice of dictionary allows us to also 
compare the meanings (i.e., glosses) of the words, 
as well as the words that are related to them 
through various relationships defined in WordNet. 
For each POS we choose a relation if links of its 

kind form at least 5% of the total number of links 
for that part of speech, with two exceptions. We 
use the attribute relation although there are not 
many links of its kind. But this relation links adjec-
tives, which are not well developed in WordNet, to 
nouns which have a lot of data about them. This 
potential to tap into the rich noun data prompted us 
to use this relation. Another exception is the an-
tonymy relationship. Although there are sufficient 
antonymy links for adjectives and adverbs, we 
have not utilized these relations. 

 
Noun Verb Adjective 

Hypernym 
Hyponym 
Holonym 
Meronym 
Attribute 

Hyponym 
Troponym 
Also see 

Attribute 
Also see 
Similar to 
Pertainym of 

Table 1. WordNet relations chosen for the disam-
biguation algorithm 

4.3 The Algorithm 

The gloss bag is constructed for every sense of 
every word in the sentence. The gloss-bag is con-
structed from the POS and sense tagged glosses of 
synsets, obtained from the Extended WordNet. For 
any synset, the words forming the synset and the 
gloss definition contribute to the gloss-bag. The 
non-content words are left out. Example sentences 
do not contribute to the gloss bag since they are not 
(POS and sense) tagged.  Each word along with its 
POS and sense-tag are stored in the gloss bag. For 
words with different POS, different relations are 
taken into account (according to Table 1) for build-
ing the corresponding gloss-bag. 

This gloss-bag creation process can be per-
formed offline or online. It can be performed dy-
namically on a as-when-needed basis. Or, gloss-
bags can be created for all WordNet entries only 
once and stored in a data file in prior. The issue is 
time versus space. 

Once, this gloss-bag creation process is over, the 
comparison process starts. Each word (say Wi) in 
the context is compared with each word in the 
gloss-bag for every sense (say Sk) of every other 
word (say Wj) in the context. If a match is found, 
they are checked further for part-of-speech match. 
If the words match in part-of-speech as well, a 
score is assigned to both the words: the word being 
matched (Wi) and the word whose gloss-bag con-
tains the match (Wj). This matching event indicates 
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mutual confidence towards each other, so both 
words are rewarded for this event. Two two-
dimensional (one for word index and the other for 
sense index) vectors are maintained: sense_vote for 
the word in context, and sense_score for the word 
in gloss-bag. Say, for example, the context word 
(Wi # noun) matches with gloss word (Wn # noun # 
m) (i.e., Wi = Wn) in the gloss bag for kth sense of 
Wj. Then, a score of 1/(gloss bag size of (Wjk)) is 
assigned to both sense_vote[i][m] and 
sense_score[j][k]. Scores are normalized before 
assigning because of huge discrepancy in gloss-bag 
sizes. This process continues until each context 
word is matched against all gloss-bag words for 
each sense of every other context words. 

Once all the comparisons have been made, we add 
sense_vote value with the sense_score linearly 
value for each sense of every word to arrive at the 
combination score for this word-sense pair.  

The algorithm assigns a word the nth sense for 
which the corresponding sense_vote and 
sense_score produces the maximum sum, and it 
does not assign a word any sense when the corre-
sponding sense_vote and sense_score values are 0, 
even if the word has only one sense. In the event of 
a tie, we choose the one that is more frequent, as 
specified by WordNet.  

Assuming that there are N words in the window 
of context (i.e. the sentence), and that, on an aver-
age there are S senses per word, and G number of 
gloss words in each gloss bag per sense, N * S 
gloss bags need to be constructed, giving rise to a 
total of N * S * G gloss words. Now these many 
gloss words are compared against each of the N 
context words. Thus, N2 * S * G pairs of word 
comparisons need to be performed. Both, S and G 
vary heavily. 

5 Variants of the Algorithm 

The algorithm discussed thus far is our baseline 
algorithm. We made some changes, as described in 
the following two subsections, to investigate 
whether the performance of the algorithm can be 
improved. 

5.1 Increasing the Context Size 

The poor performance of the algorithm perhaps 
suggests that sentential context is not enough for 
this algorithm to work. So we went for a larger 
context: a context window containing the current 

sentence under consideration (target sentence), its 
preceding sentence and the succeeding sentence. 
This increment in context size indeed performed 
better than the baseline algorithm. 

5.2 Assigning Different Scores 

When constructing the gloss-bags for a word-sense 
pair, some words may appear in more than one 
gloss (by gloss we mean to say synonyms as well 
as gloss). So, we added another parameter with 
every (word#pos#sense) in a gloss bag: noc - the 
number of occurrence of this (word#pos#sense) 
combination in this gloss-bag. 

And, in case of a match of context word (say Wi) 
with a gloss-bag word (of say kth sense of word 
Wj), we scored the words in four ways to see if this 
phenomenon has any effect on the sense disam-
biguation process. Say, for example, the context 
word (Wi # noun) matches with gloss word (Wn # 
noun # m # noc) in the gloss bag for kth sense of Wj 
(i.e., the particular word appears noc times in the 
said gloss-bag) and the gloss bag size is gbs. Then, 
we reward Wi and Wj for this event in four ways 
given below. 

 
1. Assign 1/gbs to 

sense_vote[i][m] and 1/gbs 
to sense_score[j][k]. 

2. Assign 1/gbs to 
sense_vote[i][m] and noc/gbs 
to sense_score[j][k]. 

3. Assign noc/gbs  to 
sense_vote[i][m] and 1/gbs 
to sense_score[j][k]. 

4. Assign noc/gbs to 
sense_vote[i][m] and noc/gbs 
to sense_score[j][k]. 

 
The results of this four-way scoring proved that 

this indeed has influence on the disambiguation 
process. 

The WSD system is based on Extended Word-
Net version 2.0-1.1 (the latest release), which is in 
turn based on WordNet version 2.0. So, the system 
returns WordNet 2.0 sense indexes. These Word-
Net sense indexes are then mapped to WordNet 2.1 
sense indexes using sensemap 2.0 to 2.1. 

6 Evaluations 

The system has been evaluated on the SemEval-
2007 English All-Words Tasks (465 test in-
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stances), as well as on the first 10 Semcor 2.0 
files, which are manually disambiguated text 
corpora using WordNet senses. 

We compute F-Score as 2*P*R / (P+R). Ta-
ble 2 shows the performance of the four variants of 
the system (with a context size of 3 sentences) 
on the first 10 Semcor 2.0 files. From table 2, it 
is clearly evident that model C produces the best 
result (precision - .621, recall - .533) among the 4 
scoring schemes. POS-wise evaluation results for 
model C on Semcor 2.0 data is given in table 3. 

 
Model  

A B C D 
Precision .618 .602 .621 .604 

Recall .531 .517 .533 .519 
F-Score .571 .556 .574 .558 

Table 2. Evaluation of the four models on Sem-
cor Data 

 
 Noun Verb Adj Overall

Precision .6977 .4272 .6694 .6211 
Recall .6179 .3947 .4602 .5335 

F-Score .6554 .4103 .5454 .574 
Table 3. POS-wise Evaluation for model C on 

Semcor Data 
 
Model C produced a precision of .393 and a re-

call of .359 on the SemEval-2007 English All-
Words test data (465 test instances). Table 4 
shows POS-wise evaluation results for this test 
data. 

 
 Noun Verb Overall 

Precision .507 .331 .393 
Recall .472 .299 .359 

F-Score .489 .314 .375 
Table 3. POS-wise Evaluation on SemEval-2007 

English All-Words test data 
 
When default WordNet first senses were as-

signed to the (40) words for which the algorithm 
failed to predict senses, both the precision and re-
call values went up to .402 (this result has been 
submitted in SemEval-2007). The WSD system 
stood 10th in the SemEval-2007 English All-
Words task. 

7 Discussions 

We believe that this somewhat poor showing can 
be partially attributed to the brevity of definitions 

in WordNet in particular and dictionaries in gen-
eral. The Lesk algorithm is crucially dependent on 
the lengths of glosses. However lexicographers 
aim to create short and precise definitions which, 
though a desirable quality in dictionaries, is disad-
vantageous to this algorithm. Nouns have the long-
est average glosses in WordNet, and indeed the 
highest recall obtained is on nouns. The character-
istics of the gloss bags need to be further investi-
gated. Again many of the sense tagged gloss words 
in Extended WordNet, which are determinant fac-
tors in this algorithm, are of  “silver” or “normal” 
quality. And finally, since the system returns 
WordNet 2.0 sense indexes which are mapped to 
WordNet 2.1 indexes with certain amount of con-
fidence using sensemap 2.0 to 2.1, there may be 
some loss of information during this mapping 
process. 
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Abstract

Data sparsity is one of the main factors that
make word sense disambiguation (WSD)
difficult. To overcome this problem we need
to find effective ways to use resources other
than sense labeled data. In this paper I de-
scribe a WSD system that uses a statistical
language model based on a large unanno-
tated corpus. The model is used to evalu-
ate the likelihood of various substitutes for a
word in a given context. These likelihoods
are then used to determine the best sense for
the word in novel contexts. The resulting
system participated in three tasks in the Se-
mEval 2007 workshop. The WSD of prepo-
sitions task proved to be challenging for the
system, possibly illustrating some of its lim-
itations: e.g. not all words have good sub-
stitutes. The system achieved promising re-
sults for the English lexical sample and En-
glish lexical substitution tasks.

1 Introduction

A typical word sense disambiguation system is
trained on a corpus of manually sense tagged text.
Machine learning algorithms are then employed to
find the best sense for a word in a novel context
by generalizing from the training examples. The
training data is costly to generate and inter-annotator
agreement is difficult to achieve. Thus there is very
little training data available: the largest single cor-
pus of sense tagged text, SemCor, has 41,497 sense
tagged words. (Yuret, 2004) observed that approxi-
mately half of the test instances do not match any of

the contextual features learned from the training data
for an all words disambiguation task. (Yarowsky and
Florian, 2002) found that each successive doubling
of the training data only leads to a 3-4% error reduc-
tion within their experimental range.

Humans do not seem to be cursed with an expo-
nential training data requirement to become profi-
cient with the use of a word. Dictionaries typically
contain a definition and one or two examples of us-
age for each sense. This seems to be sufficient for
a human to use the word correctly in contexts that
share no surface features with the dictionary exam-
ples. The 108 waking seconds it takes a person to
become proficient in a language does not seem suf-
ficient to master all the words and their different
senses. We need models that do not require large
amounts of annotated text to perform WSD.

What possible process can explain our proficiency
without relying on a lot of labeled data? Let us look
at a concrete example: The two most frequent senses
of the word “board” according to WordNet 3.0 (Fell-
baum, 1998) are the “committee” sense, and the
“plank” sense. When we hear a sentence like “There
was a board meeting”, it is immediately obvious that
the first sense is intended. One hypothesis is that a
common sense inference engine in your brain rules
out the second sense. Maybe you visualize pieces
of timber sitting around a meeting table and decide
that it is absurd. Another hypothesis is that the plank
sense does not even occur to you because you hear
this sentence in the middle of a conversation about
corporate matters. Therefore the plank sense is not
psychologically “primed”. Finally, maybe you sub-
consciously perform a substitution and the sentence
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“There was a plank meeting” just sounds bad to your
linguistic “ear”.

In this paper I will describe a system that judges
potential substitutions in a given context using a sta-
tistical language model as a surrogate for the linguis-
tic “ear”. The likelihoods of the various substitutes
are used to select the best sense for a target word.

The use of substitutes for WSD is not new. (Lea-
cock et al., 1998) demonstrated the use of related
monosemous words (monosemous relatives) to col-
lect examples for a given sense from the Internet.
(Mihalcea, 2002) used the monosemous relatives
technique for bootstrapping the automatic acquisi-
tion of large sense tagged corpora. In both cases, the
focus was on collecting more labeled examples to be
subsequently used with supervised machine learn-
ing techniques. (Martinez et al., 2006) extended the
method to make use of polysemous relatives. More
importantly, their method places these relatives in
the context of the target word to query a search en-
gine and uses the search results to predict the best
sense in an unsupervised manner.

There are three areas that distinguish my system
from the previous work: (i) The probabilities for
substitutes in context are determined using a statisti-
cal language model rather than search hits on heuris-
tically constructed queries, (ii) The set of substitutes
are derived from multiple sources and optimized us-
ing WSD performance as the objective function, and
(iii) A probabilistic generative model is used to se-
lect the best sense rather than typical machine learn-
ing algorithms or heuristics. Each of these areas is
explained further below.

Probabilities for substitutes: Statistical language
modeling is the art of determining the probability of
a sequence of words. According to the model used
in this study, the sentence “There was a committee
meeting” is 17,629 times more likely than the sen-
tence “There was a plank meeting”. Thus, a statis-
tical language model can be used as a surrogate for
your inner ear that decides what sounds good and
what sounds bad. I used a language model based on
the Web 1T 5-gram dataset (Brants and Franz, 2006)
which gives the counts of 1 to 5-grams in a web cor-
pus of 1012 words. The details of the Web1T model
are given in the Appendix.

Given that I criticize existing WSD algorithms for

using too much data, it might seem hypocritical to
employ a data source with 1012 words. In my de-
fense, from an engineering perspective, an unanno-
tated 1012 word corpus exists, whereas large sense
tagged corpora do not. From a scientific perspective,
it is clear that no human ever comes close to expe-
riencing 1012 words, but they do outperform simple
n-gram language models based on that much data in
predicting the likelihood of words in novel contexts
(Shannon, 1951). So, even though we do not know
how humans do it, we do know that they have the
equivalent of a powerful statistical language model
in their heads.

Selecting the best substitutes: Perhaps more im-
portant for the performance of the system is the deci-
sion of which substitutes to try. We never thought of
using “monkey” as a potential substitute for “board”.
One possibility is to use the synonyms in Word-
Net which were selected such that they can be in-
terchanged in at least some contexts. However 54%
of WordNet synsets do not have any synonyms. Be-
sides, synonymous words would not always help if
they share similar ambiguities in meaning. Substi-
tutes that are not synonyms, on the other hand, may
be very useful such as “hot” vs. “cold” or “car”
vs. “truck”. In general we are looking for potential
substitutes that have a high likelihood of appearing
in contexts that are associated with a specific sense
of the target word. The substitute selection method
used in this work is described in Section 3.

Selecting the best sense: Once we have a lan-
guage model and a set of substitutes to try, we need
a decision procedure that picks the best sense of a
word in a given context. An unsupervised system
can be designed to keep track of the sense associ-
ated with each substitute based on the lexical re-
source used. However since I used multiple lexical
resources, and had training data available, I chose a
supervised approach. For each instance in the train-
ing set, the likelihood of each substitute is deter-
mined. Then instances of a single sense are grouped
together to yield a probability distribution over the
substitutes for that sense. When a test instance is
encountered its substitute distribution is compared
to that of each sense to select the most appropriate
one. Section 2 describes the sense selection proce-
dure in detail.
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We could say each context is represented with
the likelihood it assigns to various substitutes rather
than its surface features. That way contexts that do
not share any surface features can be related to each
other.

Results: To summarize the results, in the Word
Sense Disambiguation of Prepositions Task, the sys-
tem achieved 54.7% accuracy1 . This is 15.1% above
the baseline of picking the most frequent sense
but 14.6% below the best system. In the Coarse
Grained English Lexical Sample WSD Task, the sys-
tem achieved 85.1% accuracy, which is 6.4% above
the baseline of picking the most frequent sense and
3.6% below the best system. Finally, in the English
Lexical Substitution Task, the system achieved the
top result for picking the best substitute for each
word.

2 Sense Selection Procedure

Consider a target word w0 with n senses S =
{s1, . . . , sn}. Let Cj = {cj1, cj2, . . .} be the set
of contexts in the training data where w0 has been
tagged with sense sj . The prior probability of a
sense sj will be defined as:

P (sj) =
|Cj |∑n

k=1 |Ck|

Suppose we decide to use m substitutes W =
{w1, . . . , wm}. The selection of the possible sub-
stitutes is discussed in Section 3. Let P (wi, c) de-
note the probability of the context c where the target
word has been replaced with wi. This probability is
obtained from the Web1T language model. The con-
ditional probability of a substitute wi in a particular
context c is defined as:

P (wi|c) =
P (wi, c)∑

w∈W P (w, c)

The conditional probability of a substitute wi for
a particular sense sj is defined as:

P (wi|sj) =
1

|Cj |

∑

c∈Cj

P (wi|c)

1In all the tasks participated, the system submitted a unique
answer for each instance. Therefore precision, recall, F-
measure, and accuracy have the same value. I will use the term
accuracy to represent them all.

Given a test context ct, we would like to find out
which sense sj it is most likely to represent:

argmaxj P (sj |ct) ∝ P (ct|sj)P (sj)

To calculate the likelihood of the test context
P (ct|sj), we first find the conditional probability
distribution of the substitutes P (wi|ct), as described
above. Treating these probabilities as fractional
counts we can express the likelihood as:

P (ct|sj) ∝
∏

w∈W

P (w|sj)
P (w|ct)

Thus we choose the sense that maximizes the pos-
terior probability:

argmaxjP (sj)
∏

w∈W

P (w|sj)
P (w|ct)

3 Substitute Selection Procedure

Potential substitutes for a word were selected from
WordNet 3.0 (Fellbaum, 1998), and the Roget The-
saurus (Thesaurus.com, 2007).

When selecting the WordNet substitutes, the pro-
gram considered all synsets of the target word and
neighboring synsets accessible following a single
link. All words contained within these synsets and
their glosses were considered as potential substi-
tutes.

When selecting the Roget substitutes, the program
considered all entries that included the target word.
By default, the entries that included the target word
as part of a multi word phrase and entries that had
the wrong part of speech were excluded.

I observed that the particular set of substitutes
used had a large impact on the disambiguation per-
formance in cross validation. Therefore I spent a
considerable amount of effort trying to optimize the
substitute sets. The union of the WordNet and Ro-
get substitutes were first sorted based on their dis-
criminative power measured by the likelihood ratio
of their best sense:

LR(wi) = max
j

P (wi|sj)

P (wi|sj)

The following optimization algorithms were then
run to maximize the leave-one-out cross validation
(loocv) accuracy on the lexical sample WSD train-
ing data.
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1. Each substitute was temporarily deleted and the
resulting gain in loocv was noted. The sub-
stitute that led to the highest gain was perma-
nently deleted. The procedure was repeated un-
til no further loocv gain was possible.

2. Each pair of substitutes were tried alone and
the pair that gave the highest loocv score was
chosen as the initial list. Other substitutes were
then greedily added to this list until no further
loocv gain was possible.

3. Golden section search was used to find the ideal
cutoff point in the list of substitutes sorted by
likelihood ratio. Substitutes below the cutoff
point were deleted.

None of these algorithms consistently gave the
best result. Thus, each algorithm was run for each
target word and the substitute set that gave the best
loocv result was used for the final testing. The loocv
gain from using the optimized substitute sets instead
of the initial union of WordNet and Roget substi-
tutes was significant. For example the average gain
was 9.4% and the maximum was 38% for the En-
glish Lexical Sample WSD task.

4 English Lexical Substitution

The English Lexical Substitution Task (McCarthy
and Navigli, 2007), for both human annotators and
systems is to replace a target word in a sentence with
as close a word as possible. It is different from the
standard WSD tasks in that there is no sense repos-
itory used, and even the identification of a discrete
sense is not necessary.

The task used a lexical sample of 171 words with
10 instances each. For each instance the human
annotators selected several substitutes. There were
three subtasks: best: scoring the best substitute for
a given item, oot: scoring the best ten substitutes for
a given item, and mw: detection and identification
of multi-words. The details of the subtasks and scor-
ing can be found in (McCarthy and Navigli, 2007).
My system participated in the first two subtasks.

Because there is no training set, the supervised
optimization of the substitute set using the algo-
rithms described in Section 3 is not applicable.
Based on the trial data, I found that the Roget substi-
tutes work better than the WordNet substitutes most

BEST P R Mode P Mode R
all 12.90 12.90 20.65 20.65

Further Analysis
NMWT 13.39 13.39 21.20 21.20
NMWS 14.33 13.98 21.88 21.42
RAND 12.67 12.67 20.34 20.34
MAN 13.16 13.16 21.01 21.01

OOT P R Mode P Mode R
all 46.15 46.15 61.30 61.30

Further Analysis
NMWT 48.43 48.43 63.42 63.42
NMWS 49.72 49.72 63.74 63.74
RAND 47.80 47.80 62.84 62.84
MAN 44.23 44.23 59.55 59.55

Table 1: BEST and OOT results: P is precision, R
is recall, Mode indicates accuracy selecting the sin-
gle preferred substitute when there is one, NMWT

is the score without items identified as multi-words,
NMWS is the score using only single word substi-
tutes, RAND is the score for the items selected ran-
domly, and MAN is the score for the items selected
manually.

of the time. The antonyms in each entry and the
entries that did not have the target word as the head
were filtered out to improve the accuracy. Antonyms
happen to be good substitutes for WSD, but not so
good for lexical substitution.

For the final output of the system, the substitutes
wi in a context c were simply sorted by P (wi, c)
which is calculated based on the Web1T language
model.

In the best subtask the system achieved 12.9% ac-
curacy, which is the top score and 2.95% above the
baseline. The system was able to find the mode (a
single substitute preferred to the others by the anno-
tators) in 20.65% of the cases when there was one,
which is 5.37% above the baseline and 0.08% be-
low the top score. The top part of Table 1 gives
the breakdown of the best score, see (McCarthy and
Navigli, 2007) for details.

The low numbers here are partly a consequence of
the scoring formula used. Specifically, the score for
a single item is bounded by the frequency of the best
substitute in the gold standard file. Therefore, the
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Figure 1: Training set size vs. accuracy above base-
line for the English lexical sample task.

highest achievable score was not 100%, but 45.76%.
A more intuitive way to look at the result may be
the following: Human annotators assigned 4.04 dis-
tinct substitutes for each instance on average, and
my system was able to guess one of these as the best
in 33.73% of the cases.

In the oot subtask the system achieved 46.15%
accuracy, which is 16.45% above the baseline and
22.88% below the top result. The system was able to
find the mode as one of its 10 guesses in 61.30% of
the cases when there was a mode, which is 20.73%
above the best baseline and 4.96% below the top
score. Unlike the best scores, 100% accuracy is pos-
sible for oot. Each item had 1 to 9 distinct substi-
tutes in the gold standard, so an ideal system could
potentially cover them all with 10 guesses. The sec-
ond part of Table 1 gives the breakdown of the oot
score.

In conclusion, selecting substitutes based on a
standard repository like Roget and ranking them us-
ing the ngram language model gives a good base-
line for this task. To improve the performance along
these lines we need better language models, and bet-
ter substitute selection procedures. Even the best
language model will only tell us which words are
most likely to replace our target word, not which
ones preserve the meaning. Relying on reposito-
ries like Roget for the purpose of substitute selection
seems ad-hoc and better methods are needed.

5 English Lexical Sample WSD

The Coarse-Grained English Lexical Sample WSD
Task (Palmer et al., 2007), provided training and
test data for sense disambiguation of 65 verbs and
35 nouns. On average there were 223 training and
49 testing instances for each word tagged with an
OntoNote sense tag (Hovy et al., 2006). OntoNote
sense tags are groupings of WordNet senses that
are more coarse-grained than traditional WN entries,
and which have achieved on average 90% inter-
annotator agreement. The number of senses for a
word ranged from 1 to 13 with an average of 3.6.

I used substitute sets optimized for each word as
described in Section 3. Then a single best sense for
each test instance was selected based on the model
given in Section 2. The system achieved 85.05% ac-
curacy, which is 6.39% above the baseline of pick-
ing the most frequent sense and 3.65% below the top
score.

These numbers seem higher than previous Sen-
seval lexical sample tasks. The best system in
Senseval-3 (Mihalcea et al., 2004; Grozea, 2004)
achieved 72.9% fine grained, 79.3% coarse grained
accuracy. Many factors may have played a role but
the most important one is probably the sense inven-
tory. The nouns and verbs in Senseval-3 had 6.1 fine
grained and 4.5 coarse grained senses on average.

The leave-one-out cross-validation result of my
system on the training set was 83.21% with the un-
filtered union of Roget and WordNet substitutes, and
90.69% with the optimized subset. Clearly there is
some over-fitting in the substitute optimization pro-
cess which needs to be improved.

Table 2 details the performance on individual
words. The accuracy is 88.67% on the nouns and
81.02% on the verbs. One can clearly see the rela-
tion of the performance with the number of senses
(decreasing) and the frequency of the first sense (in-
creasing). Interestingly no clear relation exists be-
tween the training set size and the accuracy above
the baseline. Figure 1 plots the relationship between
training set size vs. the accuracy gain above the most
frequent sense baseline. This could indicate that the
system peaks at a low training set size and general-
izes well because of the language model. However,
it should be noted that each point in the plot rep-
resents a different word, not experiments with the
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same word at different training set sizes. Thus the
difficulty of each word may be the overriding factor
in determining performance. A more detailed study
similar to (Yarowsky and Florian, 2002) is needed to
explore the relationship in more detail.

6 WSD of Prepositions

The Word Sense Disambiguation of Prepositions
Task (Litkowski and Hargraves, 2007), provided
training and test data for sense disambiguation of
34 prepositions. On average there were 486 train-
ing and 234 test instances for each preposition. The
number of senses for a word ranged from 1 to 20
with an average of 7.4.

The system described in Sections 2 and 3 were
applied to this task as well. WordNet does not have
information about prepositions, so most of the can-
didate substitutes were obtained from Roget and The
Preposition Project (Litkowski, 2005). After opti-
mizing the substitute sets the system achieved 54.7%
accuracy which is 15.1% above the most frequent
sense baseline and 14.6% below the top result. Un-
fortunately there were only three teams that partic-
ipated in this task. The detailed breakdown of the
results can be seen in the second part of Table 2.

The loocv result on the training data with the ini-
tial unfiltered set of substitutes was 51.70%. Opti-
mizations described in Section 3 increased this to
59.71%. This increase is comparable to the one
in the lexical substitution task. The final result of
54.7% shows signs of overfitting in the substitute se-
lection process.

The average gain above the baseline for preposi-
tions (39.6% to 54.7%) is significantly higher than
the English lexical sample task (78.7% to 85.1%).
However the preposition numbers are generally
lower compared to the nouns and verbs because they
are more ambiguous: the number of senses is higher
and the first sense frequency is lower.

Good quality substitutes are difficult to find for
prepositions. Unlike common nouns and verbs,
common prepositions play unique roles in language
and are difficult to replace. Open class words have
synonyms, hypernyms, antonyms etc. that provide
good substitutes: it is easy to come up with “I ate
halibut” when you see “I ate fish”. It is not as easy
to replace “of” in the phrase “the president of the

company”. Even when there is a good substitute,
e.g. “over” vs. “under”, the two prepositions usually
share the exact same ambiguities: they can both ex-
press a physical direction or a quantity comparison.
Therefore the substitution based model presented in
this work may not be a good match for preposition
disambiguation.

7 Contributions and Future Work

A WSD method employing a statistical language
model was introduced. The language model is used
to evaluate the likelihood of possible substitutes for
the target word in a given context. Each context is
represented with its preferences for possible substi-
tutes, thus contexts with no surface features in com-
mon can nevertheless be related to each other.

The set of substitutes used for a word had a large
effect on the performance of the resulting system. A
substitute selection procedure that uses the language
model itself rather than external lexical resources
may work better.

I hypothesize that the model would be advanta-
geous on tasks like “all words” WSD, where data
sparseness is paramount, because it is able to link
contexts with no surface features in common. It can
be used in an unsupervised manner where the sub-
stitutes and their associated senses can be obtained
from a lexical resource. Work along these lines was
not completed due to time limitations.

Finally, there are two failure modes for the algo-
rithm: either there are no good substitutes that dif-
ferentiate the various senses (as I suspect is the case
for some prepositions), or the language model does
not yield accurate preferences among the substitutes
that correspond to our intuition. In the first case we
have to fall back on other methods, as the substi-
tutes obviously are of limited value. The correspon-
dence between the language model and our intuition
requires further study.

Appendix: Web1T Language Model

The Web 1T 5-gram dataset (Brants and Franz,
2006) that was used to build a language model for
this work consists of the counts of word sequences
up to length 5 in a 1012 word corpus derived from
the Web. The data consists of mostly English words
that have been tokenized and sentence tagged. To-
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kens that appear less than 200 times and ngrams that
appear less than 40 times have been filtered out.

I used a smoothing method loosely based on the
one-count method given in (Chen and Goodman,
1996). Because ngrams with low counts are not in-
cluded in the data I used ngrams with missing counts
instead of ngrams with one counts. The missing
count is defined as:

m(wi−1
i−n+1) = c(wi−1

i−n+1)−
∑

wi

c(wi
i−n+1)

where wi
i−n+1 indicates the n-word sequence end-

ing with wi, and c(wi
i−n+1) is the count of this se-

quence. The corresponding smoothing formula is:

P (wi|w
i−1
i−n+1) =

c(wi
i−n+1) + (1 + αn)m(wi−1

i−n+1)P (wi|w
i−1
i−n+2)

c(wi−1
i−n+1) + αnm(wi−1

i−n+1)

The parameters αn > 0 for n = 2 . . . 5 was opti-
mized on the Brown corpus to yield a cross entropy
of 8.06 bits per token. The optimized parameters are
given below:

α2 = 6.71, α3 = 5.94, α4 = 6.55, α5 = 5.71
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English Lexical Sample WSD
lexelt trn/tst s mfs acc lexelt trn/tst s mfs acc
affect.v 45/19 1 1.000 1.000 allow.v 108/35 2 0.971 0.971
announce.v 88/20 2 1.000 1.000 approve.v 53/12 2 0.917 0.917
area.n 326/37 3 0.703 0.838 ask.v 348/58 6 0.517 0.759
attempt.v 40/10 1 1.000 1.000 authority.n 90/21 4 0.238 0.714
avoid.v 55/16 1 1.000 1.000 base.n 92/20 5 0.100 0.650
begin.v 114/48 4 0.562 0.792 believe.v 202/55 2 0.782 0.836
bill.n 404/102 3 0.755 0.902 build.v 119/46 3 0.739 0.543
buy.v 164/46 5 0.761 0.783 capital.n 278/57 4 0.965 0.982
care.v 69/7 3 0.286 1.000 carrier.n 111/21 7 0.714 0.667
cause.v 73/47 1 1.000 1.000 chance.n 91/15 4 0.400 0.667
claim.v 54/15 3 0.800 0.800 come.v 186/43 10 0.233 0.372
complain.v 32/14 2 0.857 0.857 complete.v 42/16 2 0.938 0.938
condition.n 132/34 2 0.765 0.765 contribute.v 35/18 2 0.500 0.500
defense.n 120/21 7 0.286 0.476 describe.v 57/19 3 1.000 1.000
development.n 180/29 3 0.621 0.759 disclose.v 55/14 1 0.929 0.929
do.v 207/61 4 0.902 0.934 drug.n 205/46 2 0.870 0.935
effect.n 178/30 3 0.767 0.800 end.v 135/21 4 0.524 0.619
enjoy.v 56/14 2 0.571 0.643 estimate.v 74/16 1 1.000 1.000
examine.v 26/3 3 1.000 1.000 exchange.n 363/61 5 0.738 0.902
exist.v 52/22 2 1.000 1.000 explain.v 85/18 2 0.889 0.944
express.v 47/10 1 1.000 1.000 feel.v 347/51 3 0.686 0.765
find.v 174/28 5 0.821 0.821 fix.v 32/2 5 0.500 0.500
future.n 350/146 3 0.863 0.829 go.v 244/61 12 0.459 0.426
grant.v 19/5 2 0.800 0.400 hold.v 129/24 8 0.375 0.542
hope.v 103/33 1 1.000 1.000 hour.n 187/48 4 0.896 0.771
improve.v 31/16 1 1.000 1.000 job.n 188/39 3 0.821 0.795
join.v 68/18 4 0.389 0.556 keep.v 260/80 7 0.562 0.562
kill.v 111/16 4 0.875 0.875 lead.v 165/39 6 0.385 0.513
maintain.v 61/10 2 0.900 0.800 management.n 284/45 2 0.711 0.978
move.n 270/47 4 0.979 0.979 need.v 195/56 2 0.714 0.857
negotiate.v 25/9 1 1.000 1.000 network.n 152/55 3 0.909 0.836
occur.v 47/22 2 0.864 0.864 order.n 346/57 7 0.912 0.930
part.n 481/71 4 0.662 0.901 people.n 754/115 4 0.904 0.948
plant.n 347/64 2 0.984 0.984 point.n 469/150 9 0.813 0.920
policy.n 331/39 2 0.974 0.949 position.n 268/45 7 0.467 0.556
power.n 251/47 3 0.277 0.766 prepare.v 54/18 2 0.778 0.833
president.n 879/177 3 0.729 0.927 produce.v 115/44 2 0.750 0.750
promise.v 50/8 2 0.750 0.750 propose.v 34/14 2 0.857 1.000
prove.v 49/22 3 0.318 0.818 purchase.v 35/15 1 1.000 1.000
raise.v 147/34 7 0.147 0.441 rate.n 1009/145 2 0.862 0.917
recall.v 49/15 3 0.867 0.933 receive.v 136/48 2 0.958 0.958
regard.v 40/14 3 0.714 0.643 remember.v 121/13 2 1.000 1.000
remove.v 47/17 1 1.000 1.000 replace.v 46/15 2 1.000 1.000
report.v 128/35 3 0.914 0.914 rush.v 28/7 2 1.000 1.000
say.v 2161/541 5 0.987 0.987 see.v 158/54 6 0.444 0.574
set.v 174/42 9 0.286 0.500 share.n 2536/525 2 0.971 0.973
source.n 152/35 5 0.371 0.829 space.n 67/14 5 0.786 0.929
start.v 214/38 6 0.447 0.447 state.n 617/72 3 0.792 0.819
system.n 450/70 5 0.486 0.586 turn.v 340/62 13 0.387 0.516
value.n 335/59 3 0.983 0.983 work.v 230/43 7 0.558 0.721
AVG 222.8/48.5 3.6 0.787 0.851

Preposition WSD
lexelt trn/tst s mfs acc lexelt trn/tst s mfs acc
about.p 710/364 6 0.885 0.934 above.p 48/23 5 0.609 0.522
across.p 319/151 2 0.960 0.960 after.p 103/53 6 0.434 0.585
against.p 195/92 6 0.435 0.793 along.p 364/173 3 0.954 0.954
among.p 100/50 3 0.300 0.680 around.p 334/155 6 0.452 0.535
as.p 173/84 1 1.000 1.000 at.p 715/367 12 0.425 0.662
before.p 47/20 3 0.450 0.850 behind.p 138/68 4 0.662 0.676
beneath.p 57/28 3 0.571 0.679 beside.p 62/29 1 1.000 1.000
between.p 211/102 7 0.422 0.765 by.p 509/248 10 0.371 0.556
down.p 332/153 3 0.438 0.647 during.p 81/39 2 0.385 0.564
for.p 950/478 13 0.238 0.395 from.p 1204/578 16 0.279 0.415
in.p 1391/688 13 0.362 0.436 inside.p 67/38 4 0.526 0.579
into.p 604/297 8 0.451 0.539 like.p 266/125 7 0.768 0.808
of.p 3000/1478 17 0.205 0.374 off.p 161/76 4 0.763 0.776
on.p 872/441 20 0.206 0.469 onto.p 117/58 3 0.879 0.879
over.p 200/98 12 0.327 0.510 round.p 181/82 7 0.378 0.512
through.p 440/208 15 0.495 0.538 to.p 1182/572 10 0.322 0.579
towards.p 214/102 4 0.873 0.873 with.p 1187/578 15 0.249 0.455
AVG 486.3/238.1 7.4 0.397 0.547

Table 2: English Lexical Sample and Preposition WSD Results: lexelt is the lexical item, trn/tst is the
number of training and testing instances, s is the number of senses in the training set, mfs is the most
frequent sense baseline, and acc is the final accuracy.
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Abstract 

This document provides a description of 
the Language Computer Corporation (LCC) 
SRN System that participated in the SemE-
val 2007 Semantic Relation between 
Nominals task. The system combines the 
outputs of different binary and multi-class 
classifiers build using machine learning al-
gorithms like Decision Trees, Semantic 
Scattering, Iterative Semantic Specializa-
tion, and Support Vector Machines. 

1 Introduction 

The Semantic Relations between Nominals task 
from SemEval 2007 focuses on identifying the se-
mantic relations that hold between two arguments 
manually annotated with word senses (Girju et al, 
2007).  

The previous work in identifying semantic rela-
tions between nominals focuses on finding one or 
more relations in text for specific syntactic patterns 
or constructions (like genitives and noun com-
pounds) using semi-automated and automated sys-
tems. An overview of some of these methods can 
be found in (Badulescu, 2004).   

The LCC SRN system, developed during the 
SRN training period, was for us, the beginning of a 
different approach to semantic relations detection: 
detecting semantic relations in text without using a 
syntactic pattern. Our existing work on semantic 
relation detection was on detecting semantic rela-
tions in text (one or more at a time) at different 
levels in the sentence using different syntactic pat-
terns like genitives, noun compounds, verb-
arguments, etc.  

For SRN, we built a new system that combines 
the output of the pattern dependent classifiers with 
the new pattern-independent classifiers for better 
results.  

The remainder of this paper is organized as fol-
lows:  Section 2 describes our system, Section 3 
details the experimental results, and Section 4 
summarizes the conclusions.  

2 System descr iption 

The system consists of two types of classifiers: 
classifiers that do not use the syntactic parsed tree 
and that were built specifically for the SemEval 
2007 Task 4(SRN) and classifiers that use specific 
syntactic pattern to determine the semantic rela-
tions and there were previously developed at LCC 
and then adapted to the SRN task (SRNPAT).  

The classifiers for each type were built from an-
notated examples using supervised machine learn-
ing algor ithms like Decision Trees (DT)1, Support 
Vector Machines (SVM) 2 , Semantic Scattering 
(SS) (Moldovan and Badulescu, 2005) , Iterative 
Semantic Specialization (ISS) (Girju, Badulescu, 
and Moldovan, 2006), Naïve Bayes (NB) 3  and 
Maximum Entropy (ME)4.  

The outputs of different classifiers (built using 
different types of machine learning algorithms 
were combined and ranked using predefined rules.  

Figure 1 shows the architecture of our SRN 
system. 

 
                                                 
1 C5.0., http://www.rulequest.com/see5-info.html 
2 LIBSVM, www.csie.ntu.edu.tw/~cjlin/libsvm/ 
3 jBNC, http://jbnc.sourceforge.net 
4 http://homepages.inf.ed.ac.uk/s0450736/maxent_tool-
kit.html 
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Figure 1. The architecture of our SRN system.  

2.1 Text Preprocessing 

The sentences were processed using an in-house 
text tokenizer, Brill’s part-of-speech tagger, an in-
house WordNet–based concept detector, an in-
house Named Entity Recognizer, and an in-house 
syntactic parser.  

Then, the syntactic and semantic information 
obtained using these tools (concepts, part of 
speech, named entities, etc) or obtained from the 
sensekeys for the arguments as provided by the 
Task 4 organizers (e.g. word senses, lemmas, etc) 
were mapped into the syntactic trees. If an argu-
ment corresponds to more than one tree node, the 
annotation was mapped to the phrase containing 
the two nodes.  

2.2 Learning and Classification Methods 

The core of our system is the learning and clas-
sification module.  

We used two types of methods: pattern-
dependent that uses the syntactic parsed trees for 
extracting and assigning a label to the arguments 
and pattern-independent that creates classifiers 
form all the examples disregarding the pattern in 
the tree. 

2.2.1 Pattern-independent Methods (SRN) 

Considering the limited number of examples for 
each pattern, we developed pattern-independent 
methods for classifying the semantic relations us-
ing the provided argument annotations and the 
context from the sentence.  

We built two types of classifiers: binary that 
focuses on building a classifier for a specific rela-
tion (SRNREL) and multi-class methods that build 
classifiers for all the SRN relations (SRN). Table 1 
presents the accuracy of the classifiers built using 
different machine learning algorithms.  

Relation DT SVM ME 
1 52.10 46.15 46.67 
2 41.40 30.76 60.00 
3 61.70 51.61 63.33 
4 59.30 52.17 53.33 
5 58.60 39.99 50.00 
6 71.70 24.99 73.33 
7 50.00 57.13 43.33 

Avg 56.40 43.26 55.71 
Table 1. The accuracy of the SRNREL classifiers 

built using different machine learning algorithms.  

The classifiers were built using lexical, seman-
tic, and syntactic features of the arguments, their 
phrases, their clauses, their common phrase/clause, 
and their modifier or head phrase. The system uses 
WordNet, an in-house Named Entity Recognizer, 
and an in-house Syntactic Parser for determining 
the values of some of these features. Table 2 pre-
sents the list of features used by the SRN classifi-
ers. 

Argument’s lexical, semantic, and syntactic features: the 
surface form, the label (POS tag or phrase label), the named 
entity (human, group, location, etc), the WordNet hierarchy 
(entity, group, abstraction, etc), the Semantic Scattering 
class (e.g. object, substance, etc), the grammatical role (sub-
ject or object of the clause), the syntactic parser structure, 
the POS Pattern (the sequence of POS of the words from the 
argument), and the phrase pattern (the sequence of labels of 
the phrases, words from the argument);  
Argument's phrase features:  surface form, label, gram-
matical role, named entity, POS pattern, Phrase patterns;  
Argument's Modifier /Head features: the label, surface 
forms, NE, and WN Hierarchy  for the first modifier, post 
modifier, pre-modifier, and head; 
Arguments' common tree node features: label, named 
entity, grammatical role, POS pattern, and phrase pattern, 
the tree path between arguments, and their order in tree; 
Arguments' clause: label, verb, voice, POS pattern, phrase 
pattern. 

Table 2. The list of features used for the SRN classi-
fiers.  

2.2.2 Pattern-dependent Methods (SRNPAT) 

The second type of methods we used, were for 
particular patterns frequent in the training corpus. 
Table 3 shows the list of most frequent patterns in 
the training corpus. For having general pattern and 
covering the arguments that correspond to more 
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than one node in a tree, we considered as argument 
the noun phrase that contains the nominal instead 
of the node for the nominal.  

Pattern name Example 
Noun compounds: 
NN1 NN2 

If you are cleaning a <e1>coffee</e1> 
<e2>maker</e2>  that hasn't been 
cleaned regularl271076ad 
y, repeat this step again with a fresh 
vinegar and water mixture. 

Of-genitives: 
NP1 of NP2  

The incoming <e1>chairman</e1> of 
the <e2>committee</e2>  is promising 
an array of oversight investigations 
that could provoke sharp disagreement 
with Republicans and the White 
House. 

S-genitives: 
NP1 ‘s NP2 

This is the <e1>government</e1> 's 
<e2>effort</e2>  to encourage more 
employers to open up childcare centres 
at the respective ministries and gov-
ernment departments. 

Prepositional 
constructions: 
NP1 IN NP2 

I believe that unless we take this issue 
seriously, the red squirrel is facing 
eventual <e1>extinction</e1> from 
the <e2>woods</e2>  of Scotland. 

Verbal construc-
tions: 
NP1 VB NP2 

On both of my systems, the 
<e1>reboot</e1> produced the omi-
nous <e2>message</e2> 'Missing 
operating system'. 

Verbal preposi-
tional construc-
tions: 
NP1 VB IN NP2 

Manila radio station DZMM quoted 
survivors as saying that the 
<e1>fire</e1> started with an 
<e2>explosion</e2>  in the cargo hold 
and spread across the ship within min-
utes. 

Table 3. The most frequent patterns found in the 
training corpus. 

For the pattern-dependent methods we adapted 
some of our existing binary and multi-class classi-
fiers to work with the SRN relations.  

For the SRN system we used only one binary 
classifier built for the Part-Whole relation (relation 
6) using the ISS learning algorithm and 
trained/tested on the examples used in (Girju, 
Badulescu, and Moldovan, 2006) and different 
multi-class classifiers for the first 4 patterns from 
Table 3 built using DT, SVM, SS, and NB learning 
algorithms trained on a corpus annotated with 40 
semantic relations (extracted from Wall Street 
Journal articles from the TreeBank collection and 
LATimes articles from TREC 9 collection) that 
includes the 7 SRN relations (or equivalents). 
(Badulescu, 2004) gives more details on this list of 
relations (definitions, examples, distribution on 
corpus, etc). Table 4 shows the accuracy of these 
classifiers on other WSJ and LAT articles for the 

40 LCC relations and respectively Part-Whole rela-
tion for the most frequent patterns from the SRN 
corpus (Table 3). 

Pattern cluster  SS DT NB SVM ISS 
Noun compounds 52.54 47.8 53.45 74.79 73.59 
S-genitives 62.27 56.2 58.27 72.66 87.26 
Of-genitives 67.55 53.1 54.63 72 87.26 
Prepositional con-
structions 

43.48 43.3 41.92 64.52 75.97 

Table 4. The accuracy of the SRNPAT classifiers for 
the list of 40 LCC relations and the Part-Whole Rela-
tion.  

2.3 Relation Selection 

Any of the SRN or SRNPAT classifiers can return 
a relation for a pair of arguments. The best relation 
is selected by weighting them using the following 
predefined rules:  
� The relations returned by the SRN classifiers 
weight more than the ones returned by SRNPAT 
classifiers because they were trained on the task 
annotated examples 
� The relations returned by the binary classifiers 
weight more than the ones returned by multi-class 
classifiers because they focus on one relation and 
therefore are more precise.  

3 Exper imental Results 

3.1 Exper iments on Testing 

During the competition we performed several 
experiments to assess the correct combination of 
classifiers that leads to the best results. 

The organizer provided 140 examples for each 
of the 7 relations. For testing the classifiers we 
trained the system on the first 110 examples and 
tested it on the last 30 of them.  

We performed different sets of experiments. 
� Exper iments with one type of classifiers. 
These experiments showed that ME has a best per-
formance (55.1) 10.05 more than DT and 8.05 
more than SV. ME also got the highest score for 
Cause-Effect, while DT obtained the best score for 
Product-Producer.  
� Exper iments with multiple classifiers. These 
experiments showed that DT+SV+SS+ISS has the 
best score (66.72) followed by DT+SS+ISS with 
55.66. Also by adding the SS and ISS classifiers 
the DT score increased with 10.51, the SV score 
with 5.81 and the DT+SV with 20.57.   
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� Exper iments with types of methods. These 
experiments showed that the SRN methods (with a 
score 0.44) are better than the SRNPAT methods 
(with a score of 0.41) with 0.03 which was ex-
pected since SRN were trained on provided exam-
ples. 

Table 5 shows the results of our SRN system 
when using specific classifiers or a combination of 
classifiers. The time did not permit us to do any 
experiments with the ME and NB classifiers.  

Classifier  Combination Average F-measure 

DT 45.05 

SV 47.05 

ME 55.10 

DT+SV 46.15 

DT+SS+ISS 55.66 

SV+SS+ISS 52.96 

DT+SV+SS+ISS 66.72 

SRN 44.31 

SRNPAT 41.15 

Table 5. The results of some of our experiments with 
the different classifiers on the testing corpus. 

We submitted the DT+SS+ISS version because 
of its closeness to the normal distribution rather 
than DT+SV+SS+ISS that had a better f-measure 
but it was closer to All-True. The evaluation re-
sults showed that the testing examples we used 
were representative and the DT+SV+SS+ISS pro-
duce better results.  

3.2 Results 

Table 6 shows the results obtained by our sys-
tem on the evaluation corpus for the B4 case (using 
WordNet but not the query and all the training ex-
amples.  

Relation Precision Recall F-measure Accuracy 
1 50.8 73.2 60.0 50.0 
2 54.5 31.6 40.0 53.8 
3 66.7 100.0 80.0 66.7 
4 80.0 22.2 34.8 63.0 
5 42.2 65.5 51.4 42.3 
6 39.6 80.8 53.2 48.6 
7 57.1 31.6 40.7 51.4 

Avg 55.9 57.8 51.4 53.7 
Table 6. The results of our system on the evaluation 

corpus. 

Table 7 shows a comparison of our results with 
the following baseline systems: All-True, a system 
that always returns true, Majority, a system that 

always returns the majority value from the training, 
and Prob-Match, a system that randomly generate 
the value. We have obtained a larger precision and 
accuracy than the All-True and the Prob-Match 
systems. However, we obtained a lower recall and 
therefore an F-measure. 

System Preci-
sion 

Recall F-
measure 

Accuracy 

All-True 48.5 100.0 64.8 48.5 
Major ity 81.3 42.9 30.8 57.0 
Prob-Match 48.5 48.5 48.5 51.7 
LCC-SRN 55.9 57.8 51.4 53.7 

Table 7. Comparison with the baselines. 

3.3 Discussions 

The results are promising. However, there is still 
room for improvement. The system was developed 
in a limited time, and therefore it could have been 
benefited from more features, feature selection, 
more experiments, a more complex relation selec-
tion scheme (using learning), more patterns, and 
more types of machine learning algorithms (espe-
cially unsupervised ones).  

4 Conclusion 

We presented a system for classifying the semantic 
relations between nominals that combines the re-
sults of different methods (pattern-dependent or 
pattern-independent) and machine learning algo-
rithms (decision tree, support vector machines, se-
mantic scattering, maximum entropy, naïve bayes, 
etc). The classifiers use lexical, semantic, and syn-
tactic features and external resources like WordNet 
and an in-house Named Entity dictionary.    

References 

Adriana Badulescu. 2004. Classification of Semantic 
Relations between Nouns. PhD Dissertation. Univer-
sity of Texas at Dallas. 

Dan Moldovan and Adriana Badulescu. 2005. A Seman-
tic Scattering Model for the Automatic Interpretation 
of Genitives. In Proceedings of HLT/EMNLP 2005. 

Roxana Girju, Adriana Badulescu, and Dan Moldovan. 
2006. Automatic Discovery of Part-Whole Relations. 
Computation Linguistics, 32:1.  

Roxana Girju et al. 2007. Classification of Semantic 
Relations between Nominals: Description of Task 4 
in SemEval-1, In Proceedings of ACL-2007, SemE-
val-1 Workshop.  

218



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 219–222,
Prague, June 2007. c©2007 Association for Computational Linguistics

LCC-TE: A Hybrid Approach to  

Temporal Relation Identification in News Text 

Congmin Min 
Language Computer Corporation 

1701 N. Collins Blvd. Suite 2000 

Richardson, TX 75080 

cmin@languagecomputer.com 

 

Munirathnam Srikanth 
Language Computer Corporation 

1701 N. Collins Blvd, Suite 2000 

Richardson, TX 75080 

Srikanth.munirathnam 

@languagecomputer.com 

Abraham Fowler 
Language Computer Corporation 

1701 N. Collins Blvd, Suite 2000 

Richardson, TX 75080 

abraham@languagecomputer.com 

 

 

 

Abstract 

This paper explores a hybrid approach to 

temporal information extraction within the 

TimeML framework. Particularly, we focus on 

our initial efforts to apply machine learning 

techniques to identify temporal relations as 

defined in a constrained manner by the 

TempEval-2007 task. We explored several 

machine learning models and human rules to 

infer temporal relations based on the features 

available in TimeBank, as well as a number of 

other features extracted by our in-house tools. 

We participated in all three sub-tasks of the 

TempEval task in SemEval-2007 workshop 

and the evaluation shows that we achieved 

comparable results in Task A & B and 

competitive results in Task C.       

1 Introduction 

There has been a growing interest in temporal 

information extraction in recent years, as more and 

more operational NLP systems demands dealing 

with time-related issues in natural languages. In 

this paper, we report on an end-to-end system that 

is capable of automating identification of temporal 

referring expressions, events and temporal 

relations in text by leveraging various NLP tools 

and linguistic resources at LCC.  

It has to be noted that the system we report here 

is not only intended for TempEval 2007 

evaluation, but will also be used as a NLP tool for 

our other applications (e.g. temporal Question 

Answering). That is why we experimented to use 

our own temporal and event extraction capabilities 

in this work, although time and event tags have 

already been provided in the testing/training data. 

Another reason we use our own temporal tagging 

is that our temporal tagger extracts more 

information than that available in the 

training/testing data. For instance, temporal signals 

are removed from the data that the task organizers 

provide, but our temporal tagger detects that, as 

part of the tagging procedure. The following is an 

example for the tagged expression “on this coming 

Sunday”. 
 <ArgStructure id="65" type="timex"> 
      <argRef type="determiner" tokStr="this"/> 

       <argRef type="directionIndicator”  tokStr="coming"/> 

       <argRef type="focus"  tokStr="Sunday"/> 
       <argRef type="prepSignal”  tokStr="on"/> 

       <argRef type="head"  tokStr="this coming Sunday"/> 

       <argRef type="root"  tokStr="on this coming Sunday"/> 
      <argValue type="focusType" value="weekOfDay"/> 

      <argValue type="subType" value="Fuzzy"/> 

      <argValue type="type" value="Date"/> 
</ArgStructure> 

Our data structure allows us to easily access and 

manipulate any part of the tagged chunk of text, 

which leaves the interpretation of whether the 

temporal signal on in the example is part of the 

temporal expression to users of temporal tagger. 

Taking as input this data structure, the 

normalization, including relative date resolution, is 

a straightforward process, provided that the 

reference time can be computed from the context. 

For temporal relation identification, by 

leveraging the capabilities of our temporal tagger, 

event tagger and several other in-house NLP tools, 

we derive a rich set of syntactic and semantic 

features for use by machine learning. We also 

explored the possibility of combining the rule-

based approach with machine learning in an 

integrated manner so that our system can take 

advantage of these two approaches for temporal 

relation identification. 

2 System Architecture 

The overall architecture of our end-to-end system 

is illustrated in Figure 1 (Page 2).  
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In addition to several common NLP tools, e.g. 

Named Entity Recognizer, we use syntactic and 

semantic parsers to identify syntactic and semantic 

roles (e.g. AGENT or SUBJECT) of event terms 

and a context detector to detect linguistic contexts 

in a discourse. We use such information as 

extended features for machine learning. The 

Temporal Tagger tags and normalizes temporal 

expressions conforming to the TimeML guideline. 

The Temporal Merger compares our own temporal 

and event tagging with those supplied in 

training/testing data. If there is any inconsistency, 

it will replace the former with the latter, which 

guarantees that our temporal and event tagging are 

the same as those in training/testing data. Feature 

Extractor extracts and composes features from 

documents processed by the NLP tools. Machine 

Learner and Human Rule Predictor take as input 

the feature vector for each instance to predict 

temporal relation. The Human Rule Predictor is a 

rule interpreter that read hand-crafted rules from 

plain text file to match each event instance 

represented by a feature vector.  

Note that in Figure 1, Syntactic Parsing is done 

by a probabilistic chart parser, which generates full 

parse tree for each sentence. Syntactic Pattern 

Matching is performed by a syntactic pattern 

matcher, which operates on parse trees produced 

by chart parser and used by Temporal Tagger to 

tag and normalize temporal expressions.  

 

 

 

 

 

 

 

 

 

 

 

 

      
   Figure 1. Overall System Architecture 

3 Feature Engineering 

While temporal tagging and normalization is rule-

based in our system, temporal relation 

identification is a combination of machine learning 

and rule-based approaches. For machine learning, 

the feature set for the three tasks A, B and C we 

engineered consist of what we call 1) first-class 

features; 2) derived features; 3) extended features, 

and 4) merged features. The way we name the type 

of features is primarily for illustrating purpose.  

3.1 First-class Features 

The first-class features consist of: 
• Event Class 

• Event Stem 

• Event and time strings 

• Part of Speech of event terms 

• Event Polarity 

• Event Tense 

• Event Aspect 

• Type of temporal expression 

• Value of temporal expression 

The set of first-class features, which are directly 

obtained from the markups of training/testing data, 

are important, because most of them, including 

Event Class, Event Stem, POS, Tense and Type of 

Temporal Expression, have a great impact on 

performance of machine learning classifiers, 

compared with effects of other features. 

3.2.2 Derived Features  

From the first-class features, we derive and 

compute a number of other features: 
• Tense and aspect shifts

1
 

• Temporal Signal 

• Whether an event is enclosed in quotes 

• Whether an event has modals prior to it  

• Temporal relation between the Document 

Creation Time and temporal expression in the 

target sentence. 

The way we compute tense and aspect shifts is 

taking pair of contiguous events and assign a 

true/false value to each relation instance based on 

whether tense or shift change in this pair. Our 

experiments show that these two features didn't 

contribute to the overall score, probably because 

they are redundant with the Tense and Aspect 

features of each event term. Temporal Signal 

                                                 
1
 Initially used in (Mani, et. al. 2003) 

Human Rule Predictor Machine Learning 

ML Testing Documents with New 

TLINKs 

Word Sense Disambiguation 

NE & POS Tagging 

Syntactic Parsing 

Syntactic Pattern Matching 

Semantic Parsing 
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represents temporal prepositions and they slightly 

contribute to the overall score of classifiers.  

The last feature in this category is the Temporal 

Relation between the Document Creation Time and 

the Temporal Expression in the target sentence. 

The value of this feature could be “greater than”, 

“less than”, “equal”, or “none”. Experiments show 

that this is an important feature for Task A and B, 

because it contributes several points to the overall 

score. This value may be approximate for a 

number of reasons. For example, we can’t directly 

compare a temporal expression of type Date with 

another expression of type Duration. However, 

even if we apply a simple algorithm to compute 

this relationship, it results in a noticeably positive 

effect on the performance of the classifier.      

3.2.3 Extended Features 

Features in the third category are extracted by our 

in-house tools, including: 
• Whether an event term plays primary semantic 

or syntactic roles in a sentence 

• Whether an event and a temporal expression 

are situated within the same linguistic context 

• Whether two event terms co-refer in a 

discourse (This feature is only used for Task C) 

Investigation reveals that different types of 

events defined in TimeML may or may not have 

specific semantic or syntactic roles (e.g. THM or 

OBJECT) in a particular context, therefore having 

an impact on their ways to convey temporal 

meanings. Experiments show that use of semantic 

and syntactic roles as binary features slightly 

increases performance.              

The second feature in this category is Context 

feature. We use a context detection tool, which 

detects typical linguistic contexts, such as 

Reporting, Belief, Modal, etc. to decide whether an 

event and a temporal expression are within one 

context. For example
2
,  

• The company has reported declines in 

operating profit in each of the past three 

years, despite steady sales growth.  

In this example, we identify a Reporting context 

with its signal reported. The temporal expression 

each of the past three years and the event declines 

are within the same context (the feature value 

would be TRUE). We intend this feature can help 

                                                 
2
 This sentence is taken from the file wsj_0027.tml in 

TempEval 2007’s training data.  

solve the problem of anchoring an event to its 

actual temporal expressions. In fact, we don't 

benefit from the use of this feature, probably 

because detecting those linguistic contexts is a 

problem in itself. 

The third feature in this category is co-

referential feature, which is only used for Task C. 

This feature indicates if two event terms within or 

outside one sentence are referring to the same 

event. Experiments show that this global feature 

produces a positive effect on the overall 

performance of the classifier.    

3.2.4 Merged Features  

The last type of feature we engineered is the 

merged feature. Due to time constraint, as well as 

the fact that the system for Task B produces better 

results than Task A and C, we only experimented 

merging the output of the system for Task B into 

the feature set of Task C and we achieved 

noticeable improvements because of adding this 

feature. 

Most of the features introduced above are 

experimented in all three tasks A, B and C, except 

that the co-referential feature and the merged 

feature are only used in Task C. Also, in Task C 

since for each relation there are two events and 

possibly two temporal expressions, the number of 

features used is much more than that in Task A and 

B. The total number of features for Task C's 

training is 35 and 33 for testing.  

3.1 Combination of Machine Learning and 

Human Rule 

The design of our system allows both human rule-

based and machine learning-based decision 

making. However, we have not decided exactly in 

what situations machine learning and human rule 

prediction should be used given a particular 

instance. The basic idea here is that we want to 

have the option to call either component on the fly 

in different situations so that we can take 

advantage of the two empirical approaches in an 

integrated way. We did some initial experiments 

on dynamically applying Human Rule Predictor 

and Machine Learner on Task B and we were able 

to obtain comparable results with or without using 

hand-crafted rules. As pointed out in (Li, et, al. 

2006), Support Vector Machine, as well as other 

classifiers, makes most mistakes near the decision 

plane in feature space. We will investigate the 
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possibility of applying human rule prediction to 

those relation instances where Machine Learning 

makes most mistakes.  

3.2 Experiments and Results 

Based on the features discussed in Section 3.3, we 

did a series of experiments for each task on four 

models: Naive-Bayes, Decision Tree (C5.0), 

Maximum Entropy and Support Vector Machine. 

Due to space constraint, we only report results 

from SVM model
3
, which produces best 

performance in our case.  

We here report two sets of performance numbers. 

The first set is based on our evaluation against a 
set of held-out data, 20 documents for each task, 

which were taken from the training data. The 

second set of performance numbers is based on 

evaluation against the final testing data provided 
by task organizers.  

strict relaxed  

P R F P R F 

Task A 0.68 0.68 0.68 0.69 0.69 0.69 

Task B 0.80 0.80 0.80 0.82 0.82 0.82 

Task C 0.63 0.63 0.63 0.67 0.67 0.67 

Table 1. Performance figures evaluated against held-out data 

 

strict relaxed  

P R F P R F 

Task A 0.59 0.57 0.58 0.61 0.60 0.60 

Task B 0.75 0.71 0.73 0.75 0.72 0.74 
Task C 0.55 0.55 0.55 0.60 0.60 0.60 

Table 2. Performance figures evaluated against testing data 

 

strict relax Team 

P R F P R F 

Ours 0.59 0.57 0.58 0.61 0.60 0.60 

Average 0.59 0.54 0.56 0.62 0.57 0.59 

Best 0.62 0.62 0.62 0.64 0.64 0.64 

Table 3. Performance figures in Comparison for Task A 

 

strict relax Team 

P R F P R F 

Ours 0.75 0.71 0.73 0.76 0.72 0.74 

Average 0.76 0.72 0.74 0.78 0.74 0.75 

Best 0.80 0.80 0.80 0.84 0.81 0.81 

Table 4. Performance figures in comparison for Task BBBB    
 

strict relax Team 

P R F P R F 

OursOursOursOurs 0.55 0.55 0.55 0.60 0.60 0.60 

AverageAverageAverageAverage 0.51 0.51 0.51 0.60 0.60 0.60 

BestBestBestBest 0.55 0.55 0.55 0.66 0.66 0.66 

Table 5555. Performance figures in comparison for Task CCCC 

                                                 
3
 We use the LIBSVM implementation of SVM, 

available at http://www.csie.ntu.edu.tw/cjlin/libsvm 

According to Table 1 and 2, it appears that there 

are significant differences between the TLINK 

patterns in the held-out data and the final testing 

data, since the performance of the classifier shows 

an apparent discrepancy in two cases.  

Table 3, 4 and 5 show performance numbers of 

our system, the average and the best system in 

comparison. There are six teams in total 

participating in the TempEval 2007 evaluation this 

year.   

4 Conclusion 

We participated in the SemEval2007 workshop and 

achieved encouraging results by devoting our 

initial efforts in this area. In next step, we plan to 

seek ways to expand the training data, implement 

quality human rules by performing rigorous data 

analysis, and explore use of more features for 

machine learning through feature engineering.   
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Abstract

This document describes the Word Sense Disam-
biguation system used by Language Computer Cor-
poration at English Coarse Grained All Word Task
at SemEval 2007. The system is based on two su-
pervised machine learning algorithms: Maximum
Entropy and Support Vector Machines. These algo-
rithms were trained on a corpus created from Sem-
Cor, Senseval 2 and 3 all words and lexical sample
corpora and Open Mind Word Expert 1.0 corpus.
We used topical, syntactic and semantic features.
Some semantic features were created using WordNet
glosses with semantic relations tagged manually and
automatically as part of eXtended WordNet project.
We also tried to create more training instances from
the disambiguated WordNet glosses found in XWN
project (XWN, 2003). For words for which we could
not build a sense classifier, we used First Sense in
WordNet as a back-off strategy in order to have cov-
erage of 100%. The precision and recall of the over-
all system is 81.446% placing it in the top 5 systems.

1 Introduction

The performance of a Word Sense Disambiguation
(WSD) system using a finite set of senses depends
greatly on the definition of the word senses. Fine
grained senses are hard to distinguish while coarse
grained senses tend to be more clear. Word Sense
Disambiguation is not a final goal, but it is an in-
termediary step used in other Natural Processing ap-
plications like detection of Semantic Relations, In-
formation Retrieval or Machine Translation. Word

Sense Disambiguation is not useful if it is not per-
formed with high accuracy (Sanderson, 1994). A
coarse grained set of sense gives the opportunity to
make more precise sense distinction and to make a
Word Sense Disambiguation system more useful to
other tasks.

Our goal at SemEval 2007 was to measure the per-
formance of known supervised machine learning al-
gorithm using coarse grained senses. The idea of us-
ing supervised machine learning for WSD is not new
and was used for example in (Ng and Lee, 1996).
We made experiments with two supervised methods:
Maximum Entropy (ME) and Support Vector Ma-
chines (SVM). These supervised algorithms were
used with topical, syntactic and semantic features.
We trained a classifier for each word using both su-
pervised algorithms. New features were added in
3 incremental steps. After an initial set of experi-
ments the algorithm performance was enhanced us-
ing a greedy feature selection algorithm similar to
one in (Mihalcea, 2002). In order to increase the
number of training instances, we tried to use the
disambiguated WordNet glosses from XWN project
(XWN, 2003). Combining other corpora with dis-
ambiguated glosses from XWN did not provide any
improvement so we used XWN as a fall back strat-
egy for 70 words that did not have any training ex-
amples in other corpora but XWN.

Section 2 describes the supervised methods used
by our WSD system, the pre-processing module and
the set of features. Section 3 presents the exper-
iments we performed and their results. Section 4
draws the conclusions.

223



2 System Description

The system contains a preprocessing module used
before computing the values of the features needed
by the machine learning classifiers. The preprocess-
ing module perform the following steps:

� Tokenization: using an in house text tokenizer
� Named Entity Recognition: using an in house

system
� Part of Speech Tagging: normally we use the

Brill tagger, but we took advantage of the part
of speech tags given in the test file

� WordNet look-up to check if the word exists
in WordNet and to get its lemma, possible part
of speech for that lemma and if the word has
a single sense or not. For SemEval English
Coarse All Words task we took advantage by
the lemma provided in the test file.

� Compound concept detection: using a classifier
based on WordNet

� Syntactic Parsing: using an in-house imple-
mentation of Collin’s parser (Glaysher and
Moldovan, 2006)

The Maximum Entropy classifier is a C++ imple-
mentation found on web (Le, 2006). The classifier
was adapted to accept symbolic features for classifi-
cation tasks in Natural Language Processing.

For training SVM classifiers we used LIBSVM
package (Chang and Lin, 2001). Each symbolic fea-
ture can have a single value from a finite set of val-
ues or can be assigned a subset of values from the set
of all possible values. For each value we created a
mapping between the feature value and a dimension
in the N-dimensional classification space and we as-
signed the number 1.0 to that dimension if the fea-
ture had the corresponding value or 0.0 otherwise.

We first performed experiments with our existing
set of features used at Senseval 3 All Words task. We
call this set

�����
. Then we made three incremental

changes to improve the performance.
The initial set contains the following features:

current word form (CRT WORD) and part of speech
(CRT POS), contextual features (CTX WORD) in
a window (-3,3) words, collocations in a window
of (-3,3) words (COL WORD), keywords (KEY-
WORDS) and bigrams (BIGRAMS) in a window of
(-3,3) sentences, verb mode (VERB MODE) which

can take 4 values: ACTIVE, INFINITIVE, PAST,
GERUND, verb voice (VERB VOICE) which can
take 2 values ACTIVE, PASSIVE, the parent of the
current verb in the parse tree (CRT PARENT) (ex:
VP, NP), the first ancestor that is not VP in the parse
tree (RAND PARENT) (like S, NP, PP, SBAR) and
a boolean flag indicating if the current verb belongs
to the main clause or not (MAIN CLAUSE).

We added new features to the initial set. We call
this set

�����
.

� The lemmas of the contextual words in the win-
dow of (-3, 3) words around the target word
(CTX LEMMA).

� Collocations formed with the lemma of sur-
rounding words in a window of (-3, 3)
(COL LEMMA)

� The parent of the contextual words in the parse
tree in the window of (-3, 3) words around tar-
get word.

� Collocations formed with the parents of the sur-
rounding words in the window (-3, 3) words
around the target word (COL PARENT).

� Occurrences in the current sentence of the
words that are linked to the current word with
a semantic relation of AGENT or THEME in
WordNet 2.0 glosses (XWN LEMMA).
We used files from XWN project (XWN, 2003)
containing WordNet 2.0 glosses that were sense
disambiguated and tagged with semantic rela-
tions both manually and automatically. For
each word to be disambiguated we created a
signature consisting of the set of words that
are linked with a semantic relation of THEME
or AGENT in all WordNet glosses. For every
word in this set we created a feature showing if
that word appears in the current sentence con-
taining the target word.

Then we added a new feature consisting of all
the named entities in a window of (-5,5) sentences
around the target word. We called this feature
NAMED ENTITIES. We created the feature set���	�

by adding this new feature to
���
�

.
In the end we applied a greedy feature selection

algorithm to features in
���
�

inspired by (Mihal-
cea, 2002). Because feature selection was running
very slow, the feature selection algorithm was run
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CTX WORD 1 CTX WORD -2 CTX LEMMA 1 COL POS -2 0
CTX POS 1 CTX WORD -1 CTX LEMMA 2 COL LEMMA 0 1

CTX WORD 2 COL PARENT -3 -1 CTX LEMMA 3 COL PARENT -2 2
CRT WORD COL PARENT -3 2 NAMED ENTITIES CTX POS 3

CTX WORD -3 CTX WORD 3 COL PARENT -1 1 COL WORD -1 1

Table 1: The feature set
�����

obtained from the features most selected by the greedy selection algorithm
applied to all the words in Senseval 2

only for words in Senseval 2 English lexical sample
task and the top 20 features appearing the most often
(at least 5 times) in the selected feature set for each
word were used to create feature set

�����
presented

in table 1.

3 Experiments and results

For SemEval 2007 we performed several experi-
ments: we tested ME and SVM classifiers on the
4 feature sets described in the previous section and
then we tried to improve the performance using dis-
ambiguated glosses from XWN project. Each set of
experiments together with the final submission is de-
scribed in detail below.

3.1 Experiments with different feature sets

Initially we made experiments with the set of fea-
tures used at Senseval 3 All Words task. For training
the ME and SVM classifiers, we used a combined
corpus made from SemCor, Senseval 3 All Words
corpus, Senseval 3 Lexical Sample testing and train-
ing corpora and Senseval 2 Lexical sample train-
ing corpus. For testing we used Senseval 2 Lexi-
cal Sample corpus. We made 3 experiments for the
first three feature sets

��� �
,
��� �

,
��� �

. Both algo-
rithms attempted to disambiguate all the words (cov-
erage=100%) so the precision is equal with recall.
The precision of each algorithm on each feature set
is presented in table 2.

Algorithm ����� ���	� ����
 �����
ME 76.03% 75.86% 76.03% 77.56%

SVM 73.30% 71.36% 71.46% 71.90%

Table 2: The precision of ME and SVM classifiers
using 4 sets of features.

After the first 3 experiments we noticed that both
ME and SVM classifiers had good results using the
first set of features

�����
. This seemed odd since we

Corpus Precision
SemCor 79.61%
XWN 57.21%

SemCor+XWN 79.44%

Table 3: The precision using SemCor and disam-
biguated glosses from XWN project

expected an increase in performance with the addi-
tional features. This led us to the idea that not all
the features are useful for all words. So we created a
greedy feature selection algorithm based on the per-
formance of the SVM classifier (Mihalcea, 2002).
The feature selection algorithm starts with an empty
set of features

�
, and iteratively adds one feature

from the set of unused features  . Initially the set
 contains all the features. The algorithm iterates
as long as the overall performance increase. At each
step the algorithm adds tentatively one feature from
the set  to the existing feature list

�
and measures

the performance of the classifier on a 10 fold cross
validation on the training corpus. The feature pro-
viding the greatest increase in performance is finally
added to

�
and removed from  .

The feature selection algorithm turned out to be
very slow, so we could not use it to train all the
words. Therefore we used it to train only the words
from Senseval 2 Lexical Sample task and then we
computed a global set of features by selecting the
first 20 features that were selected the most (at least
5 times).

This list of features was named
� ���

. Table 2 that
SVM classifier with

��� �
did not get a better per-

formance than
� � �

while ME surprisingly did get
1.53% increase in performance. Given the higher
precision of ME classifier, it was selected for creat-
ing the submission file.
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3.2 Experiments using disambiguated glosses
from XWN project

The ME classifier works well for words with enough
training examples. However we found many words
for which the number of training examples was too
small. We tried to increase the number of training
examples using the disambiguated WordNet glosses
from XWN project. Not all the senses in the dis-
ambiguated glosses were assigned manually and the
text of the glosses is different than normal running
text. However we were curious if we could im-
prove the overall performance by adding more train-
ing examples. We made 3 experiments showed in
table 3. For all three experiments we used Sense-
val 2 English All Words corpus for testing. On the
first experiment we used SemCor for training, on the
second we used disambiguated glosses from XWN
project and on the third we used both. XWN did not
bring an improvement to the overall precision, so we
decided to use XWN as a fall back strategy only for
70 words that did not have training examples is other
corpora.

3.3 Final Submission

For final submission we used trained ME models
using feature set

�����
for 852 words, representing

1715 instances using SemCor, Senseval 2 and 3
English All Words and Lexical Sample testing and
training and OMWE 1.0. For 50 words represent-
ing 70 instances, we used disambiguated WordNet
glosses from XWN project to train ME classifiers
using feature set

�����
. For the rest of 484 words for

which we could not find training examples we used
the First Sense in WordNet strategy. The submitted
answer had a 100% coverage and a 81.446% preci-
sion presented in table 4.

LCC-WSD 81.446%
Best submission 83.208%

Table 4: The LCC-WSD and the best submission at
SemEval 2007 Coarse All Words Task

4 Conclusions

LCC-WSD team used two supervised approaches
for performing experiments using coarse grained
senses: Maximum Entropy and Support Vector Ma-

chines. We used 4 feature sets: the first one was the
feature set used in Senseval 3 and next two repre-
senting incremental additions. The fourth feature set
represents a global set of features obtained from the
individual feature sets for each word resulted from
the greedy feature selection algorithm used to im-
prove the performance of SVM classifiers. In addi-
tion we used disambiguated WordNet glosses from
XWN to measure the improvement made by adding
additional training examples. The submitted answer
has a coverage of 100% and a precision of 81.446%.
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Abstract

We describe our contribution to the SemEval

task on Frame-Semantic Structure Extrac-

tion. Unlike most previous systems de-

scribed in literature, ours is based on depen-

dency syntax. We also describe a fully auto-

matic method to add words to the FrameNet

lexical database, which gives an improve-

ment in the recall of frame detection.

1 Introduction

The existence of links between grammatical rela-

tions and various forms of semantic interpretation

has long been observed; grammatical relations play

a crucial role in theories of linking, i.e. the realiza-

tion of the semantic arguments of predicates as syn-

tactic units (Manning, 1994; Mel’čuk, 1988). Gram-

matical relations may be covered by many defini-

tions but it is probably easier to use them as an exten-

sion of dependency grammars, where relations take

the form of arc labels. In addition, some linguistic

phenomena such as wh-movement and discontinu-

ous structures are conveniently described using de-

pendency syntax by allowing nonprojective depen-

dency arcs. It has also been claimed that dependency

syntax is easier to understand and to teach to people

without a linguistic background.

Despite these advantages, dependency syntax has

relatively rarely been used in semantic structure ex-

traction, with a few exceptions. Ahn et al. (2004)

used a post-processing step to convert constituent

trees into labeled dependency trees that were then

used as input to a semantic role labeler. Pradhan et

al. (2005) used a rule-based dependency parser, but

the results were significantly worse than when using

a constituent parser.

This paper describes a system for frame-semantic

structure extraction that is based on a dependency

parser. The next section presents the dependency

grammar that we rely on. We then give the de-

tails on the frame detection and disambiguation, the

frame element (FE) identification and classification,

and dictionary extension, after which the results and

conclusions are given.

2 Dependency Parsing with the Penn

Treebank

The last few years have seen an increasing interest

in dependency parsing (Buchholz and Marsi, 2006)

with significant improvements of the state of the art,

and dependency treebanks are now available for a

wide range of languages. The parsing algorithms

are comparatively easy to implement and efficient:

some of the algorithms parse sentences in linear time

(Yamada and Matsumoto, 2003; Nivre et al., 2006).

In the semantic structure extraction system, we

used the Stanford part-of-speech tagger (Toutanova

et al., 2003) to tag the training and test sentences and

MaltParser, a statistical dependency parser (Nivre et

al., 2006), to parse them.

We trained the parser on the Penn Treebank (Mar-

cus et al., 1993). The dependency trees used to

train the parser were created from the constituent

trees using a conversion program (Johansson and

Nugues, 2007)1. The converter handles most of

the secondary edges in the Treebank and encodes

those edges as (generally) nonprojective dependency

arcs. Such information is available in the Penn Tree-

bank in the form of empty categories and secondary

edges, it is however not available in the output of

traditional constituent parsers, although there have

been some attempts to apply a post-processing step

to predict it, see Ahn et al. (2004), inter alia.

Figures 1 and 2 show a constituent tree from the

Treebank and its corresponding dependency tree.

Note that the secondary edge from the wh-trace to

Why is converted into a nonprojective PRP link.

3 Semantic Structure Extraction

This section describes how the dependency trees are

used to create the semantic structure. The system

1Available at http://nlp.cs.lth.se/pennconverter
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Figure 1: A constituent tree from the Penn Treebank.

Why would intelligent beings kidnap seven Soviet mailmen ?
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Figure 2: Converted dependency tree.

is divided into two main components: frame detec-

tion and disambiguation, and frame element detec-

tion and classification.

3.1 Frame Detection and Disambiguation

3.1.1 Filtering Rules

Since many potential target words appear in

senses that should not be tagged with a frame, we

use a filtering component as a first step in the frame

detection. We also removed some words (espe-

cially prepositions) that caused significant perfor-

mance degradation because of lack of training data.

With the increasing availability of tagged running

text, we expect that we will be able to replace the

filtering rules with a classifier in the future.

• have was retained only if it had an object,

• be only if it was preceded by there,

• will was removed in its modal sense,

• of course and in particular were removed,

• the prepositions above, against, at, below, be-

side, by, in, on, over, and under were removed

unless their head was marked as locative,

• after and before were removed unless their

head was marked as temporal,

• into, to, and through were removed unless their

head was marked as direction,

• as, for, so, and with were always removed,

• since the only sense of of was PARTITIVE,

we removed it unless it was preceded by only,

member, one, most, many, some, few, part, ma-

jority, minority, proportion, half, third, quar-

ter, all, or none, or if it was followed by all,

group, them, or us.

We also removed all targets that had been tagged

as support verbs for some other target.

3.1.2 Sense Disambiguation

For the target words left after the filtering, we

used a classifier to assign a frame, following

Erk (2005). We trained a disambiguating SVM clas-

sifier on all ambiguous words listed in FrameNet. Its

accuracy was 84% on the ambiguous words, com-

pared to a first-sense baseline score of 74%.

The classifier used the following features: target

lemma, target word, subcategorization frame (for

verb targets only), the set of dependencies of the

target, the set of words of the child nodes, and the

parent word of the target.

The subcategorization frame feature was formed

by concatenating the dependency labels of the chil-

dren, excluding subject, parentheticals, punctuation

and coordinations. For instance, for kidnap in Fig-

ure 2, the feature is PRP+OBJ.

3.1.3 Extending the Lexical Database

Coverage is one of the main weaknesses of the

current FrameNet lexical database – it lists only

10,197 lexical units, compared to 207,016 word–

sense pairs in WordNet 3.0 (Fellbaum, 1998). We

tried to remedy this problem by training classifiers

to find words that are related to the words in a frame.

We designed a feature representation for each

lemma in WordNet, which uses a sequence of iden-

tifiers for each synset in its hypernym tree. All

senses of the lemma were used, and the features

were weighted with respect to the relative frequency

of the sense. Using this feature representation, we

trained an SVM classifier for each frame that tells

whether a lemma belongs to that frame or not.

The FrameNet dictionary could thus be extended

by 18,372 lexical units. If we assume a Zipf distri-

bution and that the lexical units already in FrameNet

are the most common ones, this would increase the

228



coverage by up to 9%. In the test set, the new lexical

units account for 53 out of the 808 target words our

system detected (6.5%). We roughly estimated the

precision to 70% by manually inspecting 100 ran-

domly selected words in the extended dictionary.

This strategy is most successful when the frame

is equivalent to one or a few synsets (and their

subtrees). For instance, for the frame MEDI-

CAL_CONDITION, we can add the complete sub-

tree of the synset pathological state, resulting in

641 new lemmas referring to all sorts of diseases.

On the other hand, the strategy also works well for

motion verbs (which often exhibit complex patterns

of polysemy): 137 lemmas could be added to the

SELF_MOTION frame. Examples of frames with fre-

quent errors are LEADERSHIP, which includes many

insects (probably because the most frequent sense

of queen in SemCor is the queen bee), and FOOD,

which included many chemical substances as well

as inedible plants and animals.

3.2 Frame Element Extraction

Following convention, we divided the FE extraction

into two subtasks: argument identification and argu-

ment classification. We did not try to assign multiple

labels to arguments. Figure 3 shows an overview. In

addition to detecing the FEs, the argument identifi-

cation classifier detects the dependency nodes that

should be tagged on the layers other than the frame

element layer: SUPP, COP, NULL, EXIST, and ASP.

The ANT and REL labels could be inserted using

simple rules. Similarly to Xue and Palmer (2004),

Argument
identification

FE

Supp
Cop

Asp
Exist
Null

Argument

None

Self_mover
Path

etc

classification

Figure 3: FE extraction steps.

we could filter away many nodes before the argu-

ment identification step by assuming that the argu-

ments for a given predicate correspond to a subset of

the dependents of the target or of its transitive heads.

Both classifiers were implemented using SVMs

and use the following features: target lemma, voice

(for verb targets only), subcategorization frame (for

verb targets only), the set of dependencies of the tar-

get, part of speech of the target node, path through

the dependency tree from the target to the node, po-

sition (before, after, or on), word and part of speech

for the head, word and part of speech for leftmost

and rightmost descendent.

In the path feature, we removed steps through

verb chains and coordination. For instance, in the

sentece I have seen and heard it, the path from heard

to I is only SBJ↓ and to it OBJ↓.

3.3 Named Entity Recognition

In addition to the frame-semantic information, the

SemEval task also scores named entities. We used

YamCha (Kudo and Matsumoto, 2003) to detect

named entities, and we trained it on the SemEval

full-text training sets. Apart from the word and part

of speech, we used suffixes up to length 5 as fea-

tures. We think that results could be improved fur-

ther by using an external NE tagger.

4 Results

The system was evaluated on three texts. Table 1

shows the results for frame detection averaged over

the test texts. In the Setting colums, the first shows

whether Exact or Partial frame matching was used

by the evaluation script, and the second whether La-

bels or Dependencies were used. Table 2 compares

the results of the system using the extended dictio-

nary with one using the orignal FrameNet dictio-

nary, using the Partial matching and Labels scoring.

The extended dictionary introduces some noise and

thus lowers the precision slightly, but the effects on

the recall are positive. Table 3 shows the aver-

Table 1: Results for frame detection.

Setting Recall Precision F1

E L 0.528 0.688 0.597
P L 0.581 0.758 0.657
E D 0.549 0.715 0.621
P D 0.601 0.784 0.681

Table 2: Comparison of dictionaries.

Dictionary Recall Precision F1

Original 0.550 0.767 0.634
Extended 0.581 0.758 0.657
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aged precision, recall, and F1 measures for differ-

ent evaluation parameters. The third column shows

whether named entities were used (Y) or not (N).

Interestingly, the scores are higher for the seman-

tic dependency graphs than for flat labels, while the

two other teams generally had higher scores for flat

labels. We believe that the reason for this is that we

used a dependency parser, and that the rules that we

used to convert dependency nodes into spans may

have produced some errors. It is possible that the fig-

ures would have been slightly higher if our program

produced semantic dependency graphs directly.

Table 3: Results for frame and FE detection.

Setting Recall Precision F1

E L Y 0.372 0.532 0.438
P L Y 0.398 0.570 0.468
E D Y 0.389 0.557 0.458
P D Y 0.414 0.594 0.488
E L N 0.364 0.530 0.432
P L N 0.391 0.570 0.464
E D N 0.384 0.561 0.456
P D N 0.411 0.600 0.488

5 Conclusion and Future Work

We have presented a system for frame-semantic

structure extraction that achieves promising results.

While most previous systems have been based on

constituents, our system relies on a dependency

parser. We also described an automatic method to

add new units to the FrameNet lexical database.

To improve labeling quality, we would like to ap-

ply constraints to the semantic output so that se-

mantic type and coreness rules are obeyed. In ad-

dition, while the system described here is based on

pipelined classification, recent research on seman-

tic role labeling has shown that significant perfor-

mance improvements can be gained by exploiting

interdependencies between arguments (Toutanova et

al., 2005). With an increasing amount of running

text annotated with frame semantics, we believe that

this insight can be extended to model interdependen-

cies between frames as well.

Our motivation for using dependency grammar is

that we hope that it will eventually make semantic

structure extraction easier to implement and more

theoretically well-founded. How to best design the

dependency syntax is also still an open question.

Ideally, all arguments would be direct dependents of

the predicate node and we could get rid of the sparse

and brittle Path feature in the classifier.
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Abstract

In this paper, we outline our approach to
interpreting semantic relations in nominal
pairs in SemEval-2007 task #4: Classifica-
tion of Semantic Relations between Nomi-
nals. We build on two baseline approaches
to interpreting noun compounds: sense col-
location, and constituent similarity. These
are consolidated into an overall system in
combination with co-training, to expand the
training data. Our two systems attained an
average F-score over the test data of 58.7%
and 57.8%, respectively.

1 Introduction

This paper describes two systems entered in
SemEval-2007 task #4: Classification of Semantic
Relations between Nominals. A key contribution of
this research is that we examine the compatibility of
noun compound (NC) interpretation methods over
the extended task of nominal classification, to gain
empirical insight into the relative complexity of the
two tasks.

The goal of the nominal classification task is to
identify the compatibility of a given semantic re-
lation with each of a set of test nominal pairs,
e.g. between climate and forest in the fragment the
climate in the forest with respect to the CONTENT-
CONTAINER relation. Semantic relations (or SRs)
in nominals represent the underlying interpretation
of the nominal, in the form of the directed relation
between the two nominals.

The proposed task is a generalisation of the more
conventional task of interpreting noun compounds
(NCs), in which we take a NC such as cookie jar and
interpret it according to a pre-defined inventory of

semantic relations (Levi, 1979; Vanderwende, 1994;
Barker and Szpakowicz, 1998). Examples of seman-
tic relations are MAKE,1, as exemplified in apple pie
where the pie is made from apple(s), and POSSES-
SOR, as exemplified in family car where the car is
possessed by a family.

In the SemEval-2007 task, SR interpretation
takes the form of a binary decision for a
given nominal pair in context and a given SR,
in judging whether that nominal pair conforms
to the SR. Seven relations were used in the
task: CAUSE-EFFECT, INSTRUMENT-AGENCY,
PRODUCT-PRODUCER, ORIGIN-ENTITY, THEME-
TOOL, PART-WHOLE and CONTENT-CONTAINER.

Our approach to the task was to: (1) naively treat
all nominal pairs as NCs (e.g. the climate in the for-
est is treated as an instance of climate forest); and
(2) translate the individual binary classification tasks
into a single multiclass classification task, in the in-
terests of benchmarking existing SR interpretation
methods over a common dataset. That is, we take
all positive training instances for each SR and pool
them together into a single training dataset. For each
test instance, we make a prediction according to one
of the seven relations in the task, which we then
map onto a binary classification for final evaluation
purposes. This mapping is achieved by determining
which binary SR classification the test instance was
sourced from, and returning a positive classification
if the predicted SR coincides with the target SR, and
a negative classification if not.

We make three (deliberately naive) assumptions
in our approach to the nominal interpretation task.
First, we assume that all the positive training in-

1For direct comparability with our earlier research, seman-
tic relations used in our examples are taken from (Barker and
Szpakowicz, 1998), and differ slightly from those used in the
SemEval-2007 task.
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stances correspond uniquely to the SR in question,
despite the task organisers making it plain that there
is semantic overlap between the SRs. As a machine
learning task, this makes the task considerably more
difficult, as the performance for the standard base-
lines drops considerably from that for the binary
tasks. Second, we assume that each nominal pair
maps onto a NC. This is clearly a misconstrual of the
task, and intended to empirically validate whether
such an approach is viable. In line with this assump-
tion, we will refer to nominal pairs as NCs for the
remainder of the paper. Third and finally, we assume
that the SR annotation of each training and test in-
stance is insensitive to the original context, and use
only the constituent words in the NC to make our
prediction. This is for direct comparability with ear-
lier research, and we acknowledge that the context
(and word sense) is a strong determinant of the SR
in practice.

Our aim in this paper is to demonstrate the effec-
tiveness of general-purpose SR interpretation over
the nominal classification task, and establish a new
baseline for the task.

The remainder of this paper is structured as fol-
lows. We present our methods in Section 2 and de-
pict the system architectures in Section 4. We then
describe and discuss the performance of our meth-
ods in Section 5 and conclude the paper in Section 6.

2 Approach

We used two basic NC interpretation methods. The
first method uses sense collocations as proposed by
Moldovan et al. (2004), and the second method uses
the lexical similarity of the component words in the
NC as proposed by Kim and Baldwin (2005). Note
that neither method uses the context of usage of the
NC, i.e. the only features are the words contained in
the NC.

2.1 Sense Collocation Method
Moldovan et al. (2004) proposed a method called se-
mantic scattering for interpreting NCs. The intuition
behind this method is that when the sense colloca-
tion of NCs is the same, their SR is most likely the
same. For example, the sense collocation of auto-
mobile factory is the same as that of car factory, be-
cause the senses of automobile and car, and factory

in the two instances, are identical. As a result, the
two NCs have the semantic relation MAKE.

The semantic scattering model is outlined below.
The probability P (r|fifj) (simplified to

P (r|fij)) of a semantic relation r for word
senses fi and fj is calculated based on simple
maximum likelihood estimation:

P (r|fij) =
n(r, fij)
n(fij)

(1)

and the preferred SR r∗ for the given word sense
combination is that which maximises the probabil-
ity:

r∗ = argmaxr∈RP (r|fij)
= argmaxr∈RP (fij |r)P (r) (2)

Note that in limited cases, the same sense collo-
cation can lead to multiple SRs. However, since we
do not take context into account in our method, we
make the simplifying assumption that a given sense
collocation leads to a unique SR.

2.2 Constituent Similarity Method
In earlier work (Kim and Baldwin, 2005), we pro-
posed a simplistic general-purpose method based on
the lexical similarity of unseen NCs with training
instances. That is, the semantic relation of a test
instance is derived from the train instance which
has the highest similarity with the test instance, in
the form of a 1-nearest neighbour classifier. For
example, assuming the test instance chocolate milk
and training instances apple juice and morning milk,
we would calculate the similarity between modifier
chocolate and each of apple and morning, and head
noun milk and each of juice and milk, and find, e.g.,
the similarities .71 and .27, and .83 and 1.00 respec-
tively. We would then add these up to derive the
overall similarity for a given NC and find that apple
juice is a better match. From this, we would assign
the SR of MAKE from apple juice to chocolate milk.

Formally, SA is the similarity between NCs
(Ni,1, Ni,2) and (Bj,1, Bj,2):

SA((Ni,1, Ni,2), (Bj,1, Bj,2)) =
((αS1 + S1)× ((1− α)S2 + S2))

2
(3)

where S1 is the modifier similarity (i.e.
S(Ni,1, Bj1)) and S2 is head noun similarity
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(i.e. S(Ni,2, Bj2)); α ∈ [0, 1] is a weighting factor.
The similarity scores are calculated using the
method of Wu and Palmer (1994) as implemented
in WordNet::Similarity (Patwardhan et al.,
2003). This is done for each pairing of WordNet
senses of each of the two words in question, and the
overall lexical similarity is calculated as the average
across the pairwise sense similarities.

The final classification is derived from the training
instance which has the highest lexical similarity with
the test instance in question.

3 Co-Training

As with many semantic annotation tasks, SR tag-
ging is a time-consuming and expensive process. At
the same time, due to the inherent complexity of the
SR interpretation task, we require large amounts of
training data in order for our methods to perform
well. In order to generate additional training data to
train our methods over, we experiment with different
co-training methodologies for each of our two basic
methods.

3.1 Co-Training for the Sense Collocation
Method

For the sense collocation method, we experiment
with a substitution method whereby we replace one
constituent in a training NC instance by a similar
word, and annotate the new instance with the same
SR as the original NC. For example, car in car fac-
tory (SR = MAKE) has similar words automobile,
vehicle, truck from the synonym, hypernym and sis-
ter word taxonomic relations, respectively. When
car is replaced by a similar word, the new noun
compound(s) (i.e. automobile/vehicle/truck factory)
share the same SR as the original car factory. Note
that each constituent in our original example is
tagged for word sense, which we use both in ac-
cessing sense-specific substitution candidates (via
WordNet), and sense-annotating the newly gener-
ated NCs.

Substitution is restricted to one constituent at a
time in order to avoid extreme semantic variation.
This procedure can be repeated to generate more
training data. However, as the procedure goes fur-
ther, we introduce increasingly more noise.

In our experiments, we use this co-training

method with the sense collocation method to expand
the size and variation of training data, using syn-
onym, hypernym and sister word relations. For our
experiment, we ran the expansion procedure for only
one iteration in order to avoid generating excessive
amounts of incorrectly-tagged NCs.

3.2 Co-Training for the Constituent Similarity
Method

Our experiments with the constituent similarity
method over the trial data showed, encouragingly,
that there is a strong correlation between the strength
of overall similarity with the best-matching training
NC, and the accuracy of the prediction. From this,
we experimented with implementing the constituent
similarity method in a cascading architecture. That
is, we batch evaluate all test instances on each it-
eration, and tag those test instances for which the
best match with a training instance is above a pre-
set threshold, which we decrease on each iteration.
In subsequent iterations, all tagged test instances are
included in the training data. Hence, on each itera-
tion, the number of training instances is increasing.
As our threshold, we used a starting value of 0.85,
which was decreased down to 0.65 in increments of
0.05.

4 Architectures

In Section 4.1 and Section 4.2, we describe the ar-
chitecture of our two systems.

4.1 Architecture (I)
Figure 1 presents the architecture of our first system,
which interleaves sense collocation and constituent
similarity, and includes co-training for each. There
are five steps in this system.

First, we apply the basic sense collocation method
relative to the original training data. If the sense col-
location between the test and training instances is
the same, we judge the predicted SR to be correct.

Second, we apply the similarity method described
in Section 2.2 over the original training data. How-
ever, we only classify test instances where the final
similarity is above a threshold of 0.8.

Third, we apply the sense collocation co-training
method and re-run the sense collocation method
over the expanded training data from the first two
steps. Since the sense collocations in the expanded
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Figure 1: System Architecture (I)

training data have been varied through the advent of
hypernyms and sister words, the number of sense
collocations in the expanded training data is much
greater than that of the original training data (937
vs. 16,676).

Fourth, we apply the constituent similarity co-
training method over the consolidated training data
(from both sense collocation and constituent simi-
larity co-training) with the threshold unchanged at
0.8.

Finally, we apply the constituent similarity
method over the combined training data, without any
threshold (to guarantee a SR prediction for every
test instance). However, since the generated train-
ing instances are more likely to contain errors, we
decrement the similarity values for generated train-
ing instances by 0.2, to prefer predictions based on
the original training instances.

4.2 Architecture (II)
Figure 2 depicts our second system, which is based
solely on the constituent similarity method, with co-
training.

We perform iterative co-training as described in

TRAIN

#of Tagged
>= 10% of testThreshold

Tagged

finalize current
tags and end

reduce Threshold

TEST

get Similarity

Sim >= T
N Y

Y

N

if T == 0.6 &
(#of Tagged <
10% of test)

N

Y

Figure 2: System Architecture (II)

Section 3.2, with the slight variation that we hold
off reducing the threshold if more than 10% of the
test instances are tagged on a given iteration, giving
other test instances a chance to be tagged at a higher
threshold level relative to newly generated training
instances. The residue of test instances on comple-
tion of the final iteration (threshold = 0.6) are tagged
according to the best-matching training instance, ir-
respective of the magnitude of the similarity.

5 Evaluation

We group our evaluation into two categories: (A)
doesn’t use WordNet 2.1 or the query context;
and (B) uses WordNet 2.1 only (again with-
out the query context). Of our two basic meth-
ods the sense collocation method and co-training
method are based on WordNet 2.1 only, while
the constituent similarity method is based indirectly
on WordNet 2.1, but doesn’t preserve WordNet
2.1 sense information. Hence, our first system is
category B while our second system is (arguably)
category A.

Table 1 presents the three baselines for the task,
and the results for our two systems (System I and
System II). The performance for both systems ex-
ceeded all three baselines in terms of accuracy, and
all but the All True baseline (i.e. every instance is
judged to be compatible with the given SR) in terms
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Method P R F A
All True 48.5 100.0 64.8 48.5

Probability 48.5 48.5 48.5 51.7
Majority 81.3 42.9 30.8 57.0
System I 61.7 56.8 58.7 62.5
System II 61.5 55.7 57.8 62.7

Table 1: System results (P = precision, R = recall, F
= F-score, and A = accuracy)

Team P R F A
759 66.1 66.7 64.8 66.0
281 60.5 69.5 63.8 63.5
633 62.7 63.0 62.7 65.4
220 61.5 55.7 57.8 62.7
161 56.1 57.1 55.9 58.8
538 48.2 40.3 43.1 49.9

Table 2: Results of category A systems

of F-score and recall.
Tables 2 and 3 show the performance of the teams

which performed in the task, in categories A and B.
Team 220 in Table 2 is our second system, and team
220 in Table 3 is our first system.

In Figures 3 and 4, we present a breakdown of
the performance our first and second system, re-
spectively, over the individual semantic relations.
Our approaches performed best for the PRODUCT-
PRODUCER SR, and worst for the PART-WHOLE

SR. In general, our systems achieved similar perfor-
mance on most SRs, with only PART-WHOLE be-
ing notably worse. The lower performance of PART-
WHOLE pulls down our overall performance consid-
erably.

Tables 4 and 5 show the number of tagged and un-
tagged instances for each step of System I and Sys-
tem II, respectively. The first system tagged more
than half of the data in the fifth (and final) step,
where it weighs up predictions from the original and
expanded training data. Hence, the performance of
this approach relies heavily on the similarity method
and expanded training data. Additionally, the differ-
ence in quality between the original and expanded
training data will influence the performance of the
approach appreciably. On the other hand, the num-
ber of instances tagged by the second system is well
distributed across each iteration. However, since
we accumulate generated training instances on each
step, the relative noise level in the training data will

Team P R F A
901 79.7 69.8 72.4 76.3
777 70.9 73.4 71.8 72.9
281 72.8 70.6 71.5 73.2
129 69.9 64.6 66.8 71.4
333 62.0 71.7 65.4 67.0
538 66.7 62.8 64.3 67.2
571 55.7 66.7 60.4 59.1
759 66.4 58.1 60.3 63.6
220 61.7 56.8 58.7 62.5
371 56.8 56.3 56.1 57.7
495 55.9 57.8 51.4 53.7

Table 3: Results of category B systems
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Figure 3: System I performance for each rela-
tion (CC=CAUSE-EFFECT, IA=INSTRUMENT-
AGENCY, PP=PRODUCT-PRODUCER,
OE=ORIGIN-ENTITY, TT=THEME-TOOL,
PW=PART-WHOLE, CC=CONTENT-CONTAINER)

increase across iterations, impacting on the final per-
formance of the system.

Over the trial data, we noticed that the system pre-
dictions are appreciably worse when the similarity
value is low. In future work, we intend to analyse
what is happening in terms of the overall system
performance at each step. This analysis is key to
improving the performance of our systems.

Recall that we are generalising from the set of
binary classification tasks in the original task, to a
multiclass classification task. As such, a direct com-
parison with the binary classification baselines is
perhaps unfair (particularly All True, which has no
correlate in a multiclass setting), and it is if anything
remarkable that our system compares favourably
compared to the baselines. Similarly, while we
clearly lag behind other systems participating in the
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Figure 4: System II performance for each rela-
tion (CC=CAUSE-EFFECT, IA=INSTRUMENT-
AGENCY, PP=PRODUCT-PRODUCER,
OE=ORIGIN-ENTITY, TT=THEME-TOOL,
PW=PART-WHOLE, CC=CONTENT-CONTAINER)

step method tagged accumulated untagged
s1 SC 21 3.8% 528
s2 Sim 106 23.1% 422
s3 extSC 0 23.1% 422
s4 extSim 61 34.2% 361
s5 SvsExtS 359 99.6% 2

Table 4: System I: Tagged data from each step
(SC= sense collocation; Sim = the similarity method;
extSC = SC over the expanded training data; extSim
= similarity over the expanded training data; SvsExtS
= the final step over both the original and expanded
training data)

task, we believe we have demonstrated that NC in-
terpretation methods can be successfully deployed
over the more general task of nominal pair classifi-
cation.

6 Conclusion

In this paper, we presented two systems entered in
the SemEval-2007 Classification of Semantic Re-
lations between Nominals task. Both systems are
based on baseline NC interpretation methods, and
the naive assumption that the nominal classification
task is analogous to a conventional multiclass NC
interpretation task. Our results compare favourably
with the established baselines, and demonstrate that
NC interpretation methods are compatible with the
more general task of nominal classification.

I T tagged accumulated untagged
i1 .85 73 13.3% 476
i2 .80 56 23.5% 420
i3 .75 74 37.0% 346
i4 .70 101 55.4% 245
i5 .65 222 95.8% 23
– <.65 21 99.6% 2

Table 5: System II: data tagged on each iteration (T
= the threshold; iX = the iteration number)
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Abstract

In this paper we describe the MELB-MKB
system, as entered in the SemEval-2007 lex-
ical substitution task. The core of our sys-
tem was the “Relatives in Context” unsuper-
vised approach, which ranked the candidate
substitutes by web-lookup of the word se-
quences built combining the target context
and each substitute. Our system ranked third
in the final evaluation, performing close to
the top-ranked system.

1 Introduction

This paper describes the system we developed for
the SemEval lexical substitution task, a new task in
SemEval-2007. Although we tested different con-
figurations on the trial data, our basic system relied
on WordNet relatives (Fellbaum, 1998) and Google
queries in order to identify the most plausible sub-
stitutes in the context.

The main goal when building our system was to
study the following factors: (i) substitution candi-
date set, (ii) settings of the relative-based algorithm,
and (iii) syntactic filtering. We analysed these fac-
tors over the trial data provided by the organisation,
and used the BEST metric to tune our system. This
metric accepts multiple answers, and averages the
score across the answers. We did not experiment
with the OOT (top 10 answers) and MULTIWORD

metrics.
In the remainder of this paper we briefly intro-

duce the basic Relatives in Context algorithm in Sec-
tion 2. Next we describe our experiments on the trial
data in Section 3. Our final system and its results are

described in Section 4. Finally, our conclusions are
outlined in Section 5.

2 Algorithm

Our basic algorithm is an unsupervised method pre-
sented in Martinez et al. (2006). This technique
makes use of the WordNet relatives of the target
word for disambiguation, by way of the following
steps: (i) obtain a set of close relatives from Word-
Net for each sense of the target word; (ii) for each
test instance define all possible word sequences that
include the target word; (iii) for each word sequence,
substitute the target word with each relative, and
then query Google; (iv) rank queries according to
the following factors: length of the query, distance
of the relative to the target word, and number of hits;
and (v) select the relative from the highest ranked
query.1

For the querying step, first we tokenise each tar-
get sentence, and then we apply sliding windows of
different sizes (up to 6 tokens) that include the tar-
get word. For each window and each relative in the
pool, we substitute the target word for the relative,
and query Google. The algorithm stops augment-
ing the window for the relative when one of its sub-
strings returns zero hits. The length of the query is
measured as the number of words, and the distance
of the relative to the target words gives preference
to synonyms over hypernyms, and immediate hyper-
nyms over further ones.

One important parameter in this method is the
candidate set. We performed different experiments
to measure the expected score we could achieve

1In the case of WSD we would use the relative to chose the
sense it relates to.
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from WordNet relatives, and the contribution of dif-
ferent types of filters (syntactic, frequency-based,
etc.) to the overall result. We also explored other
settings of the algorithm, such as the ranking crite-
ria, and the number of answers to return. These ex-
periments and some other modifications of the basic
algorithm are covered in Section 3.

3 Development on Trial data

In this section we analyse the coverage of WordNet
over the data, the basic parameter exploration pro-
cess, a syntactic filter, and finally the extra experi-
ments we carried out before submission. The trial
data consisted on 300 instances of 34 words with
gold-standard annotations.

3.1 WordNet coverage

The most obvious resource for selecting substitution
candidates was WordNet, due to its size and avail-
ability. We used version 2.0 throughout this work.
In our first experiment, we tried to determine which
kind of relationships to use, and the coverage of the
gold-standard annotations that we could expect from
WordNet relations only. As a basic set of relations,
we used the following: SYNONYMY, SIMILAR-TO,
ENTAILMENT, CAUSE, ALSO-SEE, and INSTANCE.
We created two extended candidate sets using im-
mediate and 2-step hypernyms (hype and hype2, re-
spectively, in Table 1).

Given that we are committed to using Word-
Net, we set out to measure the percentage of gold-
standard substitutes that were “reachable” using dif-
ferent WordNet relations. Table 1 shows the cov-
erage for the three sets of candidates. Instance-
coverage indicates the percentage of instances that
have at least one of the gold-standard instances cov-
ered from the candidate set. We can see that the per-
centage is surprisingly low.

Any shortcoming in coverage will have a direct
impact on performance, suggesting the need for al-
ternate means to obtain substitution candidates. One
possibility is to extend the candidates from Word-
Net by following links from the relatives (e.g. col-
lect all synonyms of the synonymous words), but
this could add many noisy candidates. We can also
use other lexical repositories built by hand or auto-
matically, such as the distributional theusauri built

Candidate Set Subs. Cov. Inst. Cov.
basic 344/1152 (30%) 197 / 300 (66%)
hype 404/1152 (35%) 229/300 (76%)
hype2 419/1152 (36%) 229/300 (76%)

Table 1: WordNet coverage for different candidate
sets, based on substitute (Subs.) and instance (Inst.)
coverage.

in Lin (1998). A different approach that we are test-
ing for future work is to adapt the algorithm to work
with wildcards instead of explicit candidates. Due to
time constraints, we only relied on WordNet for our
submission.

3.2 Parameter Tuning
In this experiment we tuned different parameters of
the basic algorithm. First, we observed the data in
order to identify the most relevant variables for this
task. We tried to avoid including too many parame-
ters and overfitting the system to the trial dataset. At
this point, we separated the instances by PoS, and
studied the following parameters:

Candidate set: From WordNet, we tested four
possible datasets for each target word: basic-set, 1st-
sense (basic relations from the first sense only), hype
(basic set and immediate hypernyms), and hype2
(basic set and up to two-step hypernyms).

Semcor-based filters: Semcor provides frequency
information for WordNet senses, and can be used
to identify rare senses. As each candidate is ob-
tained via WordNet semantic relations with the tar-
get word, we can filter out those candidates that are
related with unfrequent senses in Semcor. We tested
three configurations: (1) no filter, (2) filter out candi-
dates when the candidate-sense in the relation does
not occur in Semcor, (3) and filter out candidates
when the target-sense in the relation does not oc-
cur in Semcor. The filters can potentially lead to the
removal of all candidates, in which case a back-off
is applied (see below).

Relative-ranking criteria: Our algorithm ranks
relatives according to the length in words of their
context-match. In the case of ties, the number of re-
turned hits from Google is applied. The length can
be different depending on whether we count punc-
tuation marks as separate tokens, and whether the
word-length of substitute multiwords is included.
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We tested three options: including the target word,
not including the target word (multiwords count as a
single word), and not counting punctuation marks.

Back-off: We need a back-off method in case the
basic algorithm does not find any matches. We
tested the following: sense-ordered synonyms from
WordNet (highest sense first, randomly breaking
ties), and most frequent synonyms from the first sys-
tem (using two corpora: Semcor and BNC).

Number of answers: We also measured the per-
formance for different numbers of system outputs
(1, 2, or 3).

All in all, we performed 324 (4x3x3x3x3) runs
for each PoS, based on the different combinations.
The best scores for each PoS are shown in Table 2,
together with the baselines. We can see that the pre-
cision is above the official WordNet baseline, but is
still very low. The results illustrate the difficulty of
the task. In error analysis, we observed that the per-
formance and settings varied greatly depending on
the PoS of the target word. Adverbs produced the
best performance, followed by nouns. The scores
were very low for adjectives and verbs (the baseline
score for verbs was only 2%).

We will now explain the main conclusions ex-
tracted from the parameter analysis. Regarding the
candidate set, we observed that using synonyms only
was the best approach for all PoS, except for verbs,
where hypernyms helped. The option of limiting the
candidates to the first sense only helped for adjec-
tives, but not for other PoS.

For the Semcor-based filter, our results showed
that the target-sense filter improved the performance
for verbs and adverbs. For nouns and adjectives, the
candidate-sense filter worked best. All in all, apply-
ing the Semcor filters was effective in removing rare
senses and improving performance.

The length criteria did not affect the results signif-
icantly, and only made a difference in some extreme
cases. Not counting the length of the target word
helped slightly for nouns and adverbs, and removing
punctuation improved results for adjectives. Regard-
ing the back-off method, we observed that the count
of frequencies in Semcor was the best approach for
all PoS except verbs, which reached their best per-
formance with BNC frequencies.

PoS Relatives in Context WordNet Baseline
Nouns 18.4 14.9
Verbs 6.7 2.0

Adjectives 9.6 7.5
Adverbs 31.1 29.9
Overall 14.4 10.4

Table 2: Experiments to tune parameters on the trial
data, based on the BEST metric. Scores correspond
to precision (which is the same as recall).

Finally, we observed that the performance for the
BEST score decreased significantly when more than
one answer was returned, probably due to the diffi-
culty of the task.

3.3 Syntactic Filter

After the basic parameter analysis, we studied the
contribution of a syntactic filter to remove those can-
didates that, when substituted, generate an ungram-
matical sentence. Intuitively, we would expect this
to have a high impact for verbs, which vary consid-
erably in their subcategorisation properties. For ex-
ample, in the case of the (reduced) target If we order
our lives well ..., the syntactic filter should ideally
disallow candidates such as If we range our lives
well ...

In order to apply this filter, we require a parser
which has an explicit notion of grammaticality, rul-
ing out the standard treebank parsers. We experi-
mented briefly with RASP, but found that the En-
glish Resource Grammar (ERG: Flickinger (2002)),
combined with the PET run-time engine, was the
best fit for out needs. Unfortunately we could not get
unknown word handling working within the ERG
for our submission, such that we get a meaningful
output for a given input string only in the case that
the ERG has full lexical coverage over that string
(we will never get a spanning parse for an input
where we are missing lexical entries). As such, the
syntactic filter is limited in coverage only to strings
where the ERG has lexical coverage.

Ideally, we would have tested this filter on trial
data, but unfortunately we ran out of time. Thus, we
simply eyeballed a sample of examples, and we de-
cided to include this filter in our final submission. As
we will see in Section 4, its effect was minimal. We
plan to perform a complete evaluation of this module
in the near future.
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3.4 Extra experiments

One of the limitations of the “Relatives in Context”
algorithm is that it only relies on the local con-
text. We wanted to explore the contribution of other
words in the context for the task, and we performed
an experiment including the Topical Signatures re-
source (Agirre and Lopez de Lacalle, 2004). We
simply counted the overlapping of words shared be-
tween the context and the different candidates. We
only tested this for nouns, for which the results were
below baseline. We then tried to integrate the topic-
signature scores with the “Relatives in Context” al-
gorithm, but we did not improve our basic system’s
results on the trial data. Thus, this approach was not
included in our final submission.

Another problem we observed in error analysis
was that the Semcor-based filters were too strict in
some cases, and it was desirable to have a way of
penalising low frequency senses without removing
them completely. Thus, we weighted senses by the
inverse of their sense-rank. As we did not have time
to test this intuition properly, we opted for applying
the sense-weighting only when the candidates had
the same context-match length, instead of using the
number of hits. We will see the effect of this method
in the next section.

4 Final system

The test data consisted of 1,710 instances. For our
final system we applied the best configuration for
each PoS as observed in the development experi-
ments, and the syntactic filter. We also incorpo-
rated the sense-weighting to solve ties. The results
of our system, the best competing system, and the
best baseline (WordNet) are shown in Table 3 for the
BEST metric. Precision and recall are provided for
all the instances, and also for the “Mode” instances
(those that have a single preferred candidate).

Our method outperforms the baseline in all cases,
and performs very close to the top system, ranking
third out of eight systems. This result is consistent
in the “further analysis” tables provided by the task
organisers for subsets of data, where our system al-
ways performs close to the top score. The overall
scores are below 13% recall for all systems when
targeting all instances. This illustrates the difficulty
of the task, and the similarity of the top-3 scores sug-

All instances Mode
System P R P R
Best 12.90 12.90 20.65 20.65
Relat. in Context 12.68 12.68 20.41 20.41
WordNet baseline 9.95 9.95 15.28 15.28

Table 3: Official results based on the BEST metric.

gests that similar resources (i.e. WordNet) have been
used in the development of the systems.

After the release of the gold-standard data, we
tested two extra settings to measure the effect of the
syntactic filter and the sense-weighting in the final
score. We observed that our application of the syn-
tactic filter had almost no effect in the performance,
but sense-weighting increased the overall recall by
0.4% (from 12.3% to 12.7%).

5 Conclusions

Although the task was difficult and the scores were
low, we showed that by using WordNet and the lo-
cal context we are able to outperform the baselines
and achieve close to top performance. For future
work, we would like to integrate a parser with un-
known word handling in our system. We also aim to
adapt the algorithm to match the target context with
wildcards, in order to avoid explicitly defining the
candidate set.
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Abstract

This paper describes a maxent-based prepo-
sition sense disambiguation system entry to
the preposition sense disambiguation task
of the SemEval 2007. This system uses a
wide variety of semantic and syntactic fea-
tures to perform the disambiguation task and
achieves a precision of69.3% over the test
data.

1 Introduction

Prepositional phrases (PPs) are both common and
semantically varied in open English text. While the
conventional view on prepositions from the com-
putational linguistics community has been that they
are semantically transient at best, and semantically-
vacuous at worst, a robust account of the semantics
of prepositions and disambiguation method can be
helpful in a range of NLP tasks including machine
translation, parsing (prepositional phrase attach-
ment) and semantic role labelling (Durand, 1993;
O’Hara and Wiebe, 2003; Ye and Baldwin, 2006a).

The SemEval 2007 preposition sense disambigua-
tion task provides a common test bed for the evalua-
tion of preposition sense disambiguation systems.

Our proposed method is maximum entropy based,
and combines features developed in the context of
preposition sense disambiguation for semantic role
labelling (Ye and Baldwin, 2006a), and verb sense
disambiguation (Ye and Baldwin, 2006b).

The remainder of this paper is structured as fol-
lows. We first discuss the pre-processing steps
used in our system (Section 2), and outline the fea-
tures our preposition disambiguation method uses
(Section 3) and our parameter tuning method (Sec-
tion 4). We then discuss and analyse the results of
our method (Section 5) and conclude the paper (Sec-
tion 6).

2 Pre-processing

The following list shows the pre-processing steps
that our system goes through and the tools used:

Part of speech tagging SVMTool version 1.2
(Giménez and Màrquez, 2004).

Chunking An in-house chunker implemented
with fnTBL, a transformation based learner (Ngai
and Florian, 2001), and trained on the British Na-
tional Corpus (BNC).1

Parsing Charniak’s re-ranking parser, version Au-
gust, 2006 (Charniak and Johnson, 2005).

Named entity extraction A statistical NER sys-
tem described in Cohn et al. (2005).

Supersense tagging A WordNet-based super-
sense tagger (Ciaramita and Altun, 2006).

Semantic role labeling ASSERT version 1.4
(Pradhan et al., 2004).

3 Features

The disambiguation features used by our system can
be divided into three categories: collocation fea-
tures, syntactic features and semantic-role based fea-
tures. We discuss each in turn below.

3.1 Collocation Features

The collocation features were inspired by the
one-sense-per-collocation heuristic proposed by
Yarowsky (1995). These features were designed to
capture open class words that exhibit strong colloca-
tion properties with respect to the different senses of
the target preposition. Details of the features in this
category are listed below.

1This chunker is not exactly the same as Ngai and Florian’s
system, however it does use the default transformation tem-
plates supplied by fnTBL.
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Bag of open class words The part-of-speech
(POS) tags and lemmas of all the open class words
that occur in the same sentence as the target prepo-
sition.

Bag of WordNet synsets The WordNet (Miller,
1993) synonym sets and their hypernyms of all the
open class words that occur in the same sentence as
the target preposition.

Bag of named entities Each named entity in the
same sentence as the target preposition is treated as
a separate feature.

Surrounding words These features are the com-
binations of the lemma, POS tag and relative posi-
tion of the words surrounding the target preposition
within a window of 7 words.

Surrounding super senses These features are the
combinations of super-sense tag, POS tag and rel-
ative position of the words surrounding the target
preposition within a window of 7 words.

3.2 Syntactic Features

The syntactic features were designed to capture both
the flat and recursive syntactic properties of the tar-
get preposition. The flat syntactic features were de-
rived from the surrounding POS tags and chunk tags
of the target preposition; the recursive syntactic fea-
tures were derived from the parse trees. The details
of these feature are given below.

Surrounding POS tags These features are the
combination of POS tag and relative position of the
words surrounding the target preposition within a
window of 7 words.

Surrounding chunk tags These features are the
combination of IOB style chunk tag and relative po-
sition of the words surrounding the target preposi-
tion within a window of 5 words.

Surrounding chunk types Instead of using only
the chunk tags themselves, we also extracted the ac-
tual chunk types (NP, VP, ADJP, etc) of the words
surrounding the target preposition within a window
of 5 words. Each chunk type is also combined with
its relative position to the target preposition as a sep-
arate feature.

S

I

NP VP

live

in 

PP

Melbourne

S_NP S_VP

live VP_PP

in PP_NP

Melbourne

I

S

NP

Figure 1: Parse tree examples

Parse tree features Given the position of the tar-
get prepositionp in the parse tree, the basic form of
the corresponding parse tree feature is just the list of
nodes ofp’s siblings in the tree (the POS tags are
treated as part of the terminal). For example, sup-
pose the original parse tree for the sentenceI live in
Melbourneis the left tree in Figure 1, for the target
prepositionin, the basic form of the parse tree fea-
ture would be(1, NP). In order to gain more syn-
tactic information, we further annotated each non-
terminal of the parse tree with its parent node, and
used the new non-terminals as our features. The
right tree in Figure 1 shows the result of applying
this annotation once to the original parse tree. Two
levels of additional annotation were performed on
the original parse trees in our feature extraction.

3.3 Semantic-Role Based Features

Finally, since prepositional phrases can often func-
tion as the temporal, location, and manner modifiers
for verbs, we designed semantic-role-based features
to specifically capture this type of verb-preposition
semantic information. The details of these features
are as follows:

Surrounding semantic role tags The semantic
role tags of the words surrounding the target preposi-
tion within a window of 5 words are combined with
their relative positions to the target preposition and
treated as separate features. For example, consider
the prepositionon in the sentenceThe man who
stole my car on Sunday has apologised to me, the
semantic roles for the two verbs (stole and apolo-
gised) are shown in Table 1. The semantic roles for
stole would generate the following features:(-5, I-
A0), (-4, R-A0), (-3, TARGET), (-2, B-A1), (-1,
I-A1), (0, B-AM-TMP), (1, I-AM-TMP), (2, O), (3,
O), (4, O and(5, O).

Attached verbs This feature was designed to
capture the verb-particle and verb-preposition-
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The man who stole my car on Sunday has apologised to me
stole B-A0 I-A0 R-A0 TARGET B-A1 I-A1 B-AM-TMP I-AM-TMP O O O O

apologised B-A0 I-A0 I-A0 I-A0 I-A0 I-A0 I-A0 I-A0 O TARGET B-A2 I-A2

Table 1: Example semantic-role-labelled sentence

attachment relationships between verbs and prepo-
sitions. There are two situations in which a preposi-
tion p is deemed to be attached to a verbv: (1) p has
a semantic role tag relative tov and this tag is a ’B’
tag, (2)p has no semantic role tag relative tov, but
the first token to the right ofp has a ’B’ tag relative
to v. In the sentence shown in Table 1,stole would
be considered as the governor ofon.

Verb’s relative position The lemma of each verb
in the same sentence as the target preposition is com-
bined with its relative position to the target preposi-
tion and treated as a separate feature. For example,
the sentence shown in Table 1 would generate the
two features:(-1, steal) and(1, apologize).

More detailed descriptions and examples for these
features may be found in Ye and Baldwin (2006b).

4 Parameter Tuning

We used the ranking-based feature selection method
from Ye and Baldwin (2006b) to select the most rele-
vant feature based on our training data. This method
works in two steps. Firstly, we calculated the infor-
mation gain, gain ratio and Chi-squared statistics for
each feature, and used these values to generate 3 sets
of rankings for the features. We then summed up the
individual ranks, and used the sums to create a set of
final rankings for the features.

The feature selection process is based on 10-fold
cross validation: we divided our training data into
10 pairs of training-test datasets; then for each fold,
we extracted the topN% ranked features using our
feature selection heuristic from the cv-training set
(whereN was set to values 5, 10, .., 100), and used
these features to test the held-out test set. The best
N as determined by the cross validation was then
applied to the entire training data set.

Additionally, since we used a maximum entropy-
based machine learning package,2 it was important
to determine the best Gaussian smoothing parameter
g for the probability distribution. The tuning ofg

2http://homepages.inf.ed.ac.uk/s0450736/
maxent_toolkit.html

was incorporated into the cross validation process of
feature selection.

Given the possible combinations of parameter
tuning, we trained the following three classifiers for
the preposition sense disambiguation task:

Non-tuned Using all the original features and
10.0 for the Gaussian smoothing parameter.

Smoothing-tuned Using all the original features
but automatically tuned Gaussian smoothing param-
eter.

Fully-tuned Using both automatically tuned fea-
tures and Gaussian smoothing parameter.

5 Results and Analysis

The overall precision (%) obtained by the three clas-
sifiers for the fine-grained senses are as follows:

Non-tuned Smoothing-tuned Fully tuned
67.9 68.0 69.3

The best overall results were achieved when both
the features and the Gaussian smoothing parameters
were automatically tuned, achieving a 1.4% absolute
precision gain over the non-tuned system. However,
such parameter tuning may not always be useful: the
same tuning process was found to be detrimental in a
Senseval-2 verb sense disambiguation task (Ye and
Baldwin, 2006b). Consistent with the findings of
Ye and Baldwin (2006b), the improvement caused
by the tuning of the Gaussian smoothing parame-
ter is only marginal compared with the improvement
caused by the tuning of the features.

We also evaluated our features based on their cate-
gories and types. Collocation features performed the
best among the three feature categories. Without any
parameter tuning, the collocation-feature-only clas-
sifier achieved an overall precision of67.4% on the
test set; the semantic-role-feature-only classifier and
the syntactic-feature-only classifier achieved preci-
sion of46.9% and50.5% respectively.

The best-performing individual features are the
bag-of-words features and bag-of-synsets features.
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Feature type % in Overall
Feature type topN% features % of the

10 20 30 feature type
Bag of Words 13.46 13.43 12.94 13.37

Bag of Synsets 57.83 58.38 59.53 58.29

Verb’s rel. positions 3.97 3.95 3.76 4.02

Surrounding POS tags 1.36 1.33 1.43 1.27

Table 2: Percentages of top-performing feature
types in the topN% ranked features

On the test set, the bag-of-words-only classifier and
the bag-of-synsets-only classifier achieved overall
precision of63.2% and61.9% respectively.

We also analysed the top ranking features as cal-
culated by our feature selection algorithm, as pre-
sented in Table 2. The results show the percentages
of the top-performing feature types of each feature
category in the topN% ranked features. It can be
observed that none of the top-performing features
seem to have a significantly disproportional repre-
sentation in the top-ranked features. This indicates
that the disambiguation power of a particular type
of features is determined mostly by the number of
features of that type.

On the other hand, the bag-of-words features ap-
pear to be the most effective, considering that they
account for only13.4% of the total features, but
out-performed the bag-of-synsets features which ac-
count for nearly60% of the total features.

It is also disappointing to see that the syntactic
and semantic-role based features had little positive
influence in the disambiguation process. However,
this is perhaps caused by the sparseness of these fea-
tures since they together only account for less than
10% of all the extracted features.

The overall finding from all this is that, similar
to nouns and verbs, preposition sense is determined
primarily by word context, and that syntactic and se-
mantic role-based features play only a minor role.

6 Conclusions

In this paper, we have described a maximum entropy
based preposition sense disambiguation system that
uses a rich set of features. We have shown that
this system performed well above the majority class
baseline of39.6% precision. Our analysis showed
that the most important disambiguation features are
collocation-based features. This indicates that the
semantics of prepositions can be learnt mostly from

their surrounding context, and not syntactic proper-
ties or verb-preposition semantics.
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Abstract

In this paper, we attempt to use a sequence
labeling model with features from depen-
dency parsed tree for temporal relation iden-
tification. In the sequence labeling model,
the relations of contextual pairs can be used
as features for relation identification of the
current pair. Head-modifier relations be-
tween pairs of words within one sentence
can be also used as the features. In our pre-
liminary experiments, these features are ef-
fective for the temporal relation identifica-
tion tasks.

1 Overview of our system

This paper presents a temporal relation identifier by
the team NAIST.Japan. Our identifier has two char-
actaristics: sequence labeling model and use of de-
pendency parsed tree.

Firstly, we treated each problem a sequence la-
beling problem, such that event/time pairs were or-
dered by the position of the events and times in the
document. This idea is for task B and C. In task
B, the neighbouring relations between an EVENT
and DCT-TIMEX3 tend to interact. In task C, when
EVENT-a, EVENT-b, and EVENT-c are linearly or-
dered, the relation between EVENT-a and EVENT-
b tends to affect the one between EVENT-b and
EVENT-c.

Secondly, we introduced dependency features
where each word was annotated with a label indi-
cating its tree position to the event and the time, e.g.
“descendant” of the event and “ancestor” of the time.

The dependency features are introduced for our ma-
chine learning-based relation identifier. In task A,
we need to label several different event-time pairs
within the same sentence. We can use information
from TIMEX3, which is a descendent of the target
EVENT in the dependency tree.

Section 2 shows how to use a sequence labeling
model for the task. Section 3 shows how to use
the dependency parsed tree for the model. Section
4 presents the results and discussions.

2 Temporal Relation Identification by
Sequence Labeling

Our approach to identify temporal relation is based
on a sequence labeling model. The target pairs are
linearly ordered in the texts.

Sequence labeling model can be defined as a
method to estimate an optimal label sequence � �

���� ��� � � � � ��� over an observed sequence � �

���� ��� � � � � ���. We consider, �-parameterized
function

���� � ��	���
���


 ��� ���� � ��	���
���

������� ����

Here, � denotes all possible label combinations over
�; ���� �� denotes a feature expression over �� �.
Introducing a kernel function:

����� ��� �	�� 	��� � ����� �����	�� 	����

we have a dual representation:


 ��� �� �
��

���

�����
����� 
������ ��� ����
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given a training data set
��
����� 
������ � � � � �
����� 
������. We use
HMM SVM (Altun et al., 2003) as the sequence
labeling model, in which the training is performed
to maximize a margin

� � 
 �
����� 
������ ���
� �������


 �
����� ���

The sequence labeling approach is natural for task
B and C. In task B, if a document is about affairs in
the past, the relations between events and a docu-
ment creation time tend to be “BEFORE”. All rela-
tions in task B depend on each other. In task C, if a
relation between the preceding event and the current
one is “AFTER”, the current one is in the past. The
information helps to determine the relation between
the current and succeeding one. Whereas we have
reasonable explanation to introduce sequence label-
ing for task B and C, we cannot for task A. However,
in our preliminary experiments with trial data, the
sequence labeling model outperformed point-wise
models for task A. Thus, we introduce the sequence
labeling model for task A.

Now, we present the sequence labeling approach
for each task in detail by figure 1, 2 and 3. The
left parts of figures are the graphical models of the
sequence labeling. The right parts are the tagged
corpus: �S� and ��S� are sentence boundaries; a
EVENT-nn denotes an EVENT; a TIME-nn de-
notes a TIMEX3; a TIME-DCT in figure 2 de-
notes a TIMEX3 with document creation time; a
boxed EVENT-nn in figure 3 denotes a matrix verb
EVENT.

For task A (figure 1), � is a sequence of pairs be-
tween an EVENT and a TIMEX3 within the same
sentence. � is a sequence of corresponding relations.
Event-time pairs are ordered first by sentence posi-
tion, then by event position and finally by time posi-
tion. For task B (figure 2), � is a sequence of pairs
between an EVENT and a DCT-TIMEX3. � is a se-
quence of corresponding relations. All pairs in the
same text are linearly ordered and connected. For
task C (figure 3), � is a sequence of pairs between
two matrix verb EVENTs in the neighboring sen-
tences. � is a sequence of corresponding relations.
All pairs in the same text are linearly ordered and
connected, even if the two relations are not in the
adjacent sentences.

xy

EVENT_01…TIME_01 ......................
..............TIME_02..........................
.................EVENT_02…………..

......TIME_03 .........EVENT_03.......

EVENT_01⇔TIME_01

<s>

...

<s>

</s>

</s>

...

Before

Before

After

Overlap

Overlap

EVENT_01⇔TIME_02

EVENT_02⇔TIME_01

EVENT_02⇔TIME_02

EVENT_03⇔TIME_03

Figure 1: Sequence Labeling Model for Task A
xy

EVENT_01..................................
.................EVENT_02

.........EVENT_03...........

EVENT_01⇔TIME_DCT

EVENT_02⇔TIME_DCT

EVENT_03⇔TIME_DCT

EVENT_04⇔TIME_DCT

EVENT_05⇔TIME_DCT

<s>

...

<s>

</s>

</s>

Before

Before

Overlap

Before

Before

TIME_DCT

.................EVENT_04.................

.................EVENT_05

<s>

</s>

Figure 2: Sequence Labeling Model for Task B
xy

EVENT_01 ..................................
................. EVENT_02

......... EVENT_03 ...........

EVENT_01⇔EVENT_03

EVENT_03⇔EVENT_04

EVENT_04⇔EVENT_06

<s>

<s>

</s>

</s>Before

After

Overlap
................. EVENT_04 ............... EVENT_05

<s>

</s>

......... EVENT_06 ...........
<s>

</s>

Figure 3: Sequence Labeling Model for Task C

3 Features from Dependency Parsed Tree

A dependency relation is a head-modifier relation on
a syntactic tree. Figure 4 shows an example de-
pendency parsed tree of the following sentence –
“The warrants may be exercised until 90 days after
their issue date”. We parsed the TimeEval data us-
ing MSTParser v0.2 (McDonald and Pereira, 2006),
which is trained with all Penn Treebank (Marcus et
al., 1993) without dependency label.

We introduce tree position labels between an tar-
get node and another node on the dependency parsed
tree: ANC (ancestor), DES (descendant), SIB (sib-
ling), and TARGET (target word). Figure 5 shows
the labels, in which the box with double lines is the
target node. The tree position between the target
EVENT and a word in the target TIMEX3 is used
as a feature for our machine learning-based relation
identifier.

We also use the words in the sentence including
the target entities as features. Each word is anno-
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Figure 4: An example of dependency parsed tree
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Figure 5: Tree position labels
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DES/TARGET
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TARGET/ANC

TARGET node: “exercised” TARGET nodes: “90” and “days” TARGET-A node: “exercised”

TARGET-B nodes: “90” and “days”

(1) EVENT-based (2) TIMEX3-based (3) JOINT

Figure 6: Tree position labels on the example dependency parsed tree

tated with (1) its tree position to the EVENT, (2)
its tree position to the TIMEX3, and (3) the com-
bination of the labels from (1) and (2). Fig. 6
shows the labels of tree positions. The left picture
shows (1) EVENT-based labels of the tree position
with the target EVENT “exercised”. The center pic-
ture shows (2) TIMEX3-based ones with the target
TIMEX3 “90 days”. The right picture shows (3)
JOINT ones which are combinations of the relation
label with the EVENT and with the TIMEX3. We
perform feature selection on the words in the cur-
rent sentence according to the tree position labels.
Note that, when MSTparser outputs more than one
trees for a sentence, we introduce a meta-root node
to bundle the ones in a tree.

4 Results and Discussions

We use HMM SVM 1as a sequence labeling model
with features in Table 1, 2 and 3 for task A, B and
C, respectively. The attributes value in TIMEX3

1http://svmlight.joachims.org/svm_
struct.html

is encoded as the relation with DCT-TIMEX3:
�BEFORE, OVERLAP, AFTER, VAGUE�. In
task A, only words in the current sentence with
JOINT relation labels “TARGET/�” or “ANC/�” or
“*/DES”2 were used. In task C, attributes in the
TIMEX3 are annotated with the flag whether the
TIMEX3 entity is the highest (namely the nearest
to the root node) in the tree. Some adverbs and con-
junctions in the succeeding sentence help to deter-
mine the adjacent two relations. Thus, we introduce
all words in the succeeding sentence for Task A and
B. These features are determined by our preliminary
experiments with the trial data .

Table 4 is our results on the test data. Whereas,
our system is average rank in task A and B, it is
worst mark in task C. The features from dependency
parsed trees are effective for task A and B. However,
these are not for task C.

Now, we focus on what went wrong instead of
what went right in our preliminary experiments in
trial data. We tried point-wise methods with other

2’�’ stands for wild cards.
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Table 1: Features for Task A
all attributes in the target EVENT
all attributes in the target TIMEX3
�the attributes value is encoded as the relation with
DCT-TIMEX3
all words in the current sentence with TIMEX3-based
label (2) of tree position
words in the current sentence with JOINT label (3) of
tree position
� only relation label with “TARGET/�” or “ANC/�” or
“*/DES” (� stands for wild cards)
label (1) of tree position from the EVENT to the
TIMEX3
all words in the succeeding sentence

Table 2: Features for Task B
all attributes in the target EVENT
all attributes in the target TIMEX3 of in the current sen-
tence with EVENT-based label (1) of tree position
all attributes in the target TIMEX3 of in the preceding
and succeeding sentence
all words in the current sentence with EVENT-based la-
bel (1) of tree position
all words in the succeeding sentence

Table 3: Features for Task C
all attributes in the target two EVENTs (EVENT-1 and
EVENT-2)
all attributes in the TIMEX3 in the sentence including
EVENT-1 with the label (1) of tree position to EVENT-
1
all attributes in the TIMEX3 in the sentence including
EVENT-2 with the label (1) of tree position to EVENT-
2
all words in the sentence including EVENT-1 with the
label (1) of tree position to EVENT-1
all words in the sentence including EVENT-2 with the
label (1) of tree position to EVENT-2

machine learners such as maximum entropy and
multi-class support vector machines. However, se-
quence labeling method with HMM SVM outper-
formed other point-wise methods in the trial data.

We have dependency parsed trees of the sen-
tences. Naturally, it would be effective to intro-
duce point-wise tree-based classifiers such as Tree
Kernels in SVM (Collins and Duffy, 2002; Vish-
wanathan and Smola, 2002) and boosting for clas-
sification of trees (Kudo and Matsumoto, 2004). We
tried a boosting learner 3which enables us to perform
subtree feature selection for the tasks. However, the
boosting learner selected only one-node subtrees as
useful features. Thus, we perform simple vector-
based feature engineering on HMM SVM.

3http://chasen.org/˜taku/software/bact/

Table 4: Results
Task P R F Rank
Task A (strict) 0.61 0.61 0.61 2/6
Task A (relaxed) 0.63 0.63 0.63 2/6
Task B (strict) 0.75 0.75 0.75 2/6
Task B (relaxed) 0.76 0.76 0.76 2/6
Task C (strict) 0.49 0.49 0.49 5/6
Task C (relaxed) 0.56 0.56 0.56 6/6

We believe that it is necessary for solving task C
to incorporate knowledge of verb-verb relation. We
also tried to use features in verb ontology such as
VERBOCEAN (Chklovsky and Pantel, 2004) which
is used in (Mani et al., 2006). It did not improved
performance in our preliminary experiments with
trial data.
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Abstract

We participated in SemEval-1 English
coarse-grained all-words task (task 7), En-
glish fine-grained all-words task (task 17,
subtask 3) and English coarse-grained lex-
ical sample task (task 17, subtask 1). The
same method with different labeled data is
used for the tasks; SemCor is the labeled
corpus used to train our system for the all-
words tasks while the labeled corpus that
is provided is used for the lexical sam-
ple task. The knowledge sources include
part-of-speech of neighboring words, single
words in the surrounding context, local col-
locations, and syntactic patterns. In addi-
tion, we constructed a topic feature, targeted
to capture the global context information,
using the latent dirichlet allocation (LDA)
algorithm with unlabeled corpus. A modi-
fied näıve Bayes classifier is constructed to
incorporate all the features. We achieved
81.6%, 57.6%, 88.7% for coarse-grained all-
words task, fine-grained all-words task and
coarse-grained lexical sample task respec-
tively.

1 Introduction

Supervised corpus-based approach has been the
most successful in WSD to date. However, this ap-
proach faces severe data scarcity problem, resulting
features being sparsely represented in the training
data. This problem is especially prominent for the
bag-of-words feature. A direct consequence is that

the global context information, which the bag-of-
words feature is supposed to capture, may be poorly
represented.

Our system tries to address this problem by
clustering features to relieve the scarcity problem,
specifically on the bag-of-words feature. In the pro-
cess, we construct topic features, trained using the
latent dirichlet allocation (LDA) algorithm. We train
the topic model (Blei et al., 2003) on unlabeled data,
clustering the words occurring in the corpus to a pre-
defined number of topics. We then use the resulting
topic model to tag the bag-of-words in the labeled
corpus with topic distributions.

We incorporate the distributions, called the topic
features, using a simple Bayesian network, modified
from näıve Bayes model, alongside other features
and train the model on the labeled corpus.

2 Feature Construction

2.1 Baseline Features

For both the lexical sample and all-words tasks, we
use the following standardbaseline features.

POS Tags For each word instancew, we include
POS tags forP words prior to as well as afterw
within the same sentence boundary. We also include
the POS tag ofw. If there are fewer thanP words
prior or afterw in the same sentence, we denote the
corresponding feature as NIL.

Local Collocations We adopt the same 11 col-
location features as (Lee and Ng, 2002), namely
C−1,−1, C1,1, C−2,−2, C2,2, C−2,−1, C−1,1, C1,2,
C−3,−1, C−2,1, C−1,2, andC1,3.
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Bag-of-Words For each training or testing word,
w, we getG words prior to as well as afterw, within
the same document. These features are position in-
sensitive. The words we extract are converted back
to their morphological root forms.

Syntactic Relations We adopt the same syntactic
relations as (Lee and Ng, 2002). For easy reference,
we summarize the features into Table 1.

POS ofw Features
Noun Parent headwordh

POS ofh
Relative position ofh tow

Verb Left nearest child word ofw, l
Right nearest child word ofw, r
POS ofl
POS ofr
POS ofw
Voice ofw

Adjective Parent headwordh
POS ofh

Table 1: Syntactic Relations Features

The exact values ofP andG for each task are set
according to validation result.

2.2 Latent Dirichlet Allocation

We present here the latent dirichlet allocation algo-
rithm and its inference procedures, adapted from the
original paper (Blei et al., 2003).

LDA is a probabilistic model for collections of
discrete data and has been used in document mod-
eling and text classification. It can be represented
as a three level hierarchical Bayesian model, shown
graphically in Figure 1. Given a corpus consisting of
M documents, LDA models each document using a
mixture overK topics, which are in turn character-
ized as distributions over words.

In the generative process of LDA, for each doc-
umentd we first draw the mixing proportion over
topicsθd from a Dirichlet prior with parametersα.
Next, for each of theNd wordswdn in documentd, a
topic zdn is first drawn from a multinomial distribu-
tion with parametersθd. Finallywdn is drawn from
the topic specific distribution over words. The prob-
ability of a word tokenw taking on valuei given
that topicz = j was chosen is parameterized using

β

wzθα

N

M

Figure 1: Graphical Model for LDA

a matrixβ with βij = p(w = i|z = j). Integrating
out θd’s andzdn’s, the probabilityp(D|α, β) of the
corpus is thus:

M∏
d=1

∫
p(θd|α)

(
Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β)

)
dθd

In variational inference, the latent variablesθd
and zdn are assumed independent and updates to
the variational posteriors forθd andzdn are derived
(Blei et al., 2003). It can be shown that the varia-
tional posterior forθd is a Dirichlet distribution, say
with variational parametersγd, which we shall use
in the following to construct topic features.

2.3 Topic Features

We first select an unlabeled corpus, such as 20
Newsgroups, and extract individual words from it
(excluding stopwords). We choose the number of
topics,K, for the unlabeled corpus and we apply the
LDA algorithm to obtain theβ parameters, whereβ
represents the probability of a wordw = i given a
topicz = j, p(w = i|z = j) = βij .

The model essentially clusters words that oc-
curred in the unlabeled corpus according toK top-
ics. The conditional probabilityp(w = i|z = j) =
βij is later used to tag the words in the unseen test
example with the probability of each topic.

We also use the document-specificγd parameters.
Specifically, we need to run the inference algorithm
on the labeled corpus to getγd for each documentd
in the corpus. Theγd parameter provides an approx-
imation to the probability of selecting topici in the
document:

p(zi|γd) =
γdi∑
K γdk

. (1)

250



3 Classifier Construction

We construct a variant of the naı̈ve Bayes network
as shown in Figure 2. Here,w refers to the word.
s refers to the sense of the word. In training,s is
observed while in testing, it is not. The featuresf1

to fn are baseline features mentioned in Section 2.1
(including bag-of-words) whilez refers to the la-
tent topic that we set for clustering unlabeled corpus.
The bag-of-wordsb are extracted from the neigh-
bours ofw and there areL of them. Note thatL can
be different fromG, which is the number of bag-of-
words in baseline features. Both will be determined
by the validation result.

· · ·

︸ ︷︷ ︸
baselinefeatures

w

s

fnf1

b

z

L

Figure 2: Graphical Model with LDA feature

The log-likelihood of an instance,̀(w, s, F, b)
whereF denotes the set of baseline features, can be
written as

= logp(w) + logp(s|w) +
∑
F

log(p(f |s))

+
∑
L

log

(∑
K

p(zk|s)p(bl|zk)

)
.

The log p(w) term is constant and thus can be
ignored. The first portion is normal naı̈ve Bayes.
And second portion represents the additional LDA
plate. We decouple the training process into separate
stages. We first extract baseline features from the
task training data, and estimate, using normal naı̈ve
Bayes,p(s|w) andp(f |s) for all w, s andf .

Next, the parameters associated withp(b|z) are
estimated using LDA from unlabeled data, which is

β. To estimatep(z|s), we perform LDA inference
on the training corpus in order to obtainγd for each
documentd. We then use theγd andβ to obtain
p(z|b) for each word using

p(zi|bl, γd) =
p(bl|zi)p(zi|γd)∑
K p(bl|zk)p(zk|γd)

,

where equation (1) is used for estimation ofp(zi|γd).
This effectively transformsb to a topical distri-

bution which we call a soft tag where each soft
tag is probability distributiont1, . . . , tK on topics.
We then use this topical distribution for estimating
p(z|s). Let si be the observed sense of instancei
and tij1 , . . . , t

ij
K be the soft tag of thej-th bag-of-

word feature of instancei. We estimatep(z|s) as

p(zjk|s) =
∑

si=s t
ij
k∑

si=s

∑
k′ t

ij
k′

(2)

This approach requires us to do LDA inference on
the corpus formed by the labeled training data, but
not the testing data. This is because we needγ to
get transformed topical distribution in order to learn
p(z|s) in the training. In the testing, we only apply
the learnt parameters to the model.

4 Experimental Setup

We describe here the experimental setup on the En-
glish lexical sample task and all-words task. Note
that we do not distinguish the two all-words tasks as
the same parameters will be applied.

For lexical sample task, we use 5-fold cross val-
idation on the training data provided to determine
our parameters. For all-words task, we use SemCor
as our training data and validate on Senseval-2 and
Senseval-3 all-words test data.

We use MXPOST tagger (Adwait, 1996) for POS
tagging, Charniak parser (Charniak, 2000) for ex-
tracting syntactic relations, and David Blei’s version
of LDA1 for LDA training and inference. All default
parameters are used unless mentioned otherwise.

For the all-word tasks, we use sense 1 as back-off
for words that have not appeared in SemCor. We use
the same fine-grained system for both the coarse and
fine-grained all-words tasks. We make predictions

1http://www.cs.princeton.edu/˜blei/lda-c/
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for all words for all the systems - precision, recall
and accuracy scores are all the same.

Baseline features For lexical sample task, we
chooseP = 3 andG = 3. For all-words task, we
chooseP = 3 andG = 1. (G = 1 means only the
nearest word prior and after the test word.)

Smoothing For all standard baseline features, we
use Laplace smoothing but for the soft tag (equation
(2)), we use a smoothing parameter value of 2 for
all-words task and 0.1 for lexical sample task.

Unlabeled Corpus Selection The unlabeled cor-
pus we select from for LDA training include 20
Newsgroups, Reuters, SemCor, Senseval-2 lexical
sample data, Senseval-3 lexical sample data and
SemEval-1 lexical sample data. Although the last
four are labeled corpora, we only need the words
from these corpora and thus they can be regarded as
unlabeled too. For lexical sample data, we define the
whole passage for each training and testing instance
as one document.

For lexical sample task, we use all the unlabeled
corpus mentioned withK = 60 andL = 18. For
all-words task, we use a corpora consisting only 20
Newsgroups and SemCor withK = 40 andL = 14.

Validation Result Table 2 shows the results we
get on the validation sets. We give both the system
accuracy (named as Soft Tag) and the naı̈ve Bayes
result with only standard features as baseline.

Validation Set Soft Tag NB baseline
SE-2 All-words 66.3 63.7
SE-3 All-words 66.1 64.6
Lexical Sample 89.3 87.9

Table 2: Validation set results (best configuration).

5 Official Results

We now present the official results on all three tasks
we participated in, summarized in Table 3.

The system ranked first, fourth and second in
the lexical sample task, fine-grained all-words task
and coarse-grained all-words task respectively. For
coarse-grained all-words task, we obtained 86.1,
88.3, 81.4, 76.7 and 79.1 for each document, from
d001 to d005.

Task Precision/Recall
Lexical sample(Task 17) 88.7
Fine-grained all-words(Task 17) 57.6
Course-grained all-words(Task 7) 81.6

Table 3: Official Results

5.1 Analysis of Results

For the lexical sample task, we compare the re-
sults to that of our näıve Bayes baseline and Sup-
port Vector Machine (SVM) (Vapnik, 1995) base-
line. Our SVM classifier (using SVMlight) follows
that of (Lee and Ng, 2002), which ranked the third
in Senseval-3 English lexical sample task. We also
analyse the result according to the test instance’s
part-of-speech and find that the improvements are
consistent for both noun and verb.

System Noun Verb Total
Soft Tag 92.7 84.2 88.7
NB baseline 91.7 83.5 87.8
SVM baseline 91.6 83.1 87.6

Table 4: Analysis on different POS on English lexi-
cal sample task

Our coarse-grained all-words task result outper-
formed the first sense baseline score of 0.7889 by
about 2.7%.
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Abstract

We participated in the SemEval-2007
coarse-grained English all-words task
and fine-grained English all-words task.
We used a supervised learning approach
with SVM as the learning algorithm. The
knowledge sources used include local col-
locations, parts-of-speech, and surrounding
words. We gathered training examples
from English-Chinese parallel corpora,
SEMCOR, and DSO corpus. While the
fine-grained sense inventory of WordNet
was used to train our system employed for
the fine-grained English all-words task, our
system employed for the coarse-grained
English all-words task was trained with the
coarse-grained sense inventory released by
the task organizers. Our scores (for both
recall and precision) are 0.825 and 0.587
for the coarse-grained English all-words
task and fine-grained English all-words task
respectively. These scores put our systems
in the first place for the coarse-grained
English all-words task1 and the second
place for the fine-grained English all-words
task.

1 Introduction

In this paper, we describe the systems we devel-
oped for the coarse-grained English all-words task

1A system developed by one of the task organizers of the
coarse-grained English all-words task gave the highest over-
all score for the coarse-grained English all-words task, but this
score is not considered part of the official scores.

and fine-grained English all-words task of SemEval-
2007. In the coarse-grained English all-words task,
systems have to perform word sense disambiguation
(WSD) of all content words (noun, adjective, verb,
and adverb) occurring in five documents, using a
coarse-grained version of the WordNet sense inven-
tory. In the fine-grained English all-words task, sys-
tems have to predict the correct sense of verbs and
head nouns of the verb arguments occurring in three
documents, according to the fine-grained sense in-
ventory of WordNet.

Results from previous SENSEVAL English all-
words task have shown that supervised learning
gives the best performance. Further, the best per-
forming system in SENSEVAL-3 English all-words
task (Decadt et al., 2004) used training data gathered
from multiple sources, highlighting the importance
of having a large amount of training data. Hence,
besides gathering examples from the widely used
SEMCOR corpus, we also gathered training exam-
ples from 6 English-Chinese parallel corpora and the
DSO corpus (Ng and Lee, 1996).

We developed 2 separate systems; one for each
task. For both systems, we performed supervised
word sense disambiguation based on the approach
of (Lee and Ng, 2002) and using Support Vector
Machines (SVM) as our learning algorithm. The
knowledge sources used include local collocations,
parts-of-speech (POS), and surrounding words. Our
system employed for the coarse-grained English all-
words task was trained with the coarse-grained sense
inventory released by the task organizers, while our
system employed for the fine-grained English all-
words task was trained with the fine-grained sense
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inventory of WordNet.
In the next section, we describe the different

sources of training data used. In Section 3, we de-
scribe the knowledge sources used by the learning
algorithm. In Section 4, we present our official eval-
uation results, before concluding in Section 5.

2 Training Corpora

We gathered training examples from parallel cor-
pora, SEMCOR (Miller et al., 1994), and the DSO
corpus. In this section, we describe these corpora
and how examples gathered from them are combined
to form the training data used by our systems. As
these data sources use an earlier version of the Word-
Net sense inventory as compared to the test data of
the two tasks we participated in, we also discuss the
need to map between different versions of WordNet.

2.1 Parallel Text

Research in (Ng et al., 2003; Chan and Ng, 2005)
has shown that examples gathered from parallel texts
are useful for WSD. In this evaluation, we gath-
ered training data from 6 English-Chinese parallel
corpora (Hong Kong Hansards, Hong Kong News,
Hong Kong Laws, Sinorama, Xinhua News, and
English translation of Chinese Treebank), available
from the Linguistic Data Consortium (LDC). To
gather examples from these parallel corpora, we fol-
lowed the approach in (Ng et al., 2003). Briefly, af-
ter ensuring the corpora were sentence-aligned, we
tokenized the English texts and performed word seg-
mentation on the Chinese texts (Low et al., 2005).
We then made use of the GIZA++ software (Och and
Ney, 2000) to perform word alignment on the paral-
lel corpora. Then, we assigned some possible Chi-
nese translations to each sense of an English word
w. From the word alignment output of GIZA++, we
selected those occurrences of w which were aligned
to one of the Chinese translations chosen. The En-
glish side of these occurrences served as training
data for w, as they were considered to have been dis-
ambiguated and “sense-tagged” by the appropriate
Chinese translations.

We note that frequently occurring words are usu-
ally highly polysemous and hard to disambiguate.
To maximize the benefits of using parallel texts, we
gathered training data from parallel texts for the set

of most frequently occurring noun, adjective, and
verb types in the Brown Corpus (BC). These word
types (730 nouns, 326 adjectives, and 190 verbs)
represent 60% of the noun, adjective, and verb to-
kens in BC.

2.2 SEMCOR

The SEMCOR corpus (Miller et al., 1994) is one
of the few currently available, manually sense-
annotated corpora for WSD. It is widely used by
various systems which participated in the English
all-words task of SENSEVAL-2 and SENSEVAL-3,
including one of the top performing teams (Hoste
et al., 2001; Decadt et al., 2004) which had per-
formed consistently well in both SENSEVAL all-
words tasks. Hence, we also gathered examples
from SEMCOR as part of our training data.

2.3 DSO Corpus

Besides SEMCOR, the DSO corpus (Ng and Lee,
1996) also contains manually annotated examples
for WSD. As part of our training data, we gath-
ered training examples for each of the 70 verb types
present in the DSO corpus.

2.4 Combination of Training Data

Similar to the top performing supervised systems
of previous SENSEVAL all-words tasks, we used
the annotated examples available from the SEMCOR

corpus as part of our training data. In gathering ex-
amples from parallel texts, a maximum of 1,000 ex-
amples were gathered for each of the frequently oc-
curring noun and adjective types, while a maximum
of 500 examples were gathered for each of the fre-
quently occurring verb types. In addition, a max-
imum of 500 examples were gathered for each of
the verb types present in the DSO corpus. For each
word, the examples from the parallel corpora and
DSO corpus were randomly chosen but adhering to
the sense distribution (proportion of each sense) of
that word in the SEMCOR corpus.

2.5 Sense Inventory

The test data of the two SemEval-2007 tasks we par-
ticipated in are based on the WordNet-2.1 sense in-
ventory. However, the examples we gathered from
the parallel texts and the SEMCOR corpus are based
on the WordNet-1.7.1 sense inventory. Hence, there
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is a need to map these examples from WordNet-1.7.1
to WordNet-2.1 sense inventory. For this, we rely
primarily on the WordNet sense mappings automat-
ically generated by the work of (Daude et al., 2000).
To ensure the accuracy of the mappings, we per-
formed some manual corrections of our own, focus-
ing on the set of most frequently occurring nouns,
adjectives, and verbs. For the verb examples from
the DSO corpus which are based on the WordNet-
1.5 sense inventory, we manually mapped them to
WordNet-2.1 senses.

3 WSD System

Following the approach of (Lee and Ng, 2002), we
train an SVM classifier for each word using the
knowledge sources of local collocations, parts-of-
speech (POS), and surrounding words. We omit the
syntactic relation features for efficiency reasons. For
local collocations, we use 11 features: C

−1,−1, C1,1,
C
−2,−2, C2,2, C

−2,−1, C
−1,1, C1,2, C

−3,−1, C
−2,1,

C
−1,2, and C1,3, where Ci,j refers to the ordered

sequence of tokens in the local context of an am-
biguous word w. Offsets i and j denote the starting
and ending position (relative to w) of the sequence,
where a negative (positive) offset refers to a token
to its left (right). For parts-of-speech, we use 7 fea-
tures: P

−3, P
−2, P

−1, P0, P1, P2, P3, where P0 is
the POS of w, and P

−i (Pi) is the POS of the ith to-
ken to the left (right) of w. For surrounding words,
we consider all unigrams (single words) in the sur-
rounding context of w. These words can be in a dif-
ferent sentence from w.

4 Evaluation

We participated in two tasks of SemEval-2007: the
coarse-grained English all-words task and the fine-
grained English all-words task. In both tasks, when
there is no training data at all for a particular word,
we tag all test examples of the word with its first
sense in WordNet. Since our systems give exactly
one answer for each test example, recall is the same
as precision. Hence we will just report the micro-
average recall in this section.

4.1 Coarse-Grained English All-Words Task

Our system employed for the coarse-grained En-
glish all-words task was trained with the coarse-

English all-words Training data
task SC+DSO SC+DSO+PT
Coarse-grained 0.817 0.825
Fine-grained 0.578 0.587

Table 1: Scores for the coarse-grained English all-
words task and fine-grained English all-words task,
using different sets of training data. SC+DSO
refers to using examples gathered from SEMCOR

and DSO corpus. Similarly, SC+DSO+PT refers to
using examples gathered from SEMCOR, DSO cor-
pus, and parallel texts.

Doc-ID Recall No. of test instances
d001 0.883 368
d002 0.881 379
d003 0.834 500
d004 0.761 677
d005 0.814 345

Table 2: Score of each individual test document, for
the coarse-grained English all-words task.

grained WordNet-2.1 sense inventory released by
the task organizers. We obtained a score of 0.825
in this task, as shown in Table 1 under the column
SC + DSO + PT . It turns out that among the
16 participants of this task, the system which re-
turned the best score was developed by one of the
task organizers. Since the score of this system is
not considered part of the official scores, our score
puts our system in the first position among the par-
ticipants of this task. For comparison, the WordNet
first sense baseline score as calculated by the task
organizers is 0.789. To gauge the contribution of
parallel text examples, we retrained our system us-
ing only examples gathered from the SEMCOR and
DSO corpus. As shown in Table 1 under the col-
umn SC + DSO, this gives a score of 0.817 when
scored against the answer keys released by the task
organizers. Although adding examples from parallel
texts gives only a modest improvement in the scores,
we note that this improvement is achieved from a
relatively small set of word types which are found
to be frequently occurring in BC. Future work can
explore expanding the set of word types by automat-
ing the process of assigning Chinese translations to
each sense of an English word, with the use of suit-
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able bilingual lexicons.
As part of the evaluation results, the task organiz-

ers also released the scores of our system on each of
the 5 test documents. We show in Table 2 the score
we obtained for each document, along with the to-
tal number of test instances in each document. We
note that our system obtained a relatively low score
on the fourth document, which is a Wikipedia entry
on computer programming. To determine the rea-
son for the low score, we looked through the list of
test words in that document. We noticed that the
noun program has 20 test instances occurring in that
fourth document. From the answer keys released by
the task organizers, all 20 test instances belong to the
sense of “a sequence of instructions that a computer
can interpret and execute”, which we do not have
any training examples for. Similarly, we noticed that
another noun programming has 27 test instances oc-
curring in the fourth document which belong to the
sense of “creating a sequence of instructions to en-
able the computer to do something”, which we do
not have any training examples for. Thus, these two
words alone account for 47 of the errors made by our
system in this task, representing 2.1% of the 2,269
test instances of this task.

4.2 Fine-Grained English All-Words Task

Our system employed for the fine-grained English
all-words task was trained on examples tagged
with fine-grained WordNet-2.1 senses (mapped from
WordNet-1.7.1 senses and 1.5 senses as described
earlier). Unlike the coarse-grained English all-
words task, the correct POS tag and lemma of each
test instance are not given in the fine-grained task.
Hence, we used the POS tag from the mrg parse
files released as part of the test data and performed
lemmatization using WordNet. We obtained a score
of 0.587 in this task, as shown in Table 1. This ranks
our system in second position among the 14 partic-
ipants of this task. If we exclude parallel text ex-
amples and train only on examples gathered from
the SEMCOR and DSO corpus, we obtain a score of
0.578.

5 Conclusion

In this paper, we describe the approach taken by
our systems which participated in the coarse-grained

English all-words task and fine-grained English all-
words task of SemEval-2007. Using training exam-
ples gathered from parallel texts, SEMCOR, and the
DSO corpus, we trained supervised WSD systems
with SVM as the learning algorithm. Evaluation re-
sults show that this approach achieves good perfor-
mance in both tasks.
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Abstract

Optimal ensembling (OE) is a word sense 
disambiguation  (WSD)  method  using 
word-specific training factors (average pos-
itive vs negative training per sense,  posex 
and negex) to predict best system (classifier 
algorithm / applicable feature set) for given 
target  word.  Our  official  entry  (OE1)  in 
Senseval-4  Task  17  (coarse-grained  En-
glish lexical sample task) contained many 
design flaws and thus  failed to  show the 
whole  potential  of  the  method,  finishing 
-4.9% behind top system (+0.5 gain over 
best  base  system).  A fixed system (OE2) 
finished  only  -3.4%  behind  (+2.0%  net 
gain).  All  our  systems  were  'closed',  i.e. 
used the official training data only (average 
56 training examples per each sense).  We 
also show that the official evaluation mea-
sure  tends  to  favor  systems  that  do  well 
with high-trained words. 

1 Introduction

Optimal  ensembling  is  a  novel  method  for 
combining  WSD  systems  and  obtaining  higher 
classification  accuracy  (presented  more  fully  in 
Saarikoski  et  al.  2007).  The  essential  difference 
from other ensembling methods (such as various 
types  of  voting  ensembles  and  cross-validation 
based best machine selection) is that best machine 
is  predicted  using  factors  calculated  from words 
(e.g. number of senses) and their training data (e.g. 
number  of  training  examples  per  sense).  The 
method  is  loosely  based  on  findings  of  system 
performance  differences  in  both  WSD  (different 
machines by Yarowsky et al.,  2002 and different 
feature  sets  by  Mihalcea,  2002)  and  other 

classification  tasks  such  as  text  categorization 
(Forman et al., 2004, Bay et al., 2002).

2 Method

We  first  describe  in  detail  the  two  selection 
routines in OE as deployed in this experiment.

2.1 Machine (Mach) Selection

We  selected  support  vector  machine  (SVM) 
(Vapnik, 1995) and Naive Bayes (NB) (John et al. 
1995)  as  classifiers  for  our  base  systems  to  be 
optimally ensembled. This was mainly because of 
their  attested  strength  at  earlier  Senseval 
evaluations  (Edmonds et al. 2002, Mihalcea et al. 
2004)  and mutual complementarity discovered by 
us  (Saarikoski  et  al.,  2007).  Original  batch  of 
candidate  machines  that  we  tested  for  OE using 
Senseval-2  dataset  included  the  following 
classifiers:  Decision  Stump,  Decision  Tree  with 
various  values  of  confidence (c)  parameter  0.05, 
0.15,  0.25  and  instance-based  classifier  with  k 
values  ranging  from 1..15  at  intervals  of  two  1. 
After cross-validation runs against current dataset 
(see below), however, SVM and NB proved again 
to be overall strongest regardless of training input, 
so we built OE around those two classifiers.

2.2 Feature Set (Fset) Selection

We  extracted  three  contextual  feature  sets  from 
training data for all words to train the machines: 1-
grams  (1g)  and  sequential  2-grams  both  from 
whole instance (2g) as well as part-of-speech tags 
from local  1-word window around and including 
target word (pos3). We also used three 'multifsets' 
(1g-2g, 1g-pos3, 2g-pos3).

1We used Weka implementations (J48, Ibk, SMO, Decision 
Stump, NaiveBayes) of these algorithms (Witten, 2005).
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2.3 Best-System Prediction Factors

In Figure 1, we quote prediction factors used for 
predicting best system for some test words. 

Figure 1. Prediction factors and OE1 accuracy for 
some test words in Senseval-4 Task 17 (sorted by 
OE1 accuracy at the word).

3 System Descriptions

We designed and ran two systems: 
OE1 (official): For OE1, we used two machines 

in  three  configurations  (SVMc=0.1,  SVMc=1.0, 
NB) trained on 3 feature sets, totalling at 3*3 = 9 
base  systems  (number  of  machines  *  number  of 
fsets for each). Selection of c(omplexity) parameter 
for  SVM  was  based  on  previous  knowledge  of 
performance differences of c=0.1 and c=1.0 based 
systems  as  reported  in  Saarikoski  et  al.  (2007). 
This is based on accounts by e.g.  Vapnik (1995) 
that  lower  c  value makes  the classifier generate a 
more  complex  training  model  which  is  more 
suitable  for  tougher  words  (lower  posex,  higher 
negex).

We  learned  the  best-system  predictor  model 
using  performance  data  from  Senseval-4  10CV 

runs only. For 70 words where two fsets performed 
within +/-5% of each other, we added the next best 
fset into a 'multifset'. 

OE2 (unofficial): This system incorporated the 
following fixes to OE1 (see Discussion below for 
motivations for these fixes): First, we significantly 
reduced the base system grain. We only used two 
machines strongest in 10CV runs (SVMc=0.1 and 
NB)  and  these  machines  were  trained  with  fsets 
found best for those machines in 10CV runs: pos3 
for  both  machines,  SVMc=0.1  was  additionally 
trained with 1g and NB with 2g respectively. This 
resulted in a 2 * 2 = 4-system ensemble. Best fset 
was still selected on the basis of 10CV runs. 

As training data for the best-machine predictor, 
we  used  the  performance  profiles  of  about  50 
systems (both our own and Senseval systems) run 
mainly against Senseval-2 English lexical sample 
dataset.  We  decided  to  use  only  two  prediction 
factors (posex and negex,  see Figure 1) to predict 
best  machine  for  each  word.  This  was  because 
previously  we  had  found  these  two  machines 
(SVM and NB) particularly differing with regard 
to  the  combination or cross-section of  these  two 
factors.  (For  illustration  of  the  predictor  model 
with  posex  and  negex  as  the  two  axes  and 
discussion of other possible factors, see Saarikoski 
et. al, 2007. As to reasons for such a performance 
difference  between  any  two  classification 
machines, see also Yarowsky et al., 2002). 

Difference  in  the  best-system  predictions  of 
these two systems (OE1 vs OE2) was substantial: 
33  words  fully  changed  machine  (from SVM to 
NB or vice versa), 40 words partially changed the 
system (change of SVM configuration or change of 
fset from multifset to single fset). Only 27 words 
kept the same machine in same configuration and 
fset. We  can  therefore  call  OE2  a  substantial 
revision of OE1 (in effect a  rather total  departure 
from CV-based selection toward actual word factor 
based optimal ensembling). 

In  both  OEs,  the  mach-fset  combination 
predicted to be the best for a word was run against 
the  test  instances  of  that  word  2.  In  case  of 
'multifsets', each single fset had equal probability-
based vote in disambiguating the test instances of 
2 SyntaLex  code  (Mohammad  and  Pedersen,  2002, 
http://www.d.umn.edu/~tpederse/syntalex.html)  was  used  for 
extracting  n-grams  and  carrying  out  disambiguation.  Brill 
Tagger (Brill, 1995) was used for extracting PoS tags. Weka 
library of classifiers (Witten, 2005) was used to run cross-vali-
dations and best-system predictors.
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that  word.  As  usual,  the  sense  with  highest 
probability  was  chosen  as  answer  for  each 
instance.

4 Test Results

Here are the results:

system name gross gain net gain accuracy3

OE1 +3.0 (+7.8) +0.5 (+4.4) 83.8 

OE2 +2.3 (+7.0) +2.0 (+5.8) 85.3

Table 1.  Results of OE systems. In columns 2-3, 
macro  (micro)  averaged  per-word  gross  and  net 
gains calculated from actual  test  runs (not 10CV 
runs) are  reported.  Column  4 reports  the  official 
macro-averaged  accuracy  for  all  words  of  our 
systems. (Differences of the respective benefits of 
these  evaluation  measures  are  outlined  in 
Discussion below and more generally in Sebastiani 
(2002).  Terms 'gross (or  potential)  gain'  and 'net 
(realized)  gain'  are  defined  in  Saarikoski  et  al. 
(2007).). 

5 Discussion

We now turn to analyze these results. We can first 
note  that  results  are  largely  in  line  with  our 
previous  findings  with  OEs  and  other  types  of 
ensembles  (see  Saarikoski  et  al.,  2007).  In  what 
follows we attempt to account for the results: why 
OE1 finished as much behind top system and also 
why OE2 performed that  much better  than OE1. 
This first 'known issue' concerns both OEs:

(1) Base system accuracy was low because we 
did  not  use  strong  fsets: Our  official  entry 
finished at 7th place in the evaluation, -4.9% behind 
top system while the inofficial entry would have 
finished in 5th place (-3.4% behind).  We attribute 
this  mainly  to  the  absence  of  more  advanced 
feature  sets.  For  example,  we  did  not  employ 
syntactic  parse  features  (such  as  predicate-object 
pairs) from which Yarowsky et al. (2002) showed 
+2% gain.  We would  also  naturally  lose  to  any 
systems using extra training or lexical knowledge 
(e.g.  2nd place  finisher  UBC-ALM,  at  86.9 
accuracy, used both semantic domains and SemCor 
corpus).  But  without  knowing  how  much  extra 
knowledge  such  'open'  systems  used,  we  cannot 
say by how much.
3 Best base system in both OEs was NB-pos3 (83.3).

Specifically in OE1 entry, there were two basic 
design flaws which we address next.

(2) Base system grain was too high to produce 
enough net gain: The base  system grain (18 base 
systems) we attempted to predict in OE1 was far 
too  great  since  prediction  accuracy  rapidly 
decreases  when  adding  new  systems.  The  grain 
was also unnecessarily great, since the 4-grain we 
used for OE2 could harvest most of the gross gain 
(cf. gross gains of the two systems in Table 1). 

(3) Using 10CV runs uncritically for best fset 
selection: This  was  ill-advised  because  of  many 
reasons. First, selecting best fset for WSD based on 
CV runs is known to be a difficult task (Mihalcea, 
2002). Prediction accuracy for the three fsets we 
used for OE1 was 0.74, i.e. for 26 words out of 100 
best  fset  was  mispredicted.  About  half  of  these 
were  cases  where  machine  was  mispredicted  as 
well  and average loss tended to be even greater. 
Second,  multifsets could not be 10CV-tested with 
the  Weka  machine-learning  toolkit  we  used 
(Witten,  2005).  Our  custom  resolution  to  this 
multifset selection task was to select best and next 
best  fset.  This turned out  to produce many false 
predictions, some of which were quite substantial 
(> 10% loss to best fset). For instance, at system.n 
we lost  > 30% from selecting  NB-2g instead  of 
actual  best  system  (NB-pos3).  Third,  only  after 
submitting the entry, we also realized two strongest 
fsets  are not necessarily complementary (i.e.  that 
each would contain relevant clues for different test 
instances)  and  that  learning  machines  might  be 
confused  (i.e.  could  not  effectively  carry  out 
feature selection and weighting) by the profusion 
and heterogeneity of features in multifsets. In fact, 
we found that omitting multifsets from  OE1 (i.e. 
having  3 single fsets with the same 3 machines = 
6-system OE) would have worked slightly better 
than OE1 (3*3=9): the accuracy rose from 83.8 to 
84.1. Fourth, it was found previously (Saarikoski et 
al.,  2007)  that  CV-based  best  system  prediction 
scheme  tends  to  produce  less  gain  than  OE (cf. 
accuracy of OE1 < OE2 in Table 1).

The  remaining  argument  discusses  Senseval 
evaluation measure (applies to all OE systems):

(4) Official evaluation measure is particularly 
unfavorable  to  OE  systems:  Senseval  scoring 
scheme4 is calculated as the  number of  instances 
disambiguated correctly divided by number of all 
4 Documentation for scoring scheme can be found at: 
http://www.cse.unt.edu/~rada/senseval/senseval3/scoring/
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instances  in  test  dataset.  This  measure  (termed 
'macro-averaged accuracy' in Sebastiani,  2002) is 
known to upweigh classification cases (words) that 
have more test instances.  While we recognize the 
usefulness of this measure, we calculated in Table 
1 the alternative measure (termed 'micro-averaged 
accuracy' in Sebastiani, 2002). It  differs from the 
former  (defined by e.g.  Sebastiani,  2002) in that 
all  words  are  treated  equally (i.e.  'normalized') 
regardless of number of test instances. In addition, 
it has been Senseval practice (Edmonds et al. 2002, 
Mihalcea et al. 2004) that words with great number 
of  test  instances  tend  to  have  an  equally  great 
number  of  training  instances.  At  such  'easier' 
words,  system  performance  differences  (sysdiff) 
occur much less and since OE is based on locating 
and making use of sysdiff, it cannot perform well. 
Therefore,  it  is  liable  to  lose  to  single-machine 
systems with inherently stronger fsets (see point 1 
above).  For these reasons, the measures are very 
different with the latter revealing the OE potential 
more appropriately.

In fact, we estimate that only 40 out of the 100 
test words in this dataset show any kind of sysdiff 
between most participating systems (> 5% macro-
averaged sysdiff per word). Furthermore, only 20 
of  them  only  are  likely  to  produce  substantial 
sysdiff (> 10%).  For example, in our 10CV runs, 
we got 0.99 accuracies by all base systems for the 
very highly trained word say.v with posex > 500. If 
there was a participating system that achieved 1.00 
in such a single high-train word (say.v), the huge 
number  of  test  instances  of  that  word  raised  its 
macro-averaged  accuracy,  winning  considerably 
over systems performing well with low-train words 
(e.g.  propose.v with posex=11 and negex=24 and 
grain=3 where  both  OE1 and OE2 performed at 
0.93  accuracy  owing  to  correct  best  system 
choice). In other words, the official measure does 
not account for the finding (Yarowsky et al., 2002 
and  Saarikoski  et  al.,  2007)  that  systems 
considerably  differ  precisely  in  terms  of  their 
ability  to  disambiguate  high/low-train  words 
(measured  by  posex/negex  factors).  Therefore,  it 
can be said that the official measure fails to treat 
all systems equally.

6 Conclusion and Further Work

Since OE is a generic method that can be applied 
to any base systems, we believe it has a place in 

WSD  methodology.  With  remaining  open 
questions  resolved  (optimizing  system  grain  to 
feasible  prediction  accuracy,  discovering  more 
predictive  factors  for  both  machines  and  fsets, 
understanding  how  the  evaluation  measures 
complete each other),  it  is  probable  that  OE can 
improve  current  state  of  the  art  WSD  systems 
(especially  if  provided  with  stronger  while  still 
complementary base systems). Though OE systems 
run the risk that OE may in fact be inferior to its 
best base system, we would like to note that thus 
far no OE of ours (around 10-15 different tests) has 
failed to produce net gain. 
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Abstract 

This paper presents the word sense disam-
biguation system of Peking University 
which was designed for the SemEval-2007 
competition. The system participated in the 
Web track of task 11 “English Lexical 
Sample Task via English-Chinese Parallel 
Text”. The system is a hybrid model by 
combining two supervised learning algo-
rithms SVM and ME. And the method of 
entropy-based feature chosen was experi-
mented. We obtained precision (and recall) 
of 81.5%. 

1 Introduction 

The PKU system participated in the web track of 
task 11. In this task, the organizers propose an 
English lexical sample task for word sense disam-
biguation (WSD), where the sense-annotated ex-
amples are (semi)-automatically gathered from 
word-aligned English-Chinese parallel texts. After 
assigning appropriate Chinese translations to each 
sense of an English word, the English side of the 
parallel texts can then serve as the training data, as 
they are considered to have been disambiguated 
and "sense-annotated" by the appropriate Chinese 
translations. This proposed task is thus similar to 
the multilingual lexical sample task in Senseval3, 
except that the training and test examples are col-
lected without manually annotating each individual 
ambiguous word occurrence. 

The system consists of two supervised learning 
classifiers, support vector machines (SVM) and 
maximum entropy (ME). A method of entropy-
based feature chosen was experimented to reduce 

the feature dimensions. The training data was lim-
ited to the labeled data provided by the task, and a 
PoS-tagger (tree-tagger) was used to get more fea-
tures. 

2 Features Selection 

We used tree-tagger to PoS-tag the texts before the 
feature extractor. No other resource is used in the 
system. The window size of the context is set to 5 
around the ambiguous word. Only the following 
features are used in the system:      

 
      Local words  

Local PoSs 
      Bag-of-words 

Local collocations 
 
Here local collocation means any two words 

which fall into the context window to form collo-
cation pair.  

Two methods are used to reduce the dimensions 
of feature space. One comes from the linguistic 
knowledge, some words whose PoSs are IN, DT, 
SYM, POS, CC or “``” are not included as the fea-
tures. 

The second method is based on entropy. To each 
word, the training data was split to two parts for 
parameter estimation. One (usually consist of 30 – 
50 instances) as the simultaneous test and the rest 
instances form the other part. 

First the entropy of each feature was calculated. 
For example, the target word ‘work’, it has two 
senses and the dimensions of its feature space is N. 
For feature , if it appears in m instances belong-
ing to sense A and n instances in sense B. So the 

if
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We rank all the features according to their en-

tropy from small to big. And then first percent 
lambda features are chosen as the final feature set. 
Using this smaller feature set, we use the classifier 
to make a new prediction. 

The parameter λ is estimated by comparing the 
system performance on the simultaneous test. In 
our system, .68 is chosen. It means that 68% origi-
nal features used to form the new feature space. 

The same classifier was tried on different feature 
sets to get different outputs and then were com-
bined. 

3 Classifiers 

The Support Vector Machines (SVM) are a group 
of supervised learning methods that can be applied 
to classification or regression. It is developed by 
Vapnik and has been applied into WSD (Lee et al., 
2004). Since most of the target words have more 
than two senses, we used the implementation of 
SVM that includes lib-svm (Chang and Lin, 2001) 
and svm-multiclass (Joachims, 2004). To lib-svm, 
the parameter of “b” which is used to obtain prob-
ability information after training is set 0 or 1 indi-
vidually to form different classifiers. The default 
linear kernel is used.  

Each vector dimension represents a feature. The 
numerical value of a vector entry is the numerical 
value of the corresponding feature. In our system, 
we use binary features. If the context of an instance 
has a particular feature, then the feature value is set 
to 1, otherwise the value is set to 0. 

ME modeling provides a framework for inte-
grating information for classification from many 
heterogeneous information sources. The intuition 
behind the maximum entropy principle is: given a 
set of training data, model what is known and as-
sume no further knowledge about the unknown by 
assigning them equal probability (entropy is 
maximum). There are also some researchers using 
ME to WSD (Chao and Dyer, 2002). Dekang Lin’s 
implementation of ME was used. He used General-
ized Iterative Scaling (GIS) algorithm. 

4 Development 

Because of time constraints, we could not experi-
ment all the training data by cross-validation. To 
each target word, we extract first 50 training in-
stances as the test.  

 
Lib-svm 

Prob. Output
Target 
Word 

Svm- 
Multi-
class 

ME 

Orig. 
F.S. 

Red.
FS 

Non- 
prob. 
Output

Age .68 .70 .70 .70 .66 
Area .80 .70 .80 .74 .82 
Body .84 .84 .90 .92 .16 
Change .48 .42 .66 .42 .58 
Director .96 .94 .96 .96 .96 
Experience .90 .88 .88 .90 .88 
Future .94 .94 .94 .98 .94 
interest .84 .82 .82 .88 .84 
issue .88 .88 .84 .90 .88 
Life .92 .94 .98 1.0 .94 
Material .88 .92 .94 .94 .88 
Need .86 .86 .86 .86 .86 
performance .78 .82 .80 .82 .80 
Program .70 .74 .72 .72 .72 
Report .94 .94 .94 .94 .94 
System .76 .70 .76 .76 .70 
Time .70 .64 .68 .60 .76 
today .72 .70 .74 .68 .76 
Water .90 .92 .88 .82 .90 
Work .90 .86 .90 .92 .90 

 
Table 1: The Performance on Nouns 
 
For some adjectives, we just extract first 30 be-

cause the training data is small. For ten of adjec-
tives, the training data is too small, we directly use 
the lib-svm (with probability output) as the final 
classifier.  

Both SVM and ME could output the probability 
for each instance to each class. So we try to com-
bine them to improve the performance. Several 
methods of combining classifiers have been inves-
tigated (Radu et al., 2002). The enhanced Counted-
based Voting (CBV) and Rank-Based Voting, 
Probability Mixture Model, and best single Classi-
fier are experimented in the training data. Table 1 
and Table 2 indicate the results of nouns and adjec-
tives individually, which were achieved with each 
of the different methods. In these tables, "Orig 
F.S." and "Red. F.S." mean original feature set and 
reduced feature set. "Prob. output" and "Non Prob. 
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output" are two implementation of lib-svm. The 
former output the probability of each instance be-
longing to each class, otherwise the latter not. Dif-
ferent from the results of Radu, choosing the best 
single classifier get the better performance than 
any kinds of combination. In this paper, we did not 
list the performances of combining.  

According to Table 1 and Table 2, the particular 
classifier chosen for that word was the one with the 
highest score in the training data. 

 
Lib-svm 

Prob. Output 
Target 
Word 

Svm- 
Multi- 
class 

ME 

Orig. 
F.S. 

Red.
F.S. 

Non- 
prob. 
output

Early .77 .80 .77 .80 .77 
Educational .87 .87 .87 .83 .87 

Free .74 .80 .84 .90 82 
Human .96 .92 .96 .90 .96 
Long .70 .70 .73 .87 .70 
Major .78 .78 .78 .80 .78 

Medical .76 .86 .78 .84 .78 
New .73 .77 .63 .43 .63 

Simple .73 .77 .77 .77 .80 
Third .98 .94 .98 1.0 .96 

 
Table 2:  The performance on Adjectives 

 
Two parameters are different from these two 

SVMs. One is the “-c”, which is the tradeoff be-
tween training error and margin. In lib-svm the 
value of “-c” is set 1; but in svm-multiclass is 0.01. 
The other is the strategy of how to utility binary-
classification to resolve multi-class. In svm-
multiclass, no strategy is needed since the algo-
rithm in (Crammer and Singer, 2001) solves the 
multi-class problem directly. In lib-svm, we use 
the one-against-all approach which is the default in 
lib-svm. Down-sampling is used if some result is 
trivial classification. The reason is that the unbal-
anced distribution of training data. We compared 
selecting support vectors and down-sampling. The 
latter is better. 

5 Results 

We participated in the subtask of SemEval-2007 
English lexical sample task via English-Chinese 
parallel text. The organizers make use of English-
Chinese documents gathered from the URL pairs 
given by the STRAND Bilingual Databases. They 

used this corpus for the evaluation of 40 English 
words (20 nouns and 20 adjectives). 

Our system gives exactly one sense for each test 
example. So the recall is always the same as preci-
sion. Micro-average precision is 81.5%. According 
to the task organizers, the recall of the best partici-
pating in this subtask is 81.9%. So the performance 
of our system compares favorably with the best 
participating system. 
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Abstract

In  this  paper,  we  described  the  PNNL 
Word Sense Disambiguation system as ap-
plied  to  the  English  all-word  task  in  Se-
mEval 2007. We use a supervised learning 
approach,  employing  a  large  number  of 
features and using Information Gain for di-
mension  reduction.  The  rich  feature  set 
combined with a Maximum Entropy classi-
fier  produces results  that  are significantly 
better than baseline and are the highest F-
score  for  the  fined-grained  English  all-
words subtask of SemEval.

1 Introduction

Accurate  word  sense  disambiguation  (WSD)  can 
support  many  natural  language  processing  and 
knowledge management  tasks.  The  main goal  of 
the  PNNL  WSD  system  is  to  support  Semantic 
Web applications, such as semantic-driven search 
and  navigation,  through  a  reliable  mapping  of 
words  in  naturally  occurring  text  to  ontological 
classes.  As described  in  Sanfilippo et  al.  (2006), 
this goal is achieved by defining a WordNet-based 
(Fellbaum,  1998)  ontology that  offers  a manage-
able set of concept classes, provides an extensive 
characterization of concept class in terms of lexical 
instances, and integrates an automated class recog-
nition algorithm. We found that the same features 
that are useful for predicting word classes are also 
useful in distinguishing individual word senses. 

Our main objective in this paper is to predict in-
dividual word senses using a large combination of 
features  including contextual,  semantic,  and syn-
tactic information. In our earlier paper (Sanfilippo 
et al., 2006), we reported that the PNNL WSD sys-

tem exceeded the performance of the best perform-
ers  for  verbs  in  the  SENSEVAL-3  English  all-
words task dataset. SemEval 2007 is our first op-
portunity  to  enter  a  word  sense  disambiguation 
competition.

2 Approach

While many unsupervised word sense disambigua-
tion systems have been created, supervised systems 
have generally produced superior  results  (Snyder 
and Palmer, 2004; Mihalcea et al., 2004). Our sys-
tem is based on a supervised WSD approach that 
uses  a  Maximum  Entropy  classifier  to  predict 
WordNet senses.

We  use  SemCor1,  OMWE  1.0  (Chklovski  and 
Mihalcea, 2002), and example sentences in Word-
Net  as  the  training  corpus.  We  utilize  the 
OpenNLP MaxEnt  implementation2 of  the  maxi-
mum  entropy  classification  algorithm  (Berger  et 
al.,  1996)  to  train  classification  models  for  each 
lemma and part-of-speech combination in the train-
ing  corpus.  These  models  are  used  to  predict 
WordNet  senses  for  words found in natural  text. 
For  lemma  and  part-of-speech  combinations  that 
are not present in the training corpus, the PNNL 
WSD system defaults to the most frequent Word-
Net sense.

2.1 Features

We use a rich set of features to predict individual 
word senses.  A large number of  features are ex-
tracted for each word sense instance in the training 
data.  Following  Dang & Palmer  (2005)  and Ko-
homban & Lee (2005), we use contextual, syntac-
tic and semantic  information to inform our word 

1 http://www.cs.unt.edu/~rada/downloads.html. 
2 http://maxent.sourceforge.net/.
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sense disambiguation system. However,  there are 
significant  differences  between the specific  types 
of contextual,  syntactic  and semantic information 
we use in our system and those proposed by Dang 
& Palmer  (2005)  and Kohomban  & Lee (2005). 
More specifically,  we employ novel  features  and 
feature combinations, as described below. 
• Contextual information. The contextual infor-

mation we use includes the word under analy-
sis plus the three tokens found on each side of 
the word, within sentence boundaries. Tokens 
include both words and punctuation.

• Syntactic information. We include grammatical 
dependencies  (e.g.  subject,  object)  and  mor-
pho-syntactic  features such as part of speech, 
case, number and tense. We use the Connexor 
parser3 (Tapanainen and Järvinen, 1997) to ex-
tract lemma information, parts of speech, syn-
tactic  dependencies,  tense,  case,  and  number 
information.  A sample output  of  a  Connexor 
parse is given in Table 1. Features are extract-
ed  for  all  tokens  that  are  related  through no 
more than 3 levels of dependency to the word 
to be disambiguated. 

• Semantic  information.  The semantic  informa-
tion  we  incorporate  includes  named  entity 
types (e.g. PERSON, LOCATION, ORGANI-
ZATION) and hypernyms. We use OpenNLP4 

and  LingPipe5 to  identify  named  entities,  re-
placing the strings identified as named entities 
(e.g., Joe Smith) with the corresponding entity 
type  (PERSON).  We also  substitute  personal 
pronouns  that  unambiguously  denote  people 
with the entity type PERSON. Numbers in the 
text  are  replaced  with  type  label  NUMBER. 
Hypernyms  are  retrieved  from WordNet  and 
added to the feature set for all noun tokens se-
lected by the contextual and syntactic rules. In 
contrast to Dang & Palmer (2005), we only in-
clude  the  hypernyms  of  the  most  frequent 
sense,  and  we  include  the  entire  hypernym 
chain (e.g. motor, machine, device, instrumen-
tality, artifact, object, whole, entity).

To address feature extraction processes specific 
to  noun and verbs,  we add the  following  condi-
tions.

3 http://www.connexor.com/.
4 http://opennlp.sourceforge.nt/.
5 http://www.alias-i.com/lingpipe/.

• Syntactic  information  for  verbs.  If  the  verb 
does not have a subject, the subject of the clos-
est ancestor verb in the syntax tree is used in-
stead.

• Syntactic information for nouns. The first verb 
ancestor in the syntax tree is also used to gen-
erate features. 

• Semantic information for nouns. A feature in-
dicating whether a token is capitalized for each 
of the tokens used to generate features.

A sample of the resulting feature vectors that are 
used by the PNNL word sense disambiguation sys-
tem is presented in Table 2.

ID Word Lemma Grammatical 
Dependen-
cies

Morphosyntactic 
Features

1
2
3
4
5
6

the
engine
throbbe
d
into
life
.

the
engine
throb
into
life
.

det:>2
subj:>3
main:>0
goa:>3
pcomp:>4

@DN> %>N DET

@SUBJ %NH N NOM SG

@+FMAINV %VA V PAST

@ADVL %EH PREP

@<P %NH N NOM SG

Table 1. Connexor sample output for the sentence 
“The engine throbbed into life”.

the pre:2:the, pre:2:pos:DET, det:the, det:pos:DET, 
hassubj:det:

engine pre:1:instrumentality, pre:1:object, pre:1:artifact,
 pre:1:device, pre:1:engine, pre:1:motor, pre:1:whole, 
pre:1:entity, pre:1:machine, pre:1:pos:N, 
pre:1:case:NOM, 
pre:1:num:SG,subj:instrumentality,subj:object, subj:arti-
fact, subj:device, subj:engine, subj:motor, subj:whole, 
subj:entity, subj:machine, subj:pos:N, hassubj:, 
subj:case:NOM, subj:num:SG,

throbbed haspre:1:,haspre:2:,haspost:1:, haspost:2:, haspost:3:,
self:throb, self:pos:V, main:,throbbed, self:tense:PAST

into post:1:into, post:1:pos:PREP, goa:into, goa:pos:PREP, 
life post:2:life, post:2:state, post:2:being, post:2:pos:N, 

post:2:case:NOM, post:2:num:SG, hasgoa:, pcomp:life, 
pcomp:state, pcomp:being, pcomp:pos:N, 
hasgoa:pcomp:, goa:pcomp:case:NOM, 
goa:pcomp:num:SG

. post:3:.
Table  2. Feature  vector  for  throbbed in the sen-
tence “The engine throbbed into life”.

As the example in Table 2 indicates, the combi-
nation of contextual, syntactic, and semantic infor-
mation types results in a large number of features. 
Inspection  of  the  training data  reveals  that  some 
features may be more important than others in es-
tablishing word sense assignment for each choice 
of word lemma. We use a feature selection proce-
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dure to reduce the full set of features to the feature 
subset that is most relevant to word sense assign-
ment for each lemma. This practice improves the 
efficiency of our word sense disambiguation algo-
rithm. The feature selection procedure we adopted 
consists of scoring each potential feature according 
to  a  particular  feature  selection  metric,  and  then 
taking the best k features.

We choose Information Gain as our feature se-
lection metric. Information Gain measures the de-
crease in entropy when the feature is given versus 
when it is absent. Yang and Pederson (1997) report 
that  Information Gain outperformed other feature 
selection  approaches  in  their  multi-class  bench-
marks,  and  Foreman  (2003)  showed  that  it  per-
formed amongst the best for his 2-class problems. 

3 Evaluation

To evaluate our approach and feature set, we ran 
our  model  on  the  SENSEVAL-3  English  all-words 
task test data. Using data provided by the SENSE-
VAL website6, we were able to compare our results 
for  verbs  to  the  top  performers  on  verbs  alone. 
Upali S. Kohomban and Wee Sun Lee provided us 
with  the  results  file  for  the  Simil-Prime  system 
(Kohomban and Lee, 2005). As reported in Sanfil-
ippo et al. (2006) and shown in table 3, our results 
for verbs rival those of top performers. We had a 
significant  improvement  (p-value<0.05)  over  the 
baseline of  52.9%, a marginal  improvement  over 
the second best performer (SenseLearner) (Mihal-
cea and Faruque, 2004), and we were as good as 
the top performer (GAMBL) (Decadt et al., 2004).7

System Precision Fraction of 
Recall

Our system 61% 22%
GAMBL 59.0% 21.3%
SenseLearner 56.1% 20.2%
Baseline 52.9% 19.1%

Table 3. Results for verb sense disambiguation on 
SENSEVAL-3 data, adapted from Sanfilippo et al. 

(2006).

Since then, we have expanded our evaluation to 
all parts of speech. Table 4 provides the evaluation 

6 http://www.senseval.org/.
7 The 2% improvement in precision which our system 
showed as  compared to GAMBL was not statistically 
significant (p=0.21).

of our system as compared  to  the three top per-
formers on the SENSEVAL-3 data and the baseline. 
The baseline of 0.631 F-score8 was computed us-
ing the most frequent WordNet sense. The PNNL 
WSD system performs significantly better than the 
baseline (p-value<0.05) and rivals the top perform-
ers.  The performance of the PNNL WSD system 
relative to the other three systems and the baseline 
remains unchanged when the unknown sense an-
swers  (denoted  by a  ‘U’)  are  excluded  from the 
evaluation.

System Precision Recall
PNNL 0.670 0.670
Simil-Prime 0.661 0.663
GAMBL 0.652 0.652
SenseLearner 0.646 0.646
Baseline 0.631 0.631

Table 4. SENSEVAL-3 English all-words.

System Recall Precision 
PNNL 0.669 0.671
GAMBL 0.651 0.651
Simil-Prime 0.644 0.657
SenseLearner 0.642 0.651
Baseline 0.631 0.631

Table 5. SENSEVAL-3 English all-words, No “U”.

4 Experimental  results  on  SemEval  all-
words subtask

This was our first opportunity to test our model in 
a WSD competition. For this competition, we fo-
cused our efforts  on the fine-grained English all-
words task because our system was set up to per-
form fine-grained WordNet  sense  prediction.  We 
are  pleased that  our  system achieved the  highest 
score for this subtask. Our results for the SemEval 
dataset as compared to baseline are reported in Ta-
ble 6. The PNNL WSD system did not assign the 
unknown sense, ‘U’, to any word instances in the 
SemEval dataset.

8 This baseline is slightly higher than that reported by 
others (Snyder and Palmer 2004).
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System F-score
PNNL 0.591
Baseline 0.514
p-value <0.01

Table 6. SemEval Results.

5 Discussion

Although these results are promising, there is still 
much work to be done. For example, we need to 
investigate the contribution of each feature to the 
overall performance of the system in terms of pre-
cision and recall. Such a feature sensitivity analysis 
will provide us with a better understanding of how 
the algorithm can be further improved and/or made 
more efficient by leaving out features whose con-
tribution is negligible. 

Another important point to make is that, while 
our system shows the best precision/recall results 
overall,  we  can  only  claim  statistical  relevance 
with  reference  to  the  baseline  and  results  worse 
than  baseline.  The  size  of  the  SemEval  data  set 
(N=465) is too small to establish whether the dif-
ference in precision/recall results with the other top 
systems is statistically significant. 
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Abstract

We describe about the system description of
the PSNUS team for the SemEval-2007 Web
People Search Task. The system is based
on the clustering of the web pages by us-
ing a variety of features extracted and gen-
erated from the data provided. This system
achievesFα=0.5 = 0.75 andFα=0.2 = 0.78

for the final test data set of the task.

1 Introduction

We consider the problem of disambiguating person
names in a Web searching scenario as described by
the Web People Search Task in SemEval 2007 (Ar-
tiles et al., 2007). Here, the system receives as in-
put a set of web pages retrieved from a search en-
gine using a given person name as a query. The goal
is to determine how many different people are rep-
resented for that name in the input web pages, and
correctly assign each namesake to its corresponding
subset of web pages.

There are many challenges towards an effective
solution. We are to correctly estimate the number of
namesakes for a given person name and group doc-
uments referring to the same individual. Moreover,
the information sources to be processed are unstruc-
tured web pages and there is no certain way of cor-
rectly establishing a relation between any two web
pages belonging to the same or different individuals.

We have taken several approaches to analyze dif-
ferent sources of information provided with the in-
put data, and also compared strategies to combine
these individual features together. The configuration

that achieved the best performance (which were sub-
mitted for our run) used a single named entity fea-
ture as input to clustering. In the remainder of this
paper, we first describe our system in terms of the
clustering approach used and alternative features in-
vestigated. We then analyze the results on the train-
ing set before concluding the paper.

2 Clustering Algorithm

Clustering is the key part for such a task. We have
chosen to view the problem as an unsupervised hard
clustering problem. First, we view the problem as
unsupervised, using the training data for parameter
validation, to optimally tune the parameters in the
clustering algorithm. Secondly, we observed that the
majority of the input pages reference a single indi-
vidual, although there are a few that reference mul-
tiple individuals sharing the same name. Hence, we
view the problem ashard clustering, assigning input
pages to exactly one individual, so that the produced
clusters do not overlap.

Hard clustering algorithms can be classified as ei-
ther partitive or hierarchical. Agglomerative hierar-
chical clustering generates a series of nested clusters
by merging simple clusters into larger ones, while
partitive methods try to find a pre-specified num-
ber of clusters that best capture the data. As the
correct number of clusters is not givena priori, we
chose a method from the second group. We use the
Hierarchical Agglomerative Clustering (HAC) algo-
rithm (Jain et al., 1999) for all experiments reported
in this paper. HAC views each input web page as
a separate cluster and iteratively combines the most
similar pair of clusters to form a new cluster that re-
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places the pair.

3 Features

As input to the clustering, we consider several dif-
ferent representations of the input documents. Each
representation views the input web pages as a vector
of features. HAC then computes the cosine similar-
ity between the feature vectors for each pair of clus-
ters to determine which clusters to merge. We now
review the inventory of features studied in our work.

Tokens (T). Identical to the task baseline by (Ar-
tiles et al., 2005), we stemmed the words in the web
pages using the Porter stemmer (Porter, 1980), to
conflate semantically similar English words with the
stem. Each stemmed word is considered to be a fea-
ture and weighted by its Term Frequency× Inverse
Document Frequency (TF×IDF).

Named Entities (NE). We extract the named enti-
ties from the web pages using the Stanford Named
Entity Recognizer (Finkel et al., 2005). This tagger
identifies and labels names of places, organizations
and people in the input. Each named entity token
is treated as a separate feature, again weighted by
TF×IDF. We do not perform stemming for NE fea-
tures.

We also consider a more target-centric form of
the NE feature, motivated by the observation that
person names can be differentiated using their mid-
dle names or titles. We first discard all named enti-
ties that do not contain any token of the search tar-
get, and then discard any token from the remain-
ing named entities that appears in the search tar-
get. The remaining tokens are then used as features,
and weighted by their TF×IDF. For example, for the
search target “Edward Fox”, the features generated
from the name “Edward Charles Morrice Fox” are
“Charles” and “Morrice”. We call this variation NE
targeted (NE-T).

Hostnames and domains (H and D). If two
web pages have links pointing to the exact same
URL, then there is a good chance that these two
web pages refer the same person. However, we
find such exact matches of URLs are rare, so
we relax the condition and consider their host-
names or domain names instead. For example, the
URL http://portal.acm.org/guide.cfm has host-
nameportal.acm.org and domain nameacm.org.

As such, for each web page, we can extract the list
of hostnames from the links in this page.

We observe that some host/domain names serve
as more discriminative evidence than others (e.g.,
a link to a university homepage is more telling
than a link to the list of publications page of
Google Scholar when disambiguating computer sci-
ence scholars). To model this, we weight each
host/domain name by its IDF. Note that we do not
use TF as web pages often contain multiple inter-
nal links in the form of menus or navigation bars.
Using IDF and cosine similarity has been proven
effective for disambiguating bibliographic citation
records sharing a common author name (Tan et al.,
2006).

We also considered a variant where we include
the URL of the input web page itself as a “link”. We
tried this variation only with hostnames, calling this
Host with Self URL (H-S).

Page URLs (U). Uniform resource locations
(URLs) themselves contain a rich amount
of information. For example, the URL
http://www.cs.ualberta.ca/˜lindek/ itself sug-
gests a home page of “lindek” in the Computer
Science department, University of Alberta, Canada.

We used the MeURLin system (Kan and Nguyen
Thi, 2005) to segment the URL of each web page
into tokens as well as to generate additional fea-
tures. These features include (a) segmentation of
tokens such as “www.allposters.com” to “www”,
“all”, “posters” and “com”; (b) the parts in the URL
where the tokens occur, e.g., protocol, domain name,
and directory paths; (c) length of the tokens; (d) or-
thographic features; (e) sequentialn-grams; and (f)
sequential bigrams. As each of these features can be
seen as a “token”, the output of the MeURLin seg-
menter for a web page can be seen as a “document”,
and hence it is possible to compute the TF×IDF co-
sine similarity between two such documents.

3.1 Feature Combination

The features described above represent largely or-
thogonal sources of information in the input: input
content, hyperlinks, and source location. We hy-
pothesize that by combining these different features
we can obtain better performance. To combine these
features for use with HAC, we consider simply con-
catenating individual feature vectors together to cre-
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ate a single feature vector, and compute cosine sim-
ilarity. We used this method in two configurations:
namely, (T + NE + H-S), (T + D + NE + NE-T + U).

We also tried using the maximum and average
component-wise similarities of individual features.
(max(NE, H-S)) uses the maximum value of the
Named Entity and Host with Self features. For the
(avg(T, H-S)) and (avg(T, D, NE, NE-T, U)) runs,
we compute the average similarity over the two and
five sets of individual features, respectively.

4 Results

We present the clustering performances of the var-
ious methods in our system based on the different
features that we extracted. Each experiment uses
HAC with single linkage clustering. Since the num-
ber of clusters is not known, when to terminate the
agglomeration process is a crucial point and signifi-
cantly affects the quality of the clustering result. We
empirically determine the best similarity thresholds
to be0.1 and0.2 for all the experiments on the three
different data sets provided. We found that larger
values for these data sets do not allow the HAC algo-
rithm to create enough clustering hierarchy by caus-
ing it to terminate early, and therefore result in many
small clusters increasing purity but dramatically suf-
fering from inverse purity performance.

Table 1 shows the results of our experiments on
the training data sets (ECDL, Wikipedia and Cen-
sus). Two different evaluation measures are reported
as described by the task:Fα=0.5 is a harmonic mean
of purity and inverse purity of the clustering result,
andFα=0.2 is a version ofF that gives more impor-
tance to inverse purity (Artiles et al., 2007).

Among the individual features, Tokens and
Named Entity features consistently show close to
best performance for all training data sets. In most
cases, NE is better than Tokens because some web
pages contain lots of irrelevant text for this task (e.g.,
headers and footers, menus etc). Also, we found that
the NEs have far more discriminative power than
most other tokens in determining similarity between
web pages. The NE variation, NE targeted, performs
worse among the token based methods. Although
NE targeted aims for highly precise disambiguation,
it seems that it throws away too much information
so that inverse purity is very much reduced. The

other NEs, such as locations and organizations are
also very helpful for this task. For example, the or-
ganization may indicate the affiliation of a particular
name. This explains the superiority of NE over NE
targeted for all three data sets.

Among the link based features, Domain gives bet-
ter performance over Host as it leads to better in-
verse purity. The reason is that there are usually
many pages on different hosts from a single domain
for a given name (e.g., the web pages belonging to
a researcher from university domain). This greatly
helps in resolving the name while results in a slight
drop in purity. Using a web page’s URL itself in the
features Host+Self and Domain+Self shows a larger
increase in inverse purity at a smaller decrease in pu-
rity, hence these have improved F-measure in com-
parison to Domain and Host. Not surprisingly, these
link based features perform very well for the ECDL
data set, compared to the other two. A significant
portion of the people in the ECDL data set are most
likely present-day computer scientists, likely having
extensive an web presence, which makes the task
much easier. Although the other two data sets may
have popular people with many web pages, their
web presence are usually created by others and often
scatter across many domains with little hyperlink-
age between them. This explains why our link based
methods are not very effective for such data sets.

Our final individual feature URL performs worst
among all. Although highly precise, its resulting in-
verse purity is poor. While the features generated
by MeURLin do improve the performance over pure
host name and domain on the page URLs, its incor-
poration in a richer feature set does not lead to better
results, as the other features which have richer infor-
mation to process.

Each of the individual features has different de-
gree of discriminative power in many different
cases. By combining them, we expect to get bet-
ter performance than individually. However, we do
not obtain significant improvement in any of the data
sets. Furthermore, in the Census data set, the com-
bined features fail to outperform the individual NE
and Tokens features. The relatively poor perfor-
mance of the remaining features also degrades the
performance of Tokens and NE when combined.

Considering the performances using the harmonic
mean, we do not see any clear winner in all of three
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Feature
ECDL Wikipedia Census

Fα=0.5 Fα=0.2 Fα=0.5 Fα=0.2 Fα=0.5 Fα=0.2

Tokens (T) .72 / .77 .83 / .84 .72 / .76 .85 / .84 .82 / .84 .88 / .86
Named Entities (NE) .75 / .80 .84 / .79 .75 / .77 .85 / .78 .89 / .78 .89 / .73
NE targeted (NE-T) .54 / .55 .49 / .47 .66 / .64 .60 / .57 .64 / .64 .57 / .58
Host (H) .72 / .57 .64 / .48 .67 / .51 .58 / .41 .67 / .63 .59 / .55
Host + Self (H-S) .73 / .59 .66 / .49 .68 / .54 .60 / .43 .68 / .63 .60 / .56
Domain (D) .78 / .69 .72 / .60 .71 / .59 .66 / .50 .69 / .65 .61 / .58
Domain + Self (D-S) .79 / .70 .74 / .61 .72 / .62 .67 / .52 .70 / .66 .62 / .59
URL (U) .50 / .43 .43 / .35 .56 / .42 .50 / .33 .64 / .58 .56 / .51

(T + NE + H-S) .71 / .77 .83 / .83 .72 / .76 .85 / .83 .65 / .67 .78 / .76
(T + D + NE + NE-T + U) .72 / .76 .83 / .80 .72 / .77 .84 / .83 .66 / .66 .78 / .74
(max(NE, H-S)) .74 / .80 .84 / .82 .74 / .77 .86 / .82 .71 / .66 .80 / .70
(avg(T, H-S)) .77 / .81 .86 / .76 .75 / .77 .86 / .76 .70 / .64 .80 / .67
(avg(T, D, NE, NE-T, U)) .78 / .77 .86 / .73 .75 / .78 .86 / .76 .69 / .61 .77 / .62

Table 1: Experimental results for each training data set of the task: ECDL, Wikipedia and Census. Each
experiment uses single link HAC with the similarity threshold values of0.1 / 0.2. BestFα=0.5 performances
are shown in bold.

training data sets. In addition, the method showing
the best performance does not result in a win with
a large margin in each data set. Relatively com-
plicated methods do not always perform better over
simpler, single featured based methods on all train-
ing data sets. Considering the results and Occam’s
razor (Thorburn, 1915), we conclude that a simple
method should most likely work relatively well in
many other different settings as well. Therefore, we
selected the method based on the individual NE fea-
ture with the similarity threshold value of0.2 for the
final test submission run. We are able to achieve
the following results for this submission run: pu-
rity = 0.73, inverse purity =0.82, Fα=0.5 = 0.75,
Fα=0.2 = 0.78.

5 Conclusion

We described our PSNUS system that disambiguates
people mentions in web pages returned by a web
search scenario, as defined in the inaugural Web
People Search Task. As such, we mainly focus on
extracting various kinds of information from web
pages and utilizing them in the similarity computa-
tion of the clustering algorithm. The experimental
results show that a simple Hierarchical Agglomera-
tive Clustering approach using a single named entity
feature seems promising as a robust solution for the

various datasets.
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Abstract

This paper describes an exponential family
model of word sense which captures both
occurrences and co-occurrences of words
and senses in a joint probability distribution.
This statistical framework lends itself to the
task of word sense disambiguation. We eval-
uate the performance of the model in its par-
ticipation on the SemEval-2007 coarse- and
fine-grained all-words tasks under a variety
of parameters.

1 Introduction
This paper describes an exponential family model
suited to performing word sense disambiguation.
Exponential family models are a mainstay of mod-
ern statistical modeling (Brown, 1986) and they are
widely and successfully used for example in text
classification (Berger et al., 1996). In statistical
machine learning research, a general methodology
and many algorithms were developed for undirected
graphical model representation of exponential fam-
ilies (Jordan, 2004), providing a solid basis for effi-
cient inference.

Our model differs from other probabilistic mod-
els used for word sense disambiguation in that it
captures not only word-sense co-occurrences but
also contextual sense-sense co-occurrences, thereby
breaking the naı̈ve Bayes assumption. Although
spare in the types of features, the model is extremely
expressive. Our model has parameters that control
for word-sense interaction and sense-sense similar-
ity, allowing us to capture many of the salient fea-
tures of word and sense use. After fitting the param-
eters of our model from a labeled corpus, the task

of word sense disambiguation immediately follows
by considering the posterior distribution of senses
given words.

We used this model to participate in SemEval-
2007 on the coarse- and fine-grained all-words tasks.
In both of these tasks, a series of sentences are
given with certain words tagged. Each competing
system must assign a sense from a sense inventory
to the tagged words. In both tasks, performance
was gauged by comparing the output of each system
to human-tagged senses. In the fine-grained task,
precision and recall were simply and directly com-
puted against the golden annotations. However, in
the coarse-grained task, the sense inventory was first
clustered semi-automatically with each cluster rep-
resenting an equivalence class over senses (Navigli,
2006). Precision and recall were computed against
equivalence classes.

This paper briefly derives the model and then
explores its properties for WSD. We show how
common algorithms, such as “dominant sense” and
“most frequent sense,” can be expressed in the ex-
ponential family framework. We then proceed to
present an evaluation of the developed techniques on
the SemEval-2007 tasks in which we participated.

2 The model

We describe an exponential family model for word
sense disambiguation. We posit a joint distribution
over words w and senses s.

2.1 Notation

We define a document d to be a sequence of words
from some lexicon W; for the participation in this
contest, a document consists of a sentence. Associ-
ated with each word is a sense from a lexicon S. In
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this work, our sense lexicon is the synsets of Word-
Net (Fellbaum and Miller, 2003), but our methods
easily generalize to other sense lexicons, such as
VerbNet (Kipper et al., 2000).

Formally, we denote the sequence of words in a
document d by wd = (wd,1, . . . , wd,nd

) and the se-
quence of synsets by sd = (sd,1, sd,2, . . . , sd,nd

),
where nd denotes the number of words in the docu-
ment. A corpus D is defined as a collection of doc-
uments. We also write w ∈ s if w can be used to
represent sense s.

2.2 An exponential family of words and senses

We turn our attention to an exponential family
of words and senses. The vector of parameters
η = (κ,λ) consists of two blocks capturing depen-
dence on word-synset co-occurrences, and synset
co-occurrences.

pη,n(s,w)
= exp

{∑
iκwi,si +

∑
i,j λsi,sj

}/
Zη,n .

(1)

The summations are first over all positions in the
document, 1 ≤ i ≤ n, and then over all pairs of
positions in the document, 1 ≤ i, j ≤ n. We discuss
parameters of our exponential model in turn.

Word-sense parameters κ Using parameters κ
alone, it is possible to describe an arbitrary context
independent distribution between a word and its as-
signed synset.

Sense co-occurrence parameters λ Parameters λ
are the only parameters that establish the depen-
dence of sense on its context. More specifically,
they capture co-occurrences of synset pairs within a
context. Larger values favor, whereas smaller values
disfavor each pair of synsets.

3 Parameter estimation
With the model in hand, we need to address two
problems in order to use it for problems such as
WSD. First, in parameter estimation, we find values
of the parameters that explain a labeled corpus, such
as SemCor (Miller et al., 1993). Once the parame-
ters are fit, we use posterior inference to compute the
posterior probability distribution of a set of senses
given a set of unlabeled words in a context, p(s |w).
This distribution is used to predict the senses of the
words.

In this section, it will be useful to introduce the
notation p̃(s, w) to denote the empirical probabili-
ties of observing the word-sense pair s, w in the en-
tire corpus:

p̃(s, w) =
∑

d,i δ(sd,i, s)δ(wd,i, w)/
∑

d nd ,

where δ(x, y) = 1 if x = y and 0 otherwise.
Similarly, we will define p̃(s) to denote the empiri-
cal probability of observing a sense s over the entire
corpus:

p̃(s) =
∑

d,i δ(sd,i, s)/
∑

d nd .

3.1 Word-sense parameters κ

Fallback Let κWN
w,s = 0 if w ∈ s and κWN

w,s = −∞
otherwise. This simply sets to zero the probability of
assigning a word w to a synset s when w 6∈ s while
making all w ∈ s equally likely as an assignment
to s. This forces the model to rely entirely on λ
for inference. If λ is also set to 0, this then forces
the system to fall back onto its arbitrary tie-breaking
mechanism such as choosing randomly or choosing
the first sense.

Most-frequent synset One approach to disam-
biguation is the technique of choosing the most fre-
quently occurring synset which the word may ex-
press. This can be implemented within the model by
setting κw,s = κMFS

w,s ≡ ln p̃(s) if w ∈ s and −∞
otherwise.

MLE Given a labeled corpus, we would like to
find the corresponding parameters that maximize
likelihood of the data. Equivalently, we would like
to maximize the log likelihood

L(η) =∑
d

[∑
iκwd,i,sd,i

+
∑

i,j λsd,i,sd,j
− lnZη,nd

]
.

(2)
In this section, we consider a simple case when it

is possible to estimate parameters maximizing the
likelihood exactly, i.e., the case where our model
depends only on word-synset co-occurrences and is
parametrized solely by κ (setting λ = 0).

Using Eq. (1), with λ = 0, we obtain

pκ(sD,wD) =
exp

{∑
d,iκwd,i,sd,i

}∏
d Zκ,nd

.
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Thus, pκ(sD,wD) can be viewed as a multino-
mial model with

∑
d nd trials and |S| outcomes,

parametrized by κw,s. The maximum likelihood es-
timates in this model are κ̂w,s ≡ ln p̃(s, w).

This setting of the parameters corresponds pre-
cisely to the dominant-sense model (McCarthy et al.,
2004). The resulting model is thus

pκ,n(s,w) =
∏

i p̃(si, wi) . (3)

3.2 Sense co-occurrence parameters λ

Unlike κ, it is impossible to find a closed-form so-
lution for the maximum-likelihood settings of λ.
Therefore, we turn to intuitive methods.

Observed synset co-occurrence One natural ad
hoc statistic to use to compute the parameters λ are
the empirical sense co-occurrences. In particular, we
may set

λsi,sj = λSF
si,sj

≡ ln p̃(si, sj) . (4)

We will observe in section 5 that the performance
of λ = λSF actually degrades the performance of
the system, especially when combined with κ = κ̂.
This can be understood as a by-product of an un-
sympathetic interaction between κ and λ. In other
words, κ and λ overlap; by favoring a sense pair the
model will also implicitly favor each of the senses in
the pair.

Discounted observed synset co-occurrence As
we noted earlier, the combination κ = κ̂,λ = λSF

actually performs worse than κ = κ̂,λ = 0.
In order to cancel out the aforementioned over-
lap effect, we attempt to compute the number of
co-occurrences beyond what the occurrences them-
selves would imply. To do so, we set

λ = λDSF ≡ ln
p̃(si, sj)

p̃(si)p̃(sj)
, (5)

a quantity which finds an analogue in the notion of
mutual information. We will see shortly that such
a setting of λ will allow sense co-occurrence to im-
prove disambiguation performance.

4 Word Sense Disambiguation
Finally, we describe how to perform WSD using the
exponential family model. Our goal is to assign a
synset si to every word wi in an unlabeled document

d of length n. In this setting, the synsets are hidden
variables. Thus, we assign synsets according to their
posterior probability given the observed words:

ŝ = argmax
s∈Sn

pη,n(s,w)∑
s′ pη,n(s′,w)

,

where the sum is over all possible sequences of
synsets. This combinatorial sum renders exact infer-
ence computationally intractable. We discuss how to
obtain the sense assignment using approximate in-
ference.

4.1 Variational Inference

To approximate the posterior over senses, we use
variational inference (Jordan et al., 1999). In vari-
ational inference, one first chooses a family of
distributions for which inference is computationlly
tractable. Then the distribution in that family which
best approximates the posterior distribution of inter-
est is found.

For our purposes, it is convenient to select q from
the family of factorized multinomial distributions:

q(s) =
∏

i

qi(si) ,

where each qi(si) is a multinomial distribution
over all possible senses. Observe that finding ŝ is
much simpler using q(s): one can find the argmax
of each individual qi independently.

It can be shown that the multinomial which mini-
mizes the KL-divergence must satisfy:

qi(si) ∝ exp

κwi,si +
∑
j 6=i

∑
sj

qj(sj)λsi,sj

 (6)

a system of transcendental equations which can
be solved iteratively to find q. This q is then used to
efficiently perform inference and hence disambigua-
tion.

5 Evaluation
This section evaluates the performance of the model
and the techniques described in the previous sec-
tions with respect to the coarse- and fine-grained all-
words tasks at SemEval-2007.

In order to train the parameters, we trained our
model in a supervised fashion on SemCor (Miller et
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κ = κWN κ = κMFS κ = κ̂

λ = 0 52.0% 45.8% 51.2%
λ = λSF 48.8% 45.3% 52.5%
λ = λDSF 47.0% 44.6% 54.2%

Table 1: Precision for the fine-grained all-words task. The results corresponding to the bolded value was
submitted to the competition.

al., 1993) with Laplace smoothing for parameter es-
timates. We utilized the POS tagging and lemma-
tization given in the coarse-grained all-words test
set. Wherever a headword was tagged differently
between the two test sets, we produced an answer
only for the coarse-grained test and not for the fine-
grained one. This led to responses on only 93.9% of
the fine-grained test words. Of the 6.1% over which
no response was given, 5.3% were tagged as “U” in
the answer key.

In order to break ties between equally likely
senses, for the fine-grained test, the system returned
the first one returned in WordNet’s sense inventory
for that lemma. For the coarse-grained test, an arbi-
trary sense was returned in case of ties.

The precision results given in this section are over
polysemous words (of all parts of speech) for which
our system gave an answer and for which the answer
key was not tagged with “U.”

5.1 Fine-grained results (Task 17)

The fine-grained results over all permutations of the
parameters mentioned in Section 3 are given in Ta-
ble 1. Note here that the baseline number of λ =
0,κ = κWN given in the upper-left is equivalent to
simply choosing the first WordNet sense. Notably,
such a simple configuration of the model outper-
forms all but two other of the other parameter set-
tings.

When any sort of nonzero sense co-occurrence
parameter is used with κ = κWN, the performance
degrades dramatically, to 48.8% and 47.0% for λSF

and λDSF respectively. Since the discounting scheme
was devised to positively interact with κ = κ̂, it is
no surprise that it does poorly when κ is not set in
such a way. And as mentioned previously, naı̈vely
setting λ to λSF improperly conflates λ and κ, yield-
ing a poor result.

When κ = κMFS is used, the precision is
even lower, dropping to 45.8% when no sense co-

occurrence information is used. And similarly to
κ = κWN, any nonzero λ significantly degrades per-
formance. This seems to indicate the most-frequent
synset, as predicted by our earlier analysis, is an in-
ferior technique.

Finally, when κ = κ̂ is used (i.e. dominant sense),
the precision is 51.2%, slightly lower than but nearly
on par with that of the baseline. When sense co-
occurrence parameters are added, the performance
increases. For λSF, a precision of 52.5% is achieved;
a precision above the baseline. But again, because of
the interaction between κ and λ, here we expect it
to be possible to improve upon this performance.

And indeed, when λ = λDSF, the highest value
of the entire table, 54.2% is achieved. This is a sig-
nificant improvement over the baseline and demon-
strates that our intuitively appealing mutual informa-
tion discounting mechanism allows for κ and λ to
work cooperatively.

5.2 Coarse-grained results (Task 7)

In order to perform the coarse-grained task, our sys-
tem first determined the set of sense equivalence
classes. We denote a sense equivalence class by k,
where k is some sense key member of the class. The
equivalence classes were created according to the
following constraints:

• Each sense key k may only belong to one
equivalence class k.

• All sense keys referring to the same sense s
must belong in the same class.

• All sense keys clustered together must belong
in the same class.

Once the clustering is complete, we can proceed
exactly as we did in the previous sections, while re-
placing all instances of s with k. Thus, training
in this case was performed on a SemCor where all
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the senses were mapped back to their corresponding
sense equivalence classes.

The model fared considerably worse on the
coarse-grained all-words task. The precision of the
system as given by the scorer was 69.7% and the
recall 62.8%. These results, while naturally much
higher than those for the fine-grained test, are low by
coarse-grained standards. While the gold standard
was not available for comparison for these results,
there are two likely causes of the lower performance
on this task.

The first is that ties were not adjudicated by
choosing the first WordNet sense. Instead, an ar-
bitrary sense was chosen thereby pushing cases in
which the model is unsure from the baseline to the
much lower random precision rate. The second is the
same number of documents are mapped to a smaller
number of “senses” (i.e. sense equivalence classes),
the number of parameters is greatly reduced. There-
fore, the expressive power of each parameter is di-
luted because it must be spread out across all senses
within the equivalence class.

We believe that both of these issues can be eas-
ily overcome and we hope to do so in future work.
Furthermore, while the model currently captures the
most salient features for word sense disambiguation,
namely word-sense occurrence and sense-sense co-
occurrence, it would be simple to extend the model
to include a larger number of features (e.g. syntactic
features).

6 Conclusion

In summary, this paper described our participation in
the the SemEval-2007 coarse- and fine-grained all-
words tasks. In particular, we described an exponen-
tial family model of word sense amenable to the task
of word sense disambiguation. The performance of
the model under a variety of parameter settings was
evaluated on both tasks and the model was shown to
be particularly effective on the fine-grained task.
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Abstract

We extend on McCarthy et al.’s predom-
inant sense method to create an unsuper-
vised method of word sense disambiguation
that uses automatically derived topics us-
ing Latent Dirichlet allocation. Using topic-
specific synset similarity measures, we cre-
ate predictions for each word in each doc-
ument using only word frequency informa-
tion. It is hoped that this procedure can im-
prove upon the method for larger numbers
of topics by providing more relevant train-
ing corpora for the individual topics. This
method is evaluated on SemEval-2007 Task
1 and Task 17.

1 Generative Model of WSD

Word Sense Disambiguation (WSD) is the problem
of labeling text with the appropriate semantic labels
automatically. Although WSD is claimed to be an
essential step in information retrieval and machine
translation, it has not seen effective practical appli-
cation because the dearth of labeled data has pre-
vented the use of established supervised statistical
methods that have been successfully applied to other
natural language problems.

Unsupervised methods have been developed for
WSD, but despite modest success have not al-
ways been well understood statistically (Abney,
2004). Unsupervised methods are particularly ap-
pealing because they do not require expensive sense-
annotated data and can use the ever-increasing
amount of raw text freely available. This paper ex-
pands on an effective unsupervised method for WSD
and embeds it into a topic model, thus allowing an
algorithm trained on a single, monolithic corpora to
instead hand-pick relevant documents in choosing

a disambiguation. After developing this generative
statistical model, we present its performance on a
number of tasks.

1.1 The Intersection of Syntactic and Semantic
Similarity

McCarthy et al. (2004) outlined a method for learn-
ing a word’s most-used sense given an untagged cor-
pus that ranks each sense wsi using a distributional
syntactic similarity γ and a WORDNET-derived se-
mantic similarity α. This process for a word w uses
its distributional neighbors Nw, the possible senses
of not only the word in question, Sw, and also those
of the distributionally similar words, Snj . Thus,
P (wsi) =

∑
nj∈Nw

γ(w, nj)
wnss(wsi, nj)∑

wsj∈Sw
wnss(wsj , nj)

, (1)

where wnss(s, c) =

max
a∈Sc

α(a, s). (2)

One can view finding the appropriate sense as a
search in two types of space. In determining how
good a particular synset wsi is, α guides the search
in the semantic space and γ drives the search in the
syntactic space. We consider all of the words used
in syntactically similar contexts, which we call “cor-
roborators,” and for each of them we find the closest
meaning to wsi using a measure of semantic sim-
ilarity α, for instance a WORDNET-based similar-
ity measure such as Jiang-Conrath (1997). Each of
the neighboring words’ contributions is weighted by
the syntactic probability, as provided by Lin’s distri-
butional similarity measure (1998), which rates two
words to be similar if they enter into similar syntac-
tic constructions.
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Figure 1: A reinterpretation of McCarthy et al.’s pre-
dominant sense method as a generative model. Note
that this model has no notion of context; a synset is
assigned in an identical manner for all of the words
in a vocabulary.

One can think of this process as a generative
model, even though it was not originally posed in
such a manner. For each word w in the vocabulary,
we generate one of the neighbor corroborators ac-
cording to the Lin similarity, γ(c, w), between the
two words. We then generate a synset s for that
word proportional to the maximum semantic sim-
ilarity between s and any synset that contains the
corroborator c (see Figure 1).

Our aim in this paper is to extend the method of
McCarthy et al. using topic models. It is hoped that
allowing the method to in effect “choose” the con-
texts that it uses will improve its ability to disam-
biguate sentences.

1.2 Using Topic Models to Partition a
Document’s Words

Topic models like Latent Dirichlet allocation
(LDA) (Blei et al., 2003) assume a model of text
generation where each document has a multinomial
distribution over topics and each word comes from
one of these topics. In LDA, each topic is a multino-
mial distribution, and each document has a multino-
mial distribution over topics drawn from a Dirichlet
prior that selects the topic for each word in a docu-
ment. Previous work has shown that such a model
improves WSD over using a single corpus (Boyd-
Graber et al., 2007), and we use this insight to de-
velop an extension of McCarthy’s method for multi-
ple topics.

Although describing the statistical background
and motivations behind topic models are beyond the
scope of this paper, it suffices to note that the topics
induced from a corpus provide a statistical group-

ing of words that often occur together and a proba-
bilistic assignment of each word in a corpus to top-
ics. Thus, one topic might have terms like “gov-
ernment,” “president,” “govern,” and “regal,” while
another topic might have terms like “finance,” “high-
yield,” “investor,” and “market.” This paper assumes
that the machinery for learning these distributions
can, given a corpus and a specified number of top-
ics, return the topic distributions most likely to have
generated the corpus.

1.3 Defining the Model
While the original predominant senses method used
Lin’s thesaurus similarity method alone in generat-
ing the corroborator, we will also use the probability
of that word being part of the same topic as the word
to be disambiguated. Thus the process of choosing
the “corroborator” is no longer identical for each
word; it is affected by its topic, which changes for
every document. This new generative process can
be thought of as a modified LDA system that, after
selecting the word generated by the topic, continues
on by generating a corroborator and a sense for the
original word:

For each document d ∈ {1 . . . D}:

1. Select a topic distribution θd ∼ Dir(τ)
2. For each word in the document n ∈ {1 . . . N}:

(a) Select a topic zn ∼ Mult(1, θd)
(b) Select a word from that topic wn ∼ Mult(1, βz)
(c) Select a ”corroborator” cn also proportional to how

important it is to the topic and its similarity to w
(d) Now, select a synset sn for that word based on a

distribution p(sn|wn, cn, zn)

The conditional dependencies for generating a
synset are shown in Figure 2. Our goal, like Mc-
Carthy et al.’s, is to determine the most likely sense
for each word. This amounts to posterior inference,
which we address by marginalizing over the unob-
served variables (the topics and the corroborators),
where p(wsi) =

p(s|w) =
∫

θ

∑
z

∑
c

p(s|w, c, z)p(c|z, w)p(z|w, θ).

(3)
In order to fully specify this, we must determine the
distribution from which the corroborator is drawn
and the distribution from which the synset is drawn.

Ideally, we would want a distribution that for a
single topic would be identical to McCarthy et al.’s
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Figure 2: Our generative model assumes that doc-
uments are divided into topics and that these topics
generate both the observed word and a “corrobora-
tor,” a term similar in usage to the word. Next, a
sense that minimizes the semantic distance between
the corroborator and the word is generated.

method but would, as more topics are added, favor
corroborators in the same topic as the number of top-
ics increases. In McCarthy et al.’s method, the prob-
ability of the corroborator given a word w is pro-
portional to the Lin similarity γ(w, c) between the
word and the corroborator. Here, the probability of
a corroborator c is

p(c|z, w) ∝ βz,c

β0
c

γ(w, c), (4)

where βz,c is the multinomial probability of word c
in the zth topic, and β0

c is the multinomial probabil-
ity of the word with a single topic (i.e. background
word probability).

Before, the corroborator was weighted simply
based on its syntactic similarity to the word w, now
we also weight that contribution by how important
(or unimportant) that word is to the topic that w has
been assigned to. This has the effect of increasing
the probability of words pertinent to the topic that
also have high syntactic similarity. Thus, whenever
the syntactic similarity captures polysemous usage,
we hope to be able to separate the different usages.
Note, however, that since for a single topic the β
term cancels out and the procedure is equivalent to
McCarthy et al.

We adapt the semantic similarity in much the
same way to make it topic specific. Because the

Jiang-Conrath similarity measure uses an underly-
ing term frequency to generate a similarity score, we
use the topic term frequency instead of the undivided
term frequency. Thus, the probability of a sense is
proportional to semantic similarity between it and
the closest sense among the senses of a corroborator
with respect to this topic-specific similarity (c.f. the
global similarity in Equation 2). The probability of
selecting a synset s given the corroborator c and a
topic z then becomes

p(s|w, c, z) ∝ max
s′∈S(c)

αz(s, s′). (5)

This new dependence on the topic happens be-
cause we recompute the information content used by
Jiang-Conrath with the distribution over words im-
plied by each topic. We then use the similarity im-
plied by that similarity for αz . Following the lead of
McCarthy, for notational ease, this becomes defined
as wnss in Equation 8.

1.4 Choosing a Synset
The problem of choosing a synset then is reduced to
finding the synset with the highest probability under
this model. The model is also designed so that the
task of learning the assignment of topics to words
and documents is not affected by this new machin-
ery for corroborators and senses that we’ve added
onto the model. Thus, we can use the variational in-
ference method described in (Blei et al., 2003) as a
foundation for the problem of synset inference.

Taking p(z|w) as a given (i.e. determined by run-
ning LDA on the corpus), the probability for a synset
s given a word w then becomes

p(s|w, z) =
∑

z

∑
c

p(s|w, c, z)p(c|z)p(z|w), (6)

whose terms have been described in the previous
section. With all of the normalization terms, we now
see that p(s|w, z) becomes

∑
z

∑
c

βz,c

β0
c

γ(w, c)∑
c′

βz,c

β0
c

γ(w, c′)

wnss(s, c, z)∑
s′∈Sw

wnss(s′, c, z)
.

(7)
and wnss(s, c, z) now becomes, for the zth topic,

max
a∈S(c)

αz(a, s). (8)

Thus, we’ve now assigned a probability to each of
the possible senses a word can take in a document.
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1.5 Intuition

For example, consider the word “fly,” which has two
other words that have high syntactic similarity (in
our formulation, γ) with the terms “fly ball” and “in-
sect.” Both of these words would, given the seman-
tic similarity provided by WORDNET, point to a sin-
gle sense of “fly;” one of them would give a higher
value, however, and thus all senses of the word “fly”
would be assigned that sense. By separately weight-
ing these words by the topic frequencies, we would
hope to choose the sports sense in topics that have
a higher probability of the terms like “foul ball,”
“pop fly,” and “grounder” and the other sense in the
contexts where insect has a higher probability in the
topic.

2 Evaluations

This section describes three experiments to deter-
mine the effectiveness of this unsupervised system.
The first was used to help understand the system,
and the second two were part of the SemEval 2007
competition.

2.1 SemCor

As an initial evaluation, we learned LDA topics on
the British National corpus with paragraphs as the
underlying “document” (this allowed for a more uni-
form document length). These documents were then
used to infer topic probabilities for each of the words
in SemCor (Miller et al., 1993), and the model de-
scribed in the previous section was run to determine
the most likely synset. The results of this procedure
are shown in Table 1. Accuracy is determined as the
percentage of words for which the most likely sense
was the one tagged in the corpus.

While the method does roughly recreate Mc-
Carthy et al.’s result for a single topic, it only of-
fers a one percent improvement over McCarthy et
al. on five topics and then falls below McCarthy for
all greater numbers of topics tried. Thus, for all
subsequent experiments we used a five topic model
trained on the BNC.

2.2 SemEval-2007 Task 1: CLIR

Using IR metrics, this disambiguation scheme was
evaluated against another competing platform and
an algorithm provided by the Task 1 (Agirre et al.,

Topics All Nouns
1 .393 .467
5 .397 .478
25 .387 .456
200 .359 .420

Table 1: Accuracy on disambiguating words in Sem-
Cor

Task PUTOP
Topic Expansion 0.30

Document Expansion 0.15
English Translation 0.17

SensEval 2 0.39
SensEval 3 0.33

Table 2: Performance results on Task 1

2007) organizers. Our system had the best results of
any expansion scheme considered (0.30) , although
none of the expansion schemes did better than us-
ing no expansion (0.36). Although our technique
also yielded a better score than the other competing
platform for cross-language queries (0.17), it did not
surpass the first sense-heuristic (0.26), but this is not
surprising given that our algorithm does not assume
the existence of such information. For an overview
of Task 1 results, see Table 2.

2.3 SemEval-2007 Task 17: All-Words

Task 17 (Pradhan et al., 2007) asked participants
to submit results as probability distributions over
senses. Because this is also the output of this algo-
rithm, we submitted the probabilities to the contest
before realizing that the distributions are very close
to uniform over all senses and thus yielded a pre-
cision of 0.12, very close to the random baseline.
Placing a point distribution on the argmax with our
original submission to the task, however, (consistent
with our methodology for evaluation on SemCor),
gives a precision of 0.39.

3 Conclusion

While the small improvement over the single topic
suggests that topic techniques might have traction
in determining the best sense, the addition is not ap-
preciable. In a way the failure of the technique is en-
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couraging in that it affirms the original methodology
of McCarthy et al. in finding a single predominant
sense for each word. While the syntactic similarity
measure indeed usually offers high values of similar-
ity for words related to a single sense of a word, the
similarity for words related to other senses, which
we had hoped to strengthen by using topic features,
are on par with words observed because of noise.

Thus, for a word like “bank,” words like
“firm,” “commercial bank,” “company,” and “finan-
cial institution” are the closest in terms of the syn-
tactic similarity, and this allows the financial senses
to be selected without any difficulty. Even if we had
corroborating words for another sense in some topic,
these words are absent from the syntactically simi-
lar words. If we want the meaning similar to that of
“riverbank,” the word with the most similar mean-
ing, “side,” had a syntactic similarity on par with the
unrelated words “individual” and “group.” Thus, in-
terpretations other than the dominant sense as deter-
mined by the baseline method of McCarthy et al. are
hard to find.

Because one topic is equivalent to McCarthy et
al.’s method, this means that we do no worse on
disambiguation. However, contrary to our hope, in-
creasing the number of topics does not lead to sig-
nificantly better sense predictions. This work has not
investigated using a topic-based procedure for deter-
mining the syntactic similarity, but we feel that this
extension could provide real improvement to the un-
supervised techniques that can make use of the co-
pious amounts of available unlabeled data.
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Abstract

This article introduces an unsupervised word
sense disambiguation algorithm that is in-
spired by the lexical attraction models of
Yuret (1998). It is based on the assump-
tion that the meanings of the words that
form a sentence can be best assigned by con-
structing an interpretation of the whole sen-
tence. This interpretation is facilitated by
a dependency-like context specification of
a content word within the sentence. Thus,
finding the context words of a target word
is a matter of finding a pseudo-syntactic de-
pendency analysis of the sentence, called a
linkage.

1 Introduction

Word Sense Disambiguation (WSD) is a difficult
Natural Language Processing task which requires
that for every content word (noun, adjective, verb
or adverb) the appropriate meaning is automatically
selected from the available sense inventory1. Tradi-
tionally, the WSD algorithms are divided into two
rough classes: supervised and unsupervised. The
supervised paradigm relies on sense annotated cor-
pora, with the assumption that neighbouring disam-
biguate words provide a strongly discriminating and
generalizable context representation for the meaning
of a target word. Obviously, this approach suffers
from the knowledge acquisition bottleneck in that

1In principle, one can select meanings for any part of speech
that is represented into the semantic lexicon (prepositions for
instance) but the content words disambiguation is the de facto
standard.

there will never be enough training data to ensure
a scalable result of such algorithms. The unsuper-
vised alternative to WSD tries to alleviate the burden
of manually sense tagging the corpora, by employ-
ing algorithms that use different knowledge sources
to determine the correct meaning in context. In fact,
the “knowledge source usage” is another way to dis-
tinguish among the WSD methods. Such methods
call upon further processing of the text to be dis-
ambiguated such as parsing and/or use handcrafted,
semantically rich sense inventories such as Word-
Net (Fellbaum, 1998). WSD methods in this cate-
gory range from the very simple ranking based on
counting the number of words occurring in both the
target word’s context and its sense definitions in a
reference dictionary (Lesk, 1986) to the more elabo-
rated approaches using the semantic lexicon’s tax-
onomies, (shallow) parsing, collocation discovery
etc. (Stevenson and Wilks, 2001).

One of the central issues of any WSD implemen-
tation is given by the context representation. The
standard principle that is applied when trying to dis-
ambiguate the meaning of a word is that the same
word in similar contexts should have the same mean-
ing. By and large, the context of a target word is ma-
terialized by a collection of features among which
are: the collocates of the target word, the part-of-
speech (POS) of the target word, ±k words sur-
rounding the target word and/or their POSes and so
on. More often than not, the contexts similarity is es-
timated by the distance in the feature vector space.
Lin (1997) defines the local context of a target word
by the collection of syntactic dependencies in which
the word takes part. According to this notion of con-
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text, Lin assumes that two different words are likely
to have similar meanings if they occur in identical
local contexts.

What we will attempt here is to combine the two
views of context similarity/identity versus meaning
similarity/identity by using a dependency-like repre-
sentation of the context as a lexical attraction model.
More specifically, we will not consider any feature
of the context and will try to maximize a meaning at-
traction function over all linked words of a sentence.
In section 2 we will describe SynWSD, an unsuper-
vised, knowledge-based WSD algorithm and in sec-
tions 3 and 4 we will present the application of Syn-
WSD to two of SEMEVAL-2007 “all words” tasks:
English Coarse-Grained and English Fine-Grained.
Finally, with section 5 we will conclude the article.

2 SynWSD

The syntactic context representation is not new in
the realm of WSD algorithms. For instance, Lin
(1997) used the dependency relations of the target
word to specify its context and Stetina (1998) ex-
tracted head-modifier relations to obtain the context
pairs for each word of interest from a constituents
tree. The syntactic representation of the context of a
target word has one main advantage over the collec-
tion of features method: the target word is related
only with the relevant word(s) in its window and
not with all the words and thus, many noisy cooc-
currences are eliminated. Mel’čuk (1988) further
strengthens the intuition of a syntactic context rep-
resentation with his Meaning Text Model in which
there is a deterministic translation from the surface
syntactic dependency realization of the sentence to
its deep syntactic one and therefore to the semantic
representation.

To use a syntactic analysis as a context representa-
tion, one needs a parser which will supply the WSD
algorithm with the required analysis. Because we
have intended to develop a language independent
WSD algorithm and because there is no available,
reliable dependency parser for Romanian, we have
backed off to a simpler, easier to obtain dependency-
like representation of a sentence: a slightly modified
version of the lexical attraction models of (Yuret,
1998).

2.1 LexPar

Lexical attraction is viewed as the likelihood of a
syntactic dependency relation between two words of
a sentence and is measured by the pointwise mutual
information between them. Yuret (1998) shows that
the search for the lowest entropy lexical attraction
model leads to the unsupervised discovery of undi-
rected dependency relations or links.

LexPar (Ion and Barbu Mititelu, 2006) is a link
analyzer (a linker) which generates a connected,
undirected, acyclic and planar graph of an input sen-
tence in which the nodes are the words of the sen-
tence and the edges are the highest lexical attracted
dependency-like relations. This program is simi-
lar to the suboptimal one presented in (Yuret, 1998)
with the following main differences:

• the policy of checking pairs of words to be re-
lated is based on the assumption that most of
the syntactic relations2 are formed between ad-
jacent words and then between adjacent groups
of linked words;

• it operates on POS-tagged and lemmatized cor-
pora and attempts to improve parameter estima-
tion by using both lemmas and POS tags. The
score of a link is defined as the weighted sum
of the pointwise mutual information of the lem-
mas and of the POS tags, thus coping even with
the unknown lemmas;

• it uses a rule filter that will deny the formation
of certain links based on the POSes of the can-
didate words. For instance, neither the relation
between a determiner and an adverb nor the re-
lation between a singular determiner and a plu-
ral noun should be permitted;

In Figure 1 we have an example of a XML en-
coded, LexPar processed sentence. The head at-
tribute of the w tag specifies the position of the head
word of the tagged word. Because LexPar considers
non-directed dependency relations, for the purposes
of XML encoding3, the first word of every sentence

2At least for our languages of interest, namely English and
Romanian.

3The encoding of the morpho-syntactic descriptors (MSD) is
MULTEXT-East compliant (http://nl.ijs.si/ME/V3/
msd/00README.txt).
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Figure 1: The XML representation of a LexPar pro-
cessed sentence.

(position 0) is always the root of the syntactic de-
pendency tree, its dependents are its children nodes,
and so on while we recursively build the tree from
the LexPar result.

We have chosen not to give a detailed presentation
of LexPar here (the reader is directed towards (Yuret,
1998; Ion and Barbu Mititelu, 2006)) and instead,
to briefly explain how the linkage in Figure 1 was
obtained. The processor begins by inspecting a list
G of groups of linked words which initially contains
the positions of each of the words in the sentence:

G0 = {(0), (1), (2), (3), (4), (5)}

The linking policy is trying to link words in the
groups (0) and (1) or (1) and (2). The syntactic
rule filter says that auxiliary verbs (Va) can only
be linked with main verbs (Vm) and so one link is
formed and the list of groups becomes:

G1 = {(0), (〈1, 2〉), (3), (4), (5)}

Next, the processor must decide linking the groups
(〈1, 2〉) and (3) or (3) and (4) but the syntactic rule
filter is denying any link from positions 1 or 2 to 3
(no links from any kind of verb V to any kind of a
determiner D) or from 3 to 4 (no link from a nega-
tive determiner Dz3 to a qualificative adjective Af).
Continuing this way, the progress of G list is as fol-
lows:

G1 = {(0), (〈1, 2〉), (3), (〈4, 5〉)}
G2 = {(〈0, 2〉, 〈1, 2〉), (〈3, 5〉, 〈4, 5〉)}
G3 = {(〈0, 2〉, 〈1, 2〉, 〈2, 5〉, 〈3, 5〉, 〈4, 5〉)}

So in 3 steps G3 contains a single group of linked
words namely the linkage of the sentence.

2.2 Meaning Affinity Models
If the lexical attraction models are geared towards
the discovery of the most probable syntactic rela-
tions of a sentence, we can naturally generalize this
idea to construct a class of models that will find a
combination of meanings that maximizes a certain
meaning attraction function over a linkage of a sen-
tence. We call this class of models the meaning
affinity models.

Optimizing meaning affinity over a syntactic rep-
resentation of a sentence has been tried in (Stetina et
al., 1998; Horbovanu, 2002). SynWSD (Ion, 2007)
is an implementation with two phases of the mean-
ing affinity concept: training which takes as input
a corpus with LexPar linked sentences (of the type
shown in Figure 1) and outputs a table M of mean-
ing co-occurrence frequencies and disambiguation
of a LexPar linked sentence S, based on the counts
in table M from the previous phase.

Before continuing with the descriptions of these
phases, we will introduce the notations that we will
use throughout this section:

• A n-word sentence is represented by a vec-
tor S of n elements, each of them contain-
ing a triple 〈wordform, lemma,POS〉. For in-
stance, the first element from S in Figure 1 is
S[0] = 〈We,we, Pp1−pn〉;

• L is the LexPar linkage of S, and is also a vec-
tor containing pairs of positions 〈i, j〉 in S that
are related, where 0 ≤ i < j < n;

• lem(S, i) and pos(S, i) are two functions that
give the lemma and the POS of the position i in
S, 0 ≤ i < n.

The training phase is responsible for collecting
meaning co-occurrence counts. It simply iterates
over each sentence S of the training corpus and for
every link L[k] of the form 〈a, b〉 from its linkage,
does the following (K stores the total number of
recorded meaning pairs):

1. extracts the sets of meanings Ia and Ib corre-
sponding to the lemma lem(S, a) with the POS
pos(S, a) and to the lemma lem(S, b) with the
POS pos(S, b) from the sense inventory4;

4If the lemma does not appear in the sense inventory or its
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2. increases by 1 the M table frequencies for ev-
ery pair of the cartesian product Ia × Ib. For
every meaning m ∈ Ia, the frequency of the
special pair 〈m, ∗〉 is increased with |Ib|. Simi-
larly, the pair 〈∗,m〉 frequency is also increased
with |Ia| for m ∈ Ib);

3. K ← K + |Ia × Ib|.

We have used the Princeton WordNet (Fellbaum,
1998), version 2.0 (PWN20) as our sense inventory
and the mappings from its synsets to the SUMO
ontology concepts (Niles and Pease, 2003) and to
the IRST domains (Magnini and Cavaglia, 2000).
Thus we have tree different sense inventories each
with a different granularity. For instance, the noun
homeless has 2 senses in PWN20, its first sense
(“someone with no housing”) being mapped onto the
more general Human SUMO concept and onto the
person IRST domain. The second sense of the
same noun is “people who are homeless” which cor-
responds to the same SUMO concept and to a differ-
ent IRST domain (factotum).

In order to reduce the number of recorded pairs
in the case of PWN20 meanings (the finest granular-
ity available) and to obtain reliable counts, we have
modified the step 1 of the training phase in the fol-
lowing manner:

• if we are dealing with nouns or verbs, for every
meaning mi of the lemma, extract the upper-
most hypernym meaning which does not sub-
sume any other meaning of the same lemma;

• if we are dealing with adjectives, for every
meaning mi of the lemma, extract the meaning
of the head adjective if mi is part of a cluster;

• if we are dealing with adverbs, for every mean-
ing mi of the lemma, return mi (no generaliza-
tion is made available by the sense inventory in
this case).

This generalization procedure will be reversed at the
time of disambiguation as will be explained shortly.

POS does not give a noun, verb, adjective or adverb, the lemma
itself is returned as the sole meaning because in the disambigua-
tion phase we need a meaning for every word of the sentence,
be it content word or otherwise.

Figure 2: The tree representation of the sentence in
Figure 1.

The disambiguation phase takes care of finding
the best interpretation of a linked sentence based on
the frequency table M . For a test sentence S, with
the linkage L, the procedure goes as follows:

1. produce a proper tree T of positions from L by
taking position 0 as the root of the tree. Then,
for every link that contains 0 make the other po-
sition in the link a child of 0 and then, in a re-
cursive manner, apply the same process for all
children of 0. For instance, the tree for Figure
1 if depicted in Figure 2;

2. construct a vector P of sentence positions vis-
ited during a depth-first traversal of the T tree.
The vector of sentence positions for Figure 2 is

P = (0, 2, 5, 3, 5, 4, 5, 2, 1, 2, 0)

3. construct a meaning vector V of the same
length as P . V [i] contains the list of mean-
ings of the lemma lem(S, P [i]) with the POS
pos(S, P [i]). If the sense inventory is PWN20,
every meaning from the list is generalized as
described above;

4. finally, apply the Viterbi algorithm ((Viterbi,
1967)) on the V vector and extract the path (se-
quence of meanings) which maximizes mean-
ing affinity.

Each state transition is scored according to a
meaning affinity function. In our experiments we
have considered three meaning affinity functions. If
K is the total number of meaning pairs and if m1
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and m2 are two meanings from adjacent V positions
for which f(m1,m2) is the pair frequency extracted
from M , the functions are:

1. DICE:

dice(m1,m2) =
2f(m1,m2)+2f(m2,m1)

f(m1,∗)+f(∗,m1)+f(m2,∗)+f(∗,m2)

2. Pointwise mutual information:

mi(m1,m2) =

log Kf(m1,m2)+Kf(m2,m1)
(f(m1,∗)+f(∗,m1))(f(m2,∗)+f(∗,m2))

3. Log-Likelihood, ll(m1,m2) which is com-
puted as in (Moore, 2004).

After the Viterbi path (best path) has been calcu-
lated, every state (meaning) from V [i] (0 ≤ i < |V |)
along this path is added to a final D vector. When the
PWN20 sense inventory is used, the reverse of the
generalization procedure is applied to each meaning
recorded in D, thus coming back to the meanings
of the words of S. Please note that an entry in D
may contain more than one meaning especially in
the case of PWN20 meanings for which there was
not enough training data.

3 SEMEVAL-2007 Task #7:
Coarse-grained English All-Words

LexPar and SynWSD were trained on an 1 million
words corpus comprising the George Orwell’s 1984
novel and the SemCor corpus (Miller et al., 1993).
Both texts have been POS-tagged (with MULTEXT-
East compliant POS tags) and lemmatized and the
result was carefully checked by human judges to en-
sure a correct annotation.

SynWSD was run with all the meaning attraction
functions (dice, mi and ll) for all the sense in-
ventories (PWN20, SUMO categories and IRST do-
mains) and a combined result was submitted to the
task organizers. The combined result was prepared
in the following way:

1. for each sense inventory and for each token
identifier, get the union of the meanings for
each run (dice, mi and ll);

2. for each token identifier with its three union
sets of PWN20 meanings, SUMO categories
and IRST domains:

(a) for each PWN20 meaning mi in the union,
if there is a SUMO category that maps
onto it, increase mi’s weight by 1;

(b) for each PWN20 meaning mi in the union,
if there is a IRST domain that maps onto
it, increase mi’s weight by 1;

(c) from the set of weighted PWN20 mean-
ings, select the subset C that best over-
laps with a cluster. That is, the intersec-
tion between the subset and the cluster has
a maximal number of meanings for which
the sum of weights is also the greatest;

(d) output the lowest numbered meaning in C.

With this combination, the official F-measure of
SynWSD is 0.65712 which places it into the 11th

position out of 16 competing systems5.
Another possible combination is that of the inter-

section which is obtained with the exact same steps
as above, replacing the union operation with the in-
tersection. When the PWN20 meanings set is void,
we can make use of the most frequent sense (MFS)
backoff strategy thus selecting the MFS of the cur-
rent test word from PWN20. Working with the of-
ficial key file and scoring software, the intersection
combination with MFS backoff gives an F-measure
of 0.78713 corresponding to the 6th best result. The
same combination method but without MFS backoff
achieves a precision of 0.80559 but at the cost of a
very low F-measure (0.41492).

4 SEMEVAL-2007 Task #17: English
All-Words

For this task, LexPar and SynWSD were further
trained on a 12 million POS tagged and lemmatized
balanced corpus6. The run that was submitted was
the intersection combination with the MFS backoff
strategy which obtained an F-measure of 0.527. This
score puts our algorithm on the 8th position out of
14 competing systems. For the union combinator

5Precision = Recall = F-measure. In what follows, mention-
ing only the F-measure means that this equality holds.

6A random subset of the BNC (http://www.natcorp.
ox.ac.uk/).
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(the MFS backoff strategy is not applicable), the F-
measure decreases to 0.445 (10th place). Finally, if
we train SynWSD only on corpora from task#7, the
union combinator leads to an F-measure of 0.344.

5 Conclusions

SynWSD is a knowledge-based, unsupervised WSD
algorithm that uses a dependency-like analysis of a
sentence as a uniform context representation. It is a
language independent algorithm that doesn’t require
any feature selection.

Our system can be improved in several ways.
First, one can modify the generalization procedure
in the case of PWN20 meanings in the sense of se-
lecting a fixed set of top level hypernyms. The size
of this set will directly affect the quality of meaning
co-occurrence frequencies. Second, one may study
the effect of a proper dependency parsing on the re-
sults of the disambiguation process including here
making use of the syntactic relations names and ori-
entation.

Even if SynWSD rankings are not the best avail-
able, we believe that the unsupervised approach to
the WSD problem combined with different knowl-
edge sources represents the future of these systems
even if, at least during the last semantic evalua-
tion exercise SENSEVAL-3, the supervised systems
achieved top rankings.
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Igor Mel’čuk. 1988. Dependency Syntax: theory and
practice. State University of New York Press, Albany,
NY.

George A. Miller, Claudia Leacock, Randee Tengi, and
Ross T. Bunker. 1993. A semantic concordance.
In Proceedings of the 3rd DARPA Workshop on Hu-
man Language Technology, pages 303–308, Plains-
boro, New Jersey.

Robert C. Moore. 2004. On Log-Likelihood Ratios and
the Significance of Rare Events. In Proceedings of
the 2004 Conference on Empirical Methods in Natu-
ral Language Processing, pages 333–340, Barcelona,
Spain.

Ian Niles and Adam Pease. 2003. Linking Lexicons
and Ontologies: Mapping WordNet to the Suggested
Upper Merged Ontology. In Proceedings of the 2003
International Conference on Information and Knowl-
edge Engineering (IKE 03), Las Vegas, Nevada, June.

Jiri Stetina, Sadao Kurohashi, and Makoto Nagao. 1998.
General word sense disambiguation method based on
a full sentential context. In Proceedings of the Coling-
ACL’98 Workshop “Usage of WordNet in Natural Lan-
guage Processing Systems”, pages 1–8, Montreal.

Mark Stevenson and Yorick Wilks. 2001. The interaction
of knowledge sources in word sense disambiguation.
Computational Linguistics, 27(3):321–349.

Andrew J. Viterbi. 1967. Error bounds for convolu-
tional codes and an asymptotically optimum decoding
algorithm. IEEE Transactions on Information Theory,
IT(13):260–269, April.

Deniz Yuret. 1998. Discovery of linguistic relations
using lexical attraction. Ph.D. thesis, Department of
Computer Science and Electrical Engineering, MIT,
May.

287



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 288–291,
Prague, June 2007. c©2007 Association for Computational Linguistics

RTV: Tree Kernels for Thematic Role Classification

Daniele Pighin
FBK-irst; University of Trento, DIT

pighin@itc.it

Alessandro Moschitti
University of Trento, DIT

moschitti@dit.unitn.it

Roberto Basili
University of RomeTor Vergata, DISP

basili@info.uniroma2.it

Abstract

We present a simple, two-steps supervised
strategy for the identification and classifica-
tion of thematic roles in natural language
texts. We employ no external source of in-
formation but automatic parse trees of the in-
put sentences. We use a few attribute-value
features and tree kernel functions applied to
specialized structured features. The result-
ing system has an F1 of 75.44 on the Se-
mEval2007 closed task on semantic role la-
beling.

1 Introduction

In this paper we present a system for the labeling
of semantic roles that produces VerbNet (Kipper et
al., 2000) like annotations of free text sentences us-
ing only full syntactic parses of the input sentences.
The labeling process is modeled as a cascade of two
distinct classification steps: (1) boundary detection
(BD), in which the word sequences that encode a
thematic role for a given predicate are recognized,
and (2) role classification (RC), in which the type
of thematic role with respect to the predicate is as-
signed. After role classification, a set of simple
heuristics are applied in order to ensure that only
well formed annotations are output.

We designed our system on a per-predicate basis,
training one boundary classifier and a battery of role
classifiers for each predicate word. We clustered all
the senses of the same verb together and ended up
with 50 distinct boundary classifiers (one for each
target predicate word) and 619 role classifiers to rec-
ognize the 47 distinct role labels that appear in the
training set.

The remainder of this paper is structured as fol-
lows: Section 2 describes in some detail the archi-

tecture of our labeling system; Section 3 describes
the features that we use to represent the classifier
examples; Section 4 describes the experimental set-
ting and reports the accuracy of the system on the
SemEval2007 semantic role labeling closed task; fi-
nally, Section 5 discusses the results and presents
our conclusions.

2 System Description

Given a target predicate word in a natural language
sentence, a SRL system is meant to correctly iden-
tify all the arguments of the predicate. This problem
is usually divided in two sub-tasks: (a) the detection
of the boundaries (i. e. the word span) of each argu-
ment and (b) the classification of the argument type,
e.g. Arg0 or ArgM in PropBank orAgentandGoal
in FrameNet or VerbNet.

The standard approach to learn both the detection
and the classification of predicate arguments is sum-
marized by the following steps:

1 Given a sentence from thetraining-set, gener-
ate a full syntactic parse-tree;

2 let P andA be the set of predicates and the
set of parse-tree nodes (i.e. the potential argu-
ments), respectively;

3 for each pair〈p, a〉 ∈ P ×A:

3.1 extract the feature representation set,Fp,a;

3.2 if the sub-tree rooted ina covers exactly the
words of one argument ofp, put Fp,a in T+

(positive examples), otherwise put it inT−

(negative examples).

For instance, in Figure 1.a, for each combination
of the predicateapprovewith any other tree nodea
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that does not overlap with the predicate, a classifier
exampleFapprove,a is generated. Ifa exactly covers
one of the predicate arguments (in this case: ”The
charter”, ”by the EC Commission” or ”on Sept. 21”)
it is regarded as a positive instance, otherwise it will
be a negative one, e. g.Fapprove,(NN charter).

TheT+ andT− sets are used to train the bound-
ary classifier. To train the role multi-class classifier,
T+ can be reorganized as positiveT+

argi
and nega-

tive T−argi
examples for each argumenti. In this way,

an individual ONE-vs-ALL classifier for each argu-
menti can be trained. We adopted this solution, ac-
cording to (Pradhan et al., 2005), since it is simple
and effective. In the classification phase, given an
unseen sentence, all itsFp,a are generated and clas-
sified by each individual role classifier. The role la-
bel associated with the maximum among the scores
provided by the individual classifiers is eventually
selected.

To make the annotations consistent with the un-
derlying linguistic model, we employ a few simple
heuristics to resolve the overlap situations that may
occur, e. g. both “charter” and “the charter” in Figure
1 may be assigned a role:

• if more than two nodes are involved, i. e. a node
d and two or more of its descendantsni are
classified as arguments, then assume thatd is
not an argument. This choice is justified by pre-
vious studies (Moschitti et al., 2006b) showing
that the accuracy of classification is higher for
lower nodes;

• if only two nodes are involved, i. e. they dom-
inate each other, then keep the one with the
highest classification score.

3 Features for Semantic Role Labeling

We explicitly represent as attribute-value pairs the
following features of eachFp,a pair:

• Phrase Type, Predicate Word, Head Word, Po-
sitionandVoiceas defined in (Gildea and Juras-
fky, 2002);

• Partial Path, No Direction Path, Head Word
POS, First and Last Word/POS in Constituent
andSubCategorizationas proposed in (Pradhan
et al., 2005);

a) S
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DT

The

NN

charter

VP

AUX

was

VP

VBN

approved

PP

IN
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.
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Figure 1: A sentence parse tree (a) and two example ASTm
1

structures relative to the predicateapprove(b).

Set Props T T
+

T
−

Train 15,838 793,104 45,157 747,947
Dev 1,606 75,302 4,291 71,011

Train - Dev 14,232 717,802 40,866 676,936

Table 1: Composition of the dataset in terms of: number of
annotations (Props); number of candidate argument nodes (T );
positive (T+) and negative (T−) boundary classifier examples.

• Syntactic Frameas designed in (Xue and
Palmer, 2004).

We also employ structured features derived by the
full parses in an attempt to capture relevant aspects
that may not be emphasized by the explicit feature
representation. (Moschitti et al., 2006a) and (Mos-
chitti et al., 2006b) defined several classes of struc-
tured features that were successfully employed with
tree kernels for the different stages of an SRL pro-
cess. Figure 1 shows an example of the ASTm

1 struc-
tures that we used for both the boundary detection
and the role classification stages.

4 Experiments

In this section we discuss the setup and the results
of the experiments carried out on the dataset of the
SemEval2007 closed task on SRL.
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Task Kernel(s) Precision Recall Fβ=1

BD poly 94.34% 71.26% 81.19
poly + TK 92.89% 76.09% 83.65

BD + RC
poly 88.72% 68.76% 77.47

poly + TK 86.60% 72.40% 78.86

Table 2:SRL accuracy on the development test for the bound-
ary detection (BD) and the complete SRL task (BD+RC) using
the polynomial kernel alone (poly) or combined with a tree ker-
nel function (poly + TK).

4.1 Setup

The training set comprises 15,8381 training annota-
tions organized on a per-verb basis. In order to build
a development set (Dev), we sampled about one
tenth, i. e. 1,606 annotations, of the original train-
ing set. For the final evaluation on the test set (Test),
consisting of 3,094 annotations, we trained our clas-
sifiers on the whole training data. Statistics on the
dataset composition are shown in Table 1.

The evaluations were carried out with the SVM-
Light-TK2 software (Moschitti, 2004) which ex-
tends the SVM-Light package (Joachims, 1999)
with tree kernel functions. We used the default
polynomial kernel (degree=3) for the linear features
and a SubSet Tree (SST) kernel (Collins and Duffy,
2002) for the comparison of ASTm1 structured fea-
tures. The kernels are normalized and summed by
assigning a weight of 0.3 to the TK contribution.

Training all the 50 boundary classifiers and the
619 role classifiers on the whole dataset took about
4 hours on a 64 bits machine (2.2GHz, 1GB RAM)3.

4.2 Evaluation

All the evaluations were carried out using
the CoNLL2005 evaluator tool available at
http://www.lsi.upc.es/∼srlconll/soft.html.

Table 2 shows the aggregate results on boundary
detection (BD) and the complete SRL task (BD+RC)
on the development set using the polynomial kernel
alone (poly) or in conjunction with the tree kernels
and structured features (poly+TK). For both tasks,
tree kernel functions do trigger automatic feature se-

1A bunch of unaligned annotations were removed from the
dataset.

2
http://ai-nlp.info.uniroma2.it/moschitti/

3In order to have a faster development cycle, we only used
60k training examples to train the boundary classifier of theverb
say. The accuracy on this relation is still very high, as we mea-
sured an overall F1 of 87.18 on the development set and of 85.13
on the test set.

Role #TI Precision Recall Fβ=1

Ov(BD)
6931

87.09% 72.96% 79.40
Ov(BD+RC) 81.58% 70.16% 75.44
ARG2 4 100.00% 25.00% 40.00
ARG3 17 61.11% 64.71% 62.86
ARG4 4 0.00% 0.00% 0.00
ARGM-ADV 188 55.14% 31.38% 40.00
ARGM-CAU 13 50.00% 23.08% 31.58
ARGM-DIR 4 100.00% 25.00% 40.00
ARGM-EXT 3 0.00% 0.00% 0.00
ARGM-LOC 151 51.66% 51.66% 51.66
ARGM-MNR 85 41.94% 15.29% 22.41
ARGM-PNC 28 38.46% 17.86% 24.39
ARGM-PRD 9 83.33% 55.56% 66.67
ARGM-REC 1 0.00% 0.00% 0.00
ARGM-TMP 386 55.65% 35.75% 43.53
Actor1 12 85.71% 50.00% 63.16
Actor2 1 100.00% 100.00% 100.00
Agent 2551 91.38% 77.34% 83.78
Asset 21 42.42% 66.67% 51.85
Attribute 17 60.00% 70.59% 64.86
Beneficiary 24 65.00% 54.17% 59.09
Cause 48 75.56% 70.83% 73.12
Experiencer 132 86.49% 72.73% 79.01
Location 12 83.33% 41.67% 55.56
Material 7 100.00% 14.29% 25.00
Patient 37 76.67% 62.16% 68.66
Patient1 20 72.73% 40.00% 51.61
Predicate 181 63.75% 56.35% 59.82
Product 106 70.79% 59.43% 64.62
R-ARGM-LOC 2 0.00% 0.00% 0.00
R-ARGM-MNR 2 0.00% 0.00% 0.00
R-ARGM-TMP 4 0.00% 0.00% 0.00
R-Agent 74 70.15% 63.51% 66.67
R-Experiencer 5 100.00% 20.00% 33.33
R-Patient 2 0.00% 0.00% 0.00
R-Predicate 1 0.00% 0.00% 0.00
R-Product 2 0.00% 0.00% 0.00
R-Recipient 8 100.00% 87.50% 93.33
R-Theme 7 75.00% 42.86% 54.55
R-Theme1 7 100.00% 85.71% 92.31
R-Theme2 1 50.00% 100.00% 66.67
R-Topic 14 66.67% 42.86% 52.17
Recipient 48 75.51% 77.08% 76.29
Source 25 65.22% 60.00% 62.50
Stimulus 21 33.33% 19.05% 24.24
Theme 650 79.22% 68.62% 73.54
Theme1 69 77.42% 69.57% 73.28
Theme2 60 74.55% 68.33% 71.30
Topic 1867 84.26% 82.27% 83.25

Table 3:Evaluation of the semantic role labeling accuracy on
the SemEval2007 - Task 17 test set using the poly + TK kernel.
Column#TI reports the number of instances of each role label
in the test set. RowsOv(BD)andOv(BD + RC)show the overall
accuracy on the boundary detection and the complete SRL task,
respectively.

lection and improve the polynomial kernel by 2.46
and 1.39 F1 points, respectively.

The SRL accuracy for each one of the 47 dis-
tinct role labels is shown in Table 3. Column 2 lists
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the number of instances of each role in the test set.
Many roles have very few positive examples both in
the training and the test sets, and therefore have little
or no impact on the overall accuracy which is domi-
nated by the few roles which are very frequent, such
asTheme, Agent, TopicandARGM-TMPwhich ac-
count for almost 80% of all the test roles.

5 Final Remarks

In this paper we presented a system that employs
tree kernels and a basic set of flat features for the
classification of thematic roles.

We adopted a very simple approach that is meant
to be as general and fast as possible. The issue
of generality is addressed by training the bound-
ary and role classifiers on a per-predicate basis and
by employing tree kernel and structured features in
the learning algorithm. The resulting architecture
can indeed be used to learn the classification of
roles of non-verbal predicates as well, and the au-
tomatic feature selection triggered by the tree kernel
should compensate for the lack ofad-hoc, well es-
tablished explicit features for some classes of non-
verbal predicates, e. g. adverbs or prepositions.

Splitting the learning problem also has the clear
advantage of noticeably improving the efficiency of
the classifiers, thus reducing training and classifica-
tion time. On the other hand, this split results in
some classifiers having too few training instances
and therefore being very inaccurate. This is espe-
cially true for the boundary classifiers, which con-
versely need to be very accurate in order to posi-
tively support the following stages of the SRL pro-
cess. The solution of a monolithic boundary classi-
fier that we previously employed (Moschitti et al.,
2006b) is noticeably more accurate though much
less efficient, especially for training. Indeed, after
the SemEval2007 evaluation period was over, we
ran another experiment using a monolithic boundary
classifier. On the test set, we measured F1 values of
82.09 vs 79.40 and 77.17 vs 75.44 for the boundary
detection and the complete SRL tasks, respectively.

Although it was provided as part of both the train-
ing and test data, we chose not to use the verb sense
information. This choice is motivated by our in-
tention to depend on as less external resources as
possible in order to be able to port our SRL system

to other linguistic models and languages, for which
such resources may not exist. Still, identifying the
predicate sense is a key issue especially for role clas-
sification, as the argument structure of a predicate is
largely determined by its sense. In the near feature
we plan to use larger structured features, i. e. span-
ning all the potential arguments of a predicate, to
improve the accuracy of our role classifiers.

Acknowledgments

The development of the SRL system was carried out
at the University of RomeTor Vergataand financed
by the EU project PrestoSpace4 (FP6-507336).

References
Michael Collins and Nigel Duffy. 2002. New ranking algo-

rithms for parsing and tagging: Kernels over discrete struc-
tures, and the voted perceptron. InACL02.

Daniel Gildea and Daniel Jurasfky. 2002. Automatic label-
ing of semantic roles.Computational Linguistic, 28(3):496–
530.

T. Joachims. 1999. Making large-scale SVM learning practical.
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Abstract

We describe experiments for the cross-
document coreference task in SemEval
2007. Our cross-document coreference sys-
tem uses an in-house agglomerative clus-
tering implementation to group documents
referring to the same entity. Clustering
uses vector representations created by sum-
marization and semantic tagging analysis
components. We present evaluation results
for four system configurations demonstrat-
ing the potential of the applied techniques.

1 Introduction

Cross-document coreference resolution is the task of
identifying if two mentions of the same (or similar)
name in different sources refer to the same individ-
ual. Deciding if two documents refer to the same
individual is a difficult problem because names are
highly ambiguous. Automatic techniques for solv-
ing this problem are required not only for better ac-
cess to information but also in natural language pro-
cessing applications such as multidocument summa-
rization and information extraction. Here, we con-
centrate on the following SemEval 2007 Web Peo-
ple Search Task (Artiles et al., 2007): a search en-
gine user types in a person name as a query. Instead
of ranking web pages, an ideal system should orga-
nize search results in as many clusters as there are
different people sharing the same name in the doc-
uments returned by the search engine. The input is,
therefore, the results given by a web search engine
using a person name as query. The output is a num-

ber of sets, each containing documents referring to
the same individual.

As past and recent research (Bagga and Baldwin,
1998; Phan et al., 2006), we have addressed the
problem as a document clustering problem. For our
first participation in SemEval 2007, we use two ap-
proaches: a lexical or bag-of-words approach and a
semantic based approach. We have implemented our
own clustering algorithms but rely on available ex-
traction and summarization technology developed in
our laboratory to produce document representations
used as input for the clustering procedure.

2 Clustering Algorithm

We have implemented an agglomerative clustering
algorithm. The input to the algorithm is a set of
document representations implemented as vectors of
terms and weights. Initially, there are as many clus-
ters as input documents; as the algorithm proceeds
clusters are merged until a certain termination condi-
tion is reached. The algorithm computes the similar-
ity between vector representations in order to decide
whether or not to merge two clusters. The similar-
ity metric we use is the cosine of the angle between
two vectors. This metric gives value one for identi-
cal vectors and zero for vectors which are orthogo-
nal (non related). Various options have been imple-
mented in order to measure how close two clusters
are, but for the experiments reported here we have
used the following approach: the similarity between
two clusters (sim � ) is equivalent to the “document”
similarity (sim � ) between the two more similar doc-
uments in the two clusters; the following formula is
used:
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sim � (C � ,C � ) �

max ����� �	��
 ���� ��� sim � (d � ,d� )
Where ��� are clusters, ��� are document represen-

tations (e.g., vectors), and sim � is the cosine metric.
If this similarity is greater than a threshold – ex-

perimentally obtained – the two clusters are merged
together. At each iteration the most similar pair of
clusters is merged. If this similarity is less than a
certain threshold the algorithm stops.

3 Extraction and Summarization

The input for analysis is a set of documents and
a person name (first name and last name). The
documents are analysed by the default GATE1

ANNIE system (Cunningham et al., 2002) and
single document summarization modules (Saggion
and Gaizauskas, 2004b) from our summarization
toolkit2 . No attempt is made to analyse or use con-
textual information given with the input document.
The processing elements include:

� Document tokenisation

� Sentence splitting

� Parts-of-speech tagging

� Named Entity Recognition using a gazetteer
lookup module and regular expressions

� Named entity coreference using an ortho-
graphic name matcher

Named entities of type person, organization, ad-
dress, date, and location are considered relevant
document terms and stored in a special named en-
tity called Mention.

Coreference chains are created and analysed and
if they contain an entity matching the target person’s
surname, all elements of the chain are marked. Ex-
tractive summaries are created for each document,
a sentence belongs to the summary if it contains a
mention which is coreferent with the target entity.

Using language resources creation modules from
the summarization tool, two frequency tables are

1http://gate.ac.uk
2http://www.dcs.shef.ac.uk/˜saggion

created for each document set (or person): (i) an in-
verted document frequency table for words (no nor-
malisation is applied); and (ii) an inverted frequency
table for Mentions (the full entity string is used, no
normalisation is applied).

Statistics (term frequencies and tf*idf) are com-
puted over tokens and Mentions using the appropri-
ate tables (these tools are part of the summarization
toolkit) and vector representations created for each
document (same as in (Bagga and Baldwin, 1998)).
Two types of representations were considered for
these experiments: (i) full document or summary
(terms in the summary are considered for vector cre-
ation); and (ii) words or Mentions.

4 System Configurations

Four system configurations were prepared for Se-
mEval:

� System I: vector representations were created
for full documents. Words were used as terms
and local inverted document frequencies used
(word frequencies) for weighting.

� System II: vector representations were created
for full documents. Mentions were used as
terms and local inverted document frequencies
used (Mentions frequencies) for weighting.

� System III: vector representations were created
for person summaries. Words were used as
terms and local inverted document frequencies
used (word frequencies) for weighting.

� System IV: vector representations were created
for person summaries. Mentions were used as
terms and local inverted document frequencies
used (Mentions frequencies) for weighting.

Because only one system configuration was al-
lowed per participant team, we decided to select
System II for official evaluation interested in eval-
uating the effect of semantic information in the clus-
tering process.

5 Parameter Setting and Results

Evaluation of the task was carried out using standard
clustering evaluation measures of ”purity” and ”in-
verse purity” (Hotho et al., 2003), and the harmonic
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Configuration Purity Inv.Purity F-Score
System I 0.68 0.85 0.74
System II 0.62 0.85 0.68
System III 0.84 0.70 0.74
System IV 0.65 0.75 0.64

Table 1: Results for our configurations omitting one
set. System II was the system we evaluated in Se-
mEval 2007.

mean of purity and inverse purity: F-score. We esti-
mated the threshold for the clustering algorithm us-
ing the ECDL subset of the training data provided
by SemEval. We applied the clustering algorithm to
each document set and computed purity, inverse pu-
rity, and F-score at each iteration of the algorithm,
recording the similarity value of each newly created
cluster. The similarity values for the best clustering
results (best F-score) were recorded, and the max-
imum and minimum values discarded. The rest of
the values were averaged to obtain an estimate of
the optimal threshold. Two different thresholds were
obtained: 0.10 for word vectors and 0.12 for named
entity vectors.

Results for the test set in SemEval are presented
in Table 1 (One set – “Jerry Hobbs” – was ignored
when computing these numbers: due to a failure
during document analysis this set could not be clus-
tered. The error was identified too close to the sub-
mission’s date to allow us to re-process the cluster).
Our official submission System II (SHEF in the offi-
cial results) obtained an F-score of 0.66 positioning
itself in 5th place (out of 16 systems). Our best con-
figuration obtained 0.74 F-score, so a fourth place
would be in theory possible.

Our system obtained an F-score greater than the
average of 0.60 of all participant systems. Our
optimal configurations (System I and System II)
both perform similarly with respect to F-score.
While System I favours “inverse purity”, System III
favours “purity”. Results for every individual set are
reported in the Appendix.

6 Conclusions and Future Work

We have presented a system used to participate in
the SemEval 2007 Web People Search task. The
system uses an in-house clustering algorithm and
available extraction and summarization techniques

to produce representations needed by the clustering
algorithm. Although the configuration we submit-
ted was suboptimal, we have obtained good results;
in fact all our system configurations produce results
well above the average of all participants. Our future
work will explore how the use of contextual infor-
mation available on the web can lead to better per-
formance. We will explore if a similar approach to
our method for creating profiles or answering def-
inition questions (Saggion and Gaizauskas, 2004a)
which uses co-occurence information to identify
pieces of information related to a given entity can
be applied here.
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Appendix I: Detailed Results

The following tables present purity, inverse purity,
and F-score results for all sets and systems. These
results were computed after re-processing the “Jerry
Hobbs” missing set.

System I System II
Person Pur. I-Pur. F Pur. I-Pur. F
Alvin Cooper 0.72 0.87 0.79 0.86 0.70 0.77
Arthur Morgan 0.90 0.83 0.86 0.75 0.92 0.83
Chris Brockett 0.87 0.85 0.86 0.94 0.67 0.78
Dekang Lin 1.00 0.63 0.77 1.00 0.66 0.79
Frank Keller 0.68 0.81 0.74 0.65 0.66 0.66
George Foster 0.61 0.83 0.71 0.45 0.88 0.60
Harry Hughes 0.82 0.80 0.81 0.71 0.93 0.80
James Curran 0.76 0.74 0.75 0.53 0.84 0.65
James Davidson 0.74 0.91 0.82 0.59 0.90 0.71
James Hamilton 0.52 0.90 0.66 0.25 0.97 0.39
James Morehead 0.38 0.91 0.54 0.39 0.92 0.55
Jerry Hobbs 0.67 0.86 0.75 0.61 0.85 0.71
John Nelson 0.64 0.93 0.76 0.56 0.90 0.69
Jonathan Brooks 0.70 0.89 0.78 0.54 0.89 0.67
Jude Brown 0.75 0.80 0.78 0.74 0.77 0.75
Karen Peterson 0.60 0.92 0.72 0.19 1.00 0.32
Leon Barrett 0.75 0.84 0.80 0.43 0.96 0.59
Marcy Jackson 0.60 0.91 0.72 0.87 0.85 0.86
Mark Johnson 0.57 0.86 0.68 0.33 0.94 0.49
Martha Edwards 0.49 0.96 0.65 0.43 0.91 0.58
Neil Clark 0.74 0.83 0.78 0.60 0.76 0.67
Patrick Killen 0.83 0.77 0.80 0.82 0.77 0.79
Robert Moore 0.64 0.78 0.71 0.44 0.91 0.60
Sharon Goldwater 1.00 0.80 0.89 1.00 0.80 0.89
Stephan Johnson 0.84 0.87 0.85 0.97 0.69 0.81
Stephen Clark 0.63 0.87 0.73 0.57 0.83 0.67
Thomas Fraser 0.51 0.94 0.66 0.44 0.94 0.60
Thomas Kirk 0.66 0.94 0.78 0.87 0.92 0.90
Violet Howard 0.34 0.96 0.51 0.71 0.90 0.80
William Dickson 0.55 0.94 0.70 0.38 0.95 0.54
AVERAGES 0.68 0.86 0.74 0.62 0.85 0.68

System III System VI
Person Pur. I-Pur. F Pur. I-Pur. F
Alvin Cooper 0.98 0.58 0.73 0.93 0.52 0.67
Arthur Morgan 0.98 0.64 0.78 0.71 0.79 0.75
Chris Brockett 1.00 0.32 0.49 0.95 0.31 0.47
Dekang Lin 1.00 0.40 0.58 1.00 0.34 0.51
Frank Keller 0.85 0.65 0.74 0.50 0.71 0.59
George Foster 0.80 0.80 0.80 0.48 0.86 0.61
Harry Hughes 0.91 0.65 0.76 0.76 0.77 0.77
James Curran 0.92 0.69 0.79 0.64 0.77 0.70
James Davidson 0.82 0.85 0.83 0.48 0.93 0.63
James Hamilton 0.65 0.87 0.74 0.26 0.96 0.41
James Morehead 0.66 0.73 0.70 0.57 0.70 0.63
Jerry Hobbs 0.67 0.82 0.74 0.63 0.86 0.73
John Nelson 0.80 0.78 0.79 0.52 0.92 0.66
Jonathan Brooks 0.84 0.85 0.85 0.55 0.86 0.67
Jude Brown 0.75 0.72 0.74 0.80 0.69 0.74
Karen Peterson 0.80 0.86 0.83 0.26 0.94 0.41
Leon Barrett 0.91 0.52 0.66 0.79 0.62 0.69
Marcy Jackson 0.95 0.58 0.72 0.98 0.57 0.72
Mark Johnson 0.76 0.84 0.80 0.44 0.90 0.60
Martha Edwards 0.78 0.85 0.81 0.57 0.87 0.69
Neil Clark 0.85 0.53 0.65 0.60 0.75 0.67
Patrick Killen 0.99 0.57 0.73 0.90 0.61 0.73
Robert Moore 0.74 0.67 0.71 0.49 0.85 0.62
Sharon Goldwater 1.00 0.15 0.26 1.00 0.23 0.37
Stephan Johnson 0.94 0.71 0.81 0.95 0.71 0.81
Stephen Clark 0.87 0.80 0.83 0.55 0.82 0.66
Thomas Fraser 0.62 0.89 0.73 0.47 0.92 0.62
Thomas Kirk 0.81 0.87 0.84 0.84 0.86 0.85
Violet Howard 0.89 0.78 0.83 0.87 0.75 0.81
William Dickson 0.68 0.88 0.77 0.52 0.88 0.66
AVERAGES 0.84 0.70 0.73 0.67 0.74 0.65
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Abstract

This paper reports on a experiment to iden-
tify the emotional loading (the “valence”)
of news headlines. The experiment re-
ported is based on a resource-thrifty ap-
proach for valence annotation based on a
word-space model and a set of seed words.
The model was trained on newsprint, and va-
lence was computed using proximity to one
of two manually defined points in a high-
dimensional word space — one represent-
ing positive valence, the other representing
negative valence. By projecting each head-
line into this space, choosing as valence the
similarity score to the point that was closer
to the headline, the experiment provided re-
sults with high recall of negative or positive
headlines. These results show that working
without a high-coverage lexicon is a viable
approach to content analysis of textual data.

1 The Semeval task

This a report of an experiment proposed as the “Af-
fective Text” task of the 4th international Work-
shop on Semantic Evaluation (SemEval) to deter-
mine whether news headlines are loaded with pre-
eminently positive or negative emotion or valence.
An example of a test headline can be:

DISCOVERED BOYS BRING SHOCK, JOY

2 Working without a lexicon

Our approach takes as its starting point the obser-
vation that lexical resources always are noisy, out

of date, and most often suffer simultaneously from
being both too specific and too general. For our ex-
periments, our only lexical resource consists of a list
of eight positive words and eight negative words, as
shown below in Table 1. We use a medium-sized
corpus of general newsprint to build a general word
space, and use our minimal lexical resource to orient
ourselves in it.

3 Word space

A word space is a high-dimensional vector space
built from distributional statistics (Schütze, 1993;
Sahlgren, 2006), in which each word in the vocab-
ulary is represented as a context vector

�� of occur-
rence frequencies:

��������	��
��������������� where � is the
frequency of word � in some context � .

The point of this representation is that seman-
tic similarity between words can be computed us-
ing vector similarity measures. Thus, the similar-
ity in meaning between the words ��� and ��� can
be quantified by computing the similarity between
their respective context vectors: sim ����� � ��� �"!
sim � �� � � �� � � .

The semantics of such a word space are deter-
mined by the data from which the occurrence in-
formation has been collected. Since the data set in
the SemEval Affective Text task consists of news
headlines, a relevant word space should be pro-
duced from topically and stylistically similar texts,
such as newswire documents. For this reason, we
trained our model on a corpus of English-language
newsprint which is available for experimentation for
participants in the Cross Language Evaluation Fo-
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rum (CLEF).1 The corpus consists of some 100 000
newswire documents from Los Angeles Times for
the year 1994. We presume any similarly sized
collection of newsprint would produce similar re-
sults. We lemmatized the data using tools from
Connexor,2 and removed stop words, leaving some
28 million words with a vocabulary of approxi-
mately 300 000 words. Since the data for the af-
fective task only consisted of news headlines, we
treated each headline in the LA times corpus as
a separate document, thus doubling the number of
documents in the data.

For harvesting occurrence information, we used
documents as contexts and standard tfidf-weighting
of frequencies, resulting in a 220 220-dimensional
word space. No dimensionality reduction was used.

4 Seeds

In order to construct valence vectors, we used a set
of manually selected seed words (8 positive and 8
negative words), shown in Table 1. These words
were chosen (subjectively) to represent typical ex-
pression of positive or negative attitude in news
texts. The size of the seed set was determined by
a number of initial experiments on the development
data, where we varied the size of the seed sets from
these 8 words to some 700 words in each set (us-
ing the WordNet Affect hierarchy (Strapparava and
Valitutti, 2004)).

As comparison, Turney and Littman (2003) used
seed sets consisting of 7 words in their word valence
annotation experiments, while Turney (2002) used
minimal seed sets consisting of only one positive
and one negative word (“excellent” and “poor”) in
his experiments on review classification. Such min-
imal seed sets of antonym pairs are not possible to
use in the present experiment because they are often
nearest neighbors to each other in the word space.
Also, it is difficult to find such clear paradigm words
for the newswire domain.

The seed words were used to postulate one posi-
tive and one negative point (i.e. vector) in the word
space by simply taking the centroid of the seed word
points:

���� ��� �������� where 	 is one of the seed
sets, and � is a word in this set.

1http://www.clef-campaign.org/
2http://www.conexor.fi/

Positive Negative

positive negative
good bad
win defeat

success disaster
peace war
happy sad

healthy sick
safe dangerous

Table 1: The seed words used to create valence vec-
tors.

5 Syntagmatic vs paradigmatic relations

Our hypothesis is that words carrying most of the
valence in news headlines in the experimental test
set are syntagmatically rather than paradigmatically
related to the kind of very general words used in
our seed set.3 As an example, consider test headline
501:

TWO HUSSEIN ALLIES ARE HANGED, IRAQI OFFICIAL SAYS.

It seems reasonable to believe that this headline
should be annotated with a negative valence, and
that the desicive word in this case is “hanged.” Ob-
viously, “hanged” has no paradigmatic neighbors
(e.g. synonyms, antonyms or other ’nyms) among
the seed words. However, it is likely that “hanged”
will co-occur with (and therefore have a syntagmatic
relation to) general negative terms such as “danger-
ous” and maybe “war.” In fact, in this example head-
line, the most negatively associated words are prob-
ably “Hussein” and “Iraqi,” which often co-occur
with general negative terms such as “war” and “dan-
gerous” in newswire text.

To produce a word space that contains predomi-
nantely syntagmatic relations, we built the distribu-
tional relations using entire documents as contexts
(i.e. each dimension in the word space corresponds
to a document in the data). If we would have used
words as contexts instead, we would have ended up
with a paradigmatic word space.4

3Syntagmatic relations hold between co-occurring words,
while paradigmatic relations hold between words that do not
co-occur, but that occur with the same other words.

4See Sahlgren (2006) for an explanation of how the choice
of contexts determines the semantic content of the word space.
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6 Compositionality and semantic relations

The relations between words in headlines were mod-
eled using the most simple operation conceivable:
we simply add all words’ context vectors to a com-
pound headline vector and use that as the represen-
tation of the headline:

���� � � ���� ��� where
�

is a
test headline, and � is a word in this headline.

This is obviously a daring, if not foolhardy, ap-
proach to modelling syntactic structure, composi-
tional semantics, and all types of intra-sentential se-
mantic dependencies. It can fairly be expected to be
improved upon through an appropriate finer-grained
analysis of word presence, adjacency and syntactic
relationships. However, this approach is similar to
that taken by most search engines in use today, is
a useful first baseline, and as can be seen from our
results below, does deliver acceptable results.

7 Valence annotation

To perform the valence annotation, we first lem-
matized the headlines and removed stop words and
words with frequency above 10 000 in the LA
times corpus. For each headline, we then summed
— as discussed above — the context vectors of
the remaining words, thus producing a 220 220-
dimensional vector for each headline. This vector
was then compared to each of the postulated valence
vectors by computing the cosine of the angles be-
tween the vectors.

We thus have for each headline two cosines, one
between the headline and the positive vector and one
between the headline and the negative vector. The
valence vector with highest cosine score (and thus
the smallest spatial angle) was chosen to annotate
the headline. For the negative valence vector we as-
signed a negative valence value, and for the positive
vector a positive value. In 11 cases, a value of �����	�
was ascribed, either because all headline words were
removed by frequency and stop word filtering, or be-
cause none of the remaining words occurred in our
newsprint corpus.

Our method thus only delivers a binary valence
decision — either positive or negative valence.
Granted, we could have assigned a neutral valence
to very low cosine scores, but as any threshold for
deciding on a neutral score would be completely ar-
bitrary, we decided to only give fully positive or neg-

ative scores to the test headlines. Also, since our
aim was to provide a high-recall result, we did not
wish to leave any headline with an equivocal score.
We scaled the scores to fit the requirements of the
coarse-grained evaluation: for each headline with
a non-zero score, we multiplied the value with 
����
and boosted each value with �� .5 By this scaling op-
eration we guaranteed a positive or a negative score
for each headline (apart from the 11 exceptions, in
effect unanalyzed by our algorithm, as mentioned
above).

8 Results

The results from the fine-grained and coarse-grained
evaluations are shown in Table 2. They show, much
as we anticipated, that the coarse-grained evaluation
was appropriate for our purposes.

Fine-grained Coarse-grained
Accuracy Precision Recall

20.68 29.00 28.41 60.17

Table 2: The results of the valence annotation.

8.1 Correlation coefficients, normality
assumptions, and validity of results

The fine-grained evaluation as given by the organ-
isers and as shown in Table 2 was computed using
Pearson’s product-moment coefficient. Pearson’s
correlation coefficient is a parametric statistic and
assumes normal distribution of the data it is testing
for correlation. While we have no idea of neither
the other contributions’ score distribution, nor that
of the given test set, we certainly do know that our
data are not normally distributed. We would much
prefer to evaluate our results using a non-parametric
correlation test, such as Spearman’s � , and suggest
that the all results would be rescored using some
non-parametric method instead — this would reduce
the risk of inadvertent false positives stemming from
divergence from the normal distribution rather than
divergence from the test set.

5The coarse-grained evaluation collapsed values in the
ranges ������������������� as negative, ��������������� as neutral, and
� ����������� � as positive.
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8.2 Use cases

Evaluation of abstract features such as emotional va-
lence can be done within a system oriented frame-
work such as the one used in this experiment. Al-
ternatively, one could evaluate the results using
a parametrized use case scenario. A simple ex-
ample might be to aim for either high recall or
high precision, rather than using an average which
folds in both scenarios into one numeric score
— easy to compare between systems but dubious
in its relevance to any imaginable real life task.
There are metrics, as formal as the simple recall-
precision-framework in traditional adhoc retrieval,
that could be adapted for this purpose (Järvelin and
Kekäläinen, 2002, e.g.).

9 Related research

Our approach to valence annotation is similar
to the second method described by Turney and
Littman (2003). In short, their method uses sin-
gular value decomposition to produce a reduced-
dimensional word space, in which word valence
is computed by subtracting the cosine between the
word and a set of negative seed words from the co-
sine between the word and a set of positive seed
words.

The difference between our approach and theirs is
that our approach does not require any computation-
ally expensive matrix decomposition, as we do not
see any reason to restructure our word space. Turney
and Littman (2003) hypothesize that singular value
decomposition is beneficial for the results in valency
annotation because it infers paradigmatic relations
between words in the reduced space. However, as
we argued in Section 5, we believe that the headline
valency annotation task calls for syntagmatic rather
than paradigmatic relations. Furthermore, we fail to
see the motivation for using singular value decom-
position, since if paradigmatic relations are what is
needed, then why not simply use words as dimen-
sions of the word space?

10 Concluding remarks

Our results show that a resource-poor but data-rich
method can deliver sensible results. This is in keep-
ing with our overall approach, which aims for as lit-
tle pre-computed resources as possible.

At almost every juncture in our processing we
made risky and simplistic assumptions — using sim-
ple frequencies of word occurrence as a semantic
model; using a small seed set of positive and nega-
tive terms as a target; postulating one semantic locus
each for positive and negative emotion; modelling
syntactic and semantic relations between terms by
vector addition — and yet we find that the seman-
tic structure of distributional statistics yields a signal
good enough for distinguishing positive from nega-
tive headlines with a non-random accuracy. Despite
its simplicity, out method produces very good recall
(60.17) in the coarse-grained evaluation (the median
recall for all systems is 29.59). This speaks to the
power of distributional semantics and gives promise
of improvement if some of the choice points during
the process are returned to: some decisions can well
benefit from being made on principled and informed
grounds rather than searching under the street lamp,
as it were.
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Abstract

This article describes the implementation
of Word Sense Disambiguation system that
participated in the SemEval-2007 multilin-
gual Chinese-English lexical sample task.
We adopted a supervised learning approach
with Maximum Entropy classifier. The fea-
tures used were neighboring words and their
part-of-speech, as well as single words in the
context, and other syntactic features based
on shallow parsing. In addition, we used
word category information of a Chinese the-
saurus as features for verb disambiguation.
For the task we participated in, we obtained
precision of 0.716 in micro-average, which
is the best among all participated systems.

1 Introduction

Word Sense Disambiguation(WSD) is the process of
assigning a meaning to a word based on the context
in which it occurs. It is very important to many re-
search fields such as Machine Translation, Informa-
tion Retrieval. The goal of the multilingual Chinese-
English lexical sample task in SemEval-2007 is to
predict the correct English translation for an am-
biguous Chinese word w.

We considered this task as a classification prob-
lem, and our system adopted a supervised learning
approach with Maximum Entropy classifier, which
is widely used in natural language processing(NLP).
Within the Maximum Entropy framework, evidence
from different features can be combined with no as-
sumptions of feature independence. The used fea-

tures include neighboring words and their part-of-
speech(POS), single words in the context, and other
syntactic features based on shallow parsing. In ad-
dition, we used word category information of a Chi-
nese thesaurus for verb disambiguation. Note that
we did not do any feature selection in this work.

Next, we will describe the Maximum Entropy
framework and detail the features used in our WSD
system.

2 Maximum Entropy

Maximum entropy modelling is a framework for in-
tegrating information from many heterogeneous in-
formation sources for classification (Manning and
Schütze, 1999). It has been successfully applied
to a wide range of NLP tasks, including sentence
boundary detection, POS tagging, and parsing (Rat-
naparkhi, 1998) . The system estimates the condi-
tional probability that an ambiguous word has sense
x given that it occurs in context y, where y is a con-
junction of features. The estimated probability is
derived from feature weights which are determined
automatically from training data so as to produce a
probability distribution that has maximum entropy,
under the constraint that it is consistent with ob-
served evidence (Dang et al., 2002). We used the im-
plementation of Maximum Entropy framework with
OpenNLP MAXENT1, where each nominal feature
was represented as “feature code=value”. Based on
this framework, we defined the feature set and im-
plemented the interface of feature extraction. For
the convenient of evaluation, the default parameters

1http://maxent.sourceforge.net/
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of training model were used.

3 Used Features

Many research (Stevenson and Wilks, 2001; Lee
and Ng, 2002) have indicated that a combination of
knowledge sources improves WSD accuracy, but not
any kind of knowledge source contributes the im-
provement of Chinese WSD (Dang et al., 2002). For
multilingual Chinese-English lexical sample task,
some basic features can be obtained directly. Also,
we extracted other syntactic features through shal-
low parsing. In addition, we used word category in-
formation for verb disambiguation.

3.1 Basic Features

Since the data of multilingual Chinese-English lex-
ical sample task are word-segmented and POS-
tagged, we can get the following features directly.

• W−1(+1): the words (if any) immediately pre-
ceding and following w

• P−1(+1): the POS of the words(if any) imme-
diately preceding and following w

• SW : single words in the context. We did not
consider all words in the context as features
for WSD, because our experiment shows that
it will bring some noise in small scale super-
vised learning if we add all words in the con-
text to feature set(See Section 4.1 for details).
After carefully analyzing the POS set specifi-
cation which is provided by task organizers, we
only picked out words of POS listed in Table 1
as features.

3.2 Syntactic Features based on Shallow
Parsing

To get further syntactic features from context, we
implemented a simple rule-based parser to do shal-
low parsing on each instance. The parser only identi-
fies phrases such as noun phrase, verb phrase, adjec-
tival phrase, time phrase, position phrase and quan-
tity phrase. These phrases are considered as con-
stituents of context, as well as words and punctua-
tions which do not belong to any phrase. Table 2
lists the constituent types and relative tags.

POS Tag Specification

Ng Nominal morpheme
n Noun
nr Personal name
ns Place name
nt Institution and Group
nz Any other proper names
Vg Verbal morpheme
v Verb
vd Verb with the attribute of adverb
vn Verb with the attribute of noun
r Pronoun
j Abbreviation

Table 1: POS of single words in the context to be
considered in our WSD system

For example, a word-segmented and POS-tagged
instance in Figure 1 would be processed as a con-
stituent list in Figure 2 after shallow parsing.

�/r��/d��/v��/n�/u��/n�/w

Figure 1: A word-segmented and POS-tagged in-
stance. Note that the instance is not illustrated
in XML format as data of multilingual Chinese-
English lexical sample task, instead, it is illustrated
in the form of “word/pos” for convenient.

�/entity����/action�����/entity�/w

Figure 2: After shallow parsing, instance is orga-
nized in the form of “constituent/tag”, that is, the
word “�” is identified as an entity, and words “�
�” and “��” are merged together as an action.

Suppose C0 is the constituent which the target
word w belongs to , then we add following infor-
mation to feature set:

• CT0: the constituent tag of C0

• CT−i(+i), 0 < i ≤ 3: the tag of ith constituent
to the left(right) of C0

• KCT−i(+i), 0 < i ≤ 3: the tag of ith con-
stituent to the left(right) of C0, and the type
must be entity or action
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Constituent type Tag

noun phrase entity
verb phrase action
adjective phrase adjective
time phrase time
place phrase place
quantity phrase quantity
non-phrase same as POS tag

Table 2: Constituent type and relative tag

• LPOS−i(+i): the POS of ith word in the same
constituent of w.

3.3 Word Category Information

We considered word category information as an im-
portant knowledge source for verb disambiguation.
The word category information comes from a Chi-
nese thesaurus (Mei et al., 1983). If w is a verb, then
the word category information of nouns in the right
side of w is added into feature set. Figure 3 shows
an example of how to use word category information
for verb disambiguation.

�/r�/v��/n�/v��/ns

Figure 3: A word-segmented and POS-tagged in-
stance of ambiguous verb “�”. The word category
information of noun “��” has to be added into fea-
ture set.

Note that some nouns can belong to more than
two categories, in this case, we do not use the word
category information of this kind of noun for disam-
biguation.

Our experiment showed that this extra knowledge
source did improve the accuracy of WSD (See 4.1
for detail).

4 Evaluation

Since the multilingual Chinese-English lexical sam-
ple task of SemEval-2007 is quite similar to the Chi-
nese lexical sample task of SENSEVAL-3, we firstly
evaluated feature set on the data of SENSEVAL-3
Chinese lexical sample task, and then gave the of-
ficial SemEval-2007 scores of our system based on
the best feature set.

Feature Set Micro-average precision

FS1 0.630
FS2 0.635
FS3 0.654

Table 3: Result of feature set evaluation on
SENSEVAL-3 test data

System Micro-average Macro-average
precision precision

SRCB-WSD 0.716 0.749

Table 4: Official result on SemEval-2007 test data

4.1 Evaluation on SENSEVAL-3 Data

We did three experiments on the data of
SENSEVAL-3 Chinese lexical sample task to
evaluate if all the single words in the context should
be included in feature set, and if the word category
information of Chinese thesaurus is helpful for
WSD. The first experiment used feature set (FS1)
included almost the same features listed in Section
3.1 and 3.2, the only difference is that all single
words in the context were considered. The second
experiment used feature set (FS2) included all the
features listed in Section 3.1 and 3.2. The third
experiment used feature set (FS3) included all the
features listed in Section 3.1, 3.2 and 3.3. The
experimental result is given in Table 3. It shows
that considering all single words in the context
as features did not improve the performance of
WSD, while word category information of Chinese
thesaurus improved the accuracy obviously.

4.2 Official SemEval-2007 Scores

In multilingual Chinese-English lexical sample task,
there are 2686 instances in training data for 40 Chi-
nese ambiguous words. All these ambiguous words
are noun or verb. Test data consist of 935 untagged
instances of the same target words. The official re-
sult of our system in multilingual Chinese-English
lexical sample task is reported in Table 4.

According to the task organizers, our system
achieved the best performance out of all the partici-
pated systems.
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5 Conclusion

In this paper, we described our participating system
in the SemEval-2007 multilingual Chinese-English
lexical sample task. We adopted Maximum Entropy
method, and collected features not only from con-
text provided by task organizers, but also from extra
knowledge source. Evaluation results show that this
feature set is much effective for supervised Chinese
WSD.

Acknowledgements

We would like to thank the anonymous reviewers for
their constructive comments and suggestions.

References

Manning, C. and Schütze, H. 1999. Foundations of
Statistical Natural Language Processing.. The MIT
Press, Cambridge, Massachusetts.

Ratnaparkhi, A. 1998. Maximum Entropy Models for
Natural Language Ambiguity Resolution. Ph.D. thesis
University of Pennsylvania.

Dang, H.T., Chia, C.Y., Palmer, M. and Chiou, F.D.
2002. Simple Features for Chinese Word Sense Dis-
ambiguation. In Proc. of COLING.

Mei, J.J., Li, Y.M., Gao, Y.Q. and et al. 1983. Chinese
thesaurus(Tongyici Cilin). Shanghai thesaurus Press.

Stevenson, M. and Wilks, Y. 2001. The interaction
of knowledge sources in word sense disambiguation.
Computational Linguistics, 27(3):321-349.

Lee, Y.K. and Ng, H.T. 2002. An empirical evaluation of
knowledge sources and learning algorithms for word
sense disambiguation. In Proceedings of the Confer-
ence on Empirical Methods in Natural Language Pro-
cessing(EMNLP), pages 41-48.

303



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 304–307,
Prague, June 2007. c©2007 Association for Computational Linguistics

SW-AG: Local Context Matching for English Lexical Substitution

George Dahl, Anne-Marie Frassica, Richard Wicentowski
Department of Computer Science

Swarthmore College
Swarthmore, PA 19081 USA

{george.dahl, afrassi1}@gmail.com, richardw@cs.swarthmore.edu

Abstract

We present two systems that pick the ten
most appropriate substitutes for a marked
word in a test sentence. The first system
scores candidates based on how frequently
their local contexts match that of the marked
word. The second system, an enhancement
to the first, incorporates cosine similarity us-
ing unigram features. The core of both sys-
tems bypasses intermediate sense selection.
Our results show that a knowledge-light, di-
rect method for scoring potential replace-
ments is viable.

1 Introduction

An obvious way to view the problem of lexical sub-
stitution is as a sense disambiguation task. For
example, one possible approach is to identify the
sense of the target word and then to pick a synonym
based on the identified sense. Following Dagan et
al. (2006), we refer to this as an indirect approach.
A system using an indirect approach must have ac-
cess to a list of senses for each target word, and each
sense must have a corresponding list of synonyms.
Though one can use a predefined sense inventory,
such as WordNet, the granularity of the sense inven-
tory may not be appropriate for the task. If the sense
inventory is too fine-grained, then picking the cor-
rect sense may be needlessly difficult. Conversely,
if it is too coarse, picking the correct sense may not
narrow down the list of potential substitutions suffi-
ciently.

To avoid these problems, we propose a direct ap-
proach, which will break the problem into two steps:

for each target word, generate a list of candidate syn-
onyms; then rank each synonym for its quality as
a replacement. Although our second system makes
use of some sense information, it is used only to re-
rank candidates generated using a direct approach.

We describe two systems: the first is a purely di-
rect method based on local context matching, and
the second is a hybrid of local context matching
and wider context bag-of-words matching. Both are
knowledge-light and unsupervised.

2 Methods

As mentioned above, we divide the task into two
steps: compiling a list of synonyms and then, for
each test instance, ranking the list of appropriate
synonyms. Both of our systems create lists of can-
didate synonyms in the same way and only differ in
the way they arrive at a ranking for these candidates.

2.1 Compiling a substitution lexicon

We begin by compiling a list of candidate synonyms
for each target word. Following Dagan et al. (2006),
we will refer to this list of synonyms as our substitu-
tion lexicon. The performance of our system is lim-
ited by the substitution lexicon because it can only
pick the correct replacements if they are in the lexi-
con. The substitution lexicon available to our scor-
ing system therefore determines both the maximum
attainable recall and the baseline probability of ran-
domly guessing a correct replacement.

One approach to generating a substitution lexicon
is to query WordNet for lists of synonyms grouped
by the senses of each word. While WordNet has its
advantages, we aimed to create a knowledge-light
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system. A more knowledge-free system would have
used a machine readable dictionary or a large nat-
ural language sample to retrieve its synonyms (see,
for example, Lin (1998)), but our system falls short
of this, relying on Roget’s New Millennium The-
saurus1 (henceforth RT) as a source of synonyms.
Though this thesaurus is similar to WordNet in some
ways, it does not contain semantic relationships be-
yond synonyms and antonyms. One important ad-
vantage of a thesaurus over WordNet is that it is eas-
ier to obtain for languages other than English.

We used the trial data to ensure that the quality
of the list compiled from RT would be satisfactory
for this task. We found that by using the synonyms
in WordNet synsets2 as our substitution lexicon, we
could achieve a maximum recall of 53% when using
an oracle to select the correct synonyms. However,
using the synonyms from RT as the substitution lex-
icon led to a maximum recall of 85%.

Querying RT for the synonyms of a word returns
multiple entries. For our purposes, each entry con-
sists of a Main Entry, a part of speech, a definition,
and a list of synonyms. Many of the returned entries
do not list the query word as the Main Entry. For
instance, given the query “tell”, RT returns 115 en-
tries: 7 whose Main Entry is “tell”, an additional 3
that contain “tell” (e.g. “show and tell”), and the re-
maining 105 entries are other words (e.g. “gossip”)
that list “tell” as a synonym. Where the Main Entry
matches the query, RT entries roughly correspond to
the traditional notion of “sense”.

In order to reduce the number of potentially spu-
rious synonyms that could be picked, we created
a simple automatic filtering system. For each RT
query, we kept only those entries whose Main Entry
and part of speech matched the target word exactly3.
In addition, we removed obscure words which we
believed human annotators would be unlikely to
pick. We used the unigram counts from the Web
1T 5-gram corpus (Brants and Franz, 2006) to de-
termine the frequency of use of each candidate syn-
onym. We experimented with discarding the least
frequent third of the candidates. Although this fil-
tering reduced our maximum attainable recall from

1http://thesaurus.reference.com
2excluding the extended relations such as hyponyms, etc.
3Since RT was not always consistent in labeling adjectives

and adverbs, we conflated these in filtering.

85% to 75% on the trial data, it significantly raised
our precision.

2.2 Ranking substitutions
We created two systems (and submitted two sets of
results) for this task. The first system is fully de-
scribed in Section 2.2.1. The second system includes
the first system and is fully described in the remain-
der of Section 2.2.

2.2.1 Local context matching (LCM)
Our first system matches the context of target

words to the context of candidate synonyms in a
large, unannotated corpus. If the context of a candi-
date synonym exactly matches the context of a target
word, it is considered a good replacement synonym.
Context matches are made against the Web 1T cor-
pus’ list of trigrams. Though this corpus provides
us with a very large amount of data4, to increase
the likelihood of finding an appropriate match, we
mapped inflected words to their roots in both the cor-
pus and the test data (Baayen et al., 1996).

The context of a target word consists of a set of up
to 3 trigrams, specifically those trigrams in the test
sentence that contain the target word. For example,
the context of “bright” in the sentence5 “... who was
a bright boy only ...” is the set {“was a bright”, “a
bright boy”, “bright boy only”}.

Once we identified the set of context trigrams,
we filtered this set by removing all trigrams which
did not include content words. To identify content
words, we used the NLTK-Lite tagger to assign a
part of speech to each word (Loper and Bird, 2002).
We considered open class words (with the exception
of the verb to be) and pronouns to be content words.
We call the filtered set of trigrams the test trigrams.
From the above example, we would remove the tri-
gram “was a bright” since it does not contain a con-
tent word other than the target word.

We match the test trigrams against trigrams in the
Web 1T corpus. A corpus trigram is said to match
one of the test trigrams if the only difference be-
tween them is that the target word is replaced with a
candidate synonym.

A scoring algorithm is then applied to each can-
didate. The scoring algorithm relies on the test tri-

4There are over 967 million unique trigrams in this corpus
5Excerpted from trial instance 1.
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grams, denoted by T , the set of candidate synonyms,
C, and the frequencies of the trigrams in the corpus.
Let m(t, c) be the frequency of the corpus trigram
that matches test trigram t, where the target word in
t is replaced with candidate c. The score of a candi-
date c is given by:

score(c) =
∑
t∈T

m(t, c)∑
x∈C m(t, x)

.

The normalization factor prevents high frequency
test trigrams from dominating the score of candi-
dates. The candidates are ranked by score, and the
top ten candidates are returned as substitutions.

2.2.2 Nearest “synonym” neighbor
In some cases, the words in the local context did

not help identify a replacement synonym. For ex-
ample, in test instance 391 the trigrams used in the
local context model were: “by a coach”, “a coach
and”, and “coach and five”. The first two trigrams
were removed because they did not contain content
words. The final trigram does not provide conclu-
sive evidence: the correct synonym in this case can
be determined by knowing whether the next word is
“players” (coach = instructor) or “horses” (coach =
vehicle). Without backoff, extending the local con-
text model to 5-grams led to sparse data problems.

Rather than match exact n-grams, we use a near-
est neighbor cosine model with unigram (bag of
words) features for all words in the target sentence.
For each instance, an “instance vector” was created
by counting the unigrams in the target sentence.

Since the Web 1T corpus does not contain full
sentences, we matched each of the instance vectors
against vectors derived from the British National
Corpus6. For each candidate synonym, we created
a single vector by summing the unigram counts in
all sentences containing the candidate synonym (or
one of its morphological variants). We ranked each
candidate by the cosine similarity between the can-
didate vector and the instance vector.

2.2.3 Nearest “sense” neighbor
Manual inspection of the trial data key revealed

that, for many instances, a large majority (if not
all) of the human-selected synonyms in that instance

6http://www.natcorp.ox.ac.uk/

were found in just one or two RT entries. This not
altogether unexpected insight led to the creation of a
second nearest neighbor cosine model.

We first created instance vectors, following the
method described above. However, instead of cre-
ating a single vector for each candidate synonym,
we created a single vector for each “sense” (RT en-
try): for each RT entry, we created a single vector by
summing the unigram counts in all BNC sentences
containing any of that entry’s candidate synonyms
(or morphological variants). We ranked each candi-
date sense by the cosine similarity between the sense
vector and the instance vector.

This method is not used on its own but rather to
filter the results (Section 2.2.4) of the nearest “syn-
onym” neighbor method. Also note that while we
used the “senses” provided by RT for this method,
we could have used an automatic method, e.g. Lin
and Pantel (2001), to achieve the same goal.

2.2.4 Filtering by sense
The nearest synonym neighbor method underper-

formed the local context matching method on the
trial data. This result led us to filter the nearest
neighbor results by keeping only those words listed
as synonyms of the highest ranked senses, as deter-
mined by the nearest sense neighbor model. This
proved successful, increasing accuracy from .41 to
.44 (for instances which had a mode) when we kept
only those synonyms found in the top half of the
senses returned by the nearest sense model.7

We attempted the sense filtering method on the
local context model but found that it was less suc-
cessful. No matter what threshold we set for filter-
ing, we always did best by not doing the filtering
at all. However, applying the filtering to only noun
instances, keeping only those synonyms belonging
to the single most highly ranked sense, increased
our accuracy on nouns from .51 to .57 (for instances
which had a mode). This surprising result, used in
the following section, requires further investigation
which was not possible in the limited time provided.

2.2.5 Model Combination
A straightforward model combination using the

relative ranking of synonyms by the filtered local

7We rounded up if there were an odd number of senses, and
we always kept a minimum of two senses.
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P R Mode P Mode R
all 35.53 32.83 47.41 43.82

Further Analysis
NMWT 37.49 34.64 49.11 45.35
NMWS 38.36 35.67 49.41 45.70
RAND 36.94 34.52 48.94 45.72
MAN 33.83 30.85 45.63 41.67

Table 1: SWAG1:OOT results

P R Mode P Mode R
all 37.80 34.66 50.18 46.02

Further Analysis
NMWT 39.95 36.51 52.28 47.78
NMWS 40.97 37.75 52.25 47.98
RAND 39.74 36.36 53.61 48.78
MAN 35.56 32.79 46.34 42.88

Table 2: SWAG2:OOT results

context matching (FLCM) model8 and the filtered
nearest neighbor (FNN) model yielded results which
were inferior to those provided by the FLCM model
on its own. Examination of the results of each model
showed that the FLCM model was best on nouns and
adjectives, the FNN model was best on adverbs, and
the combination model was best on verbs. Though
limited time prohibited us from doing a more thor-
ough evaluation, we decided to use this unorthodox
combination as the basis for our second system.

3 Results

We submitted two sets of results to this task: the first
was our local context matching system (SWAG1)
and the second was the combined FLCM and FNN
hybrid system (SWAG2).

Our systems consistently perform better when a
mode exists, which makes sense because those are
instances in which the annotators are in agreement
(McCarthy and Navigli, 2007). In these cases it is
more likely that the most appropriate synonym is
clear from the context and therefore easier to pick.

It is hard to say exactly why SWAG2 outperforms
SWAG1 because we haven’t had enough time to
fully analyze our results. Our decision to choose dif-
ferent systems for each part of speech may have been

8Filtering was done only on nouns as described above.

partially responsible. For example, both LCM (used
in SWAG1 and SWAG2) and the nearest neigh-
bor cosine comparison algorithm (used in SWAG2)
performed poorly on verbs on the trial data. The
voter described in the SWAG2 discussion always
performed better on verbs than either system did in-
dividually, so this may account for part of the higher
precision and recall.

4 Conclusions

Our results show that direct methods of lexical sub-
stitution deserve more investigation. It does indeed
seem possible to successfully do lexical substitution
without doing sense disambiguation. Furthermore,
this task can be accomplished in a knowledge-light
way. Further investigation of this method could in-
clude generating the list of synonyms using a com-
pletely knowledge-free approach.
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Abstract

In this paper, we describe our two SemEval-
2007 entries. Our first entry, for Task 5:
Multilingual Chinese-English Lexical Sam-
ple Task, is a supervised system that decides
the most appropriate English translation of
a Chinese target word. This system uses a
combination of Näıve Bayes, nearest neigh-
bor cosine, decision lists, and latent seman-
tic analysis. Our second entry, for Task 14:
Affective Text, is a supervised system that
annotates headlines using a predefined list of
emotions. This system uses synonym expan-
sion and matches lemmatized unigrams in
the test headlines against a corpus of hand-
annotated headlines.

1 Introduction

This paper describes our two entries in SemEval-
2007. The first entry, a supervised system used in the
Multilingual Chinese-English Lexical Sample task
(Task 5), is an extension of the system described in
(Wicentowski et al., 2004). We implement five dif-
ferent classifiers: a Naı̈ve Bayes classifier, a decision
list classifier, two different nearest neighbor cosine
classifiers, and a classifier based on Latent Seman-
tic Analysis. Section 2.2 describes each of the in-
dividual classifiers, Section 2.3 describes our clas-
sifier combination system, and Section 2.4 presents
our results.

The second entry, a supervised system used in the
Affective Text task (Task 14), uses a corpus of head-
lines hand-annotated by non-experts. It also uses an

online thesaurus to match synonyms and antonyms
of the sense labels (Thesaurus.com, 2007). Section
3.1 describes the creation of the annotated training
corpus, Section 3.2 describes our method for assign-
ing scores to the headlines, and Section 3.3 presents
our results.

2 Task 5: Multilingual Chinese-English LS

This task presents a single Chinese word in context
which must be disambiguated. Rather than asking
participants to provide a sense label corresponding
to a pre-defined sense inventory, the goal here is to
label each ambiguous word with its correct English
translation. Since the task is quite similar to more
traditional lexical sample tasks, we extend an ap-
proach used successfully in multiple Senseval-3 lex-
ical sample tasks (Wicentowski et al., 2004).

2.1 Features

Each of our classifiers uses the same set of context
features, taken directly from the data provided by the
task organizers. The features we used included:

• Bag-of-words (unigrams)

• Bigrams and trigrams around the target word

• Weighted unigrams surrounding the target
word

The weighted unigram features increased the fre-
quencies of the ten words before and after the tar-
get word by inserting them multiple times into the
bag-of-words.
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Many words in the Chinese data were broken up
into “subwords”: since we were unsure how to han-
dle these and since their appearance seemed incon-
sistent, we decided to simply treat each subword as a
word for the purposes of creating bigrams, trigrams,
and weighted unigrams.

2.2 Classifiers

Our system consists of five unique classifiers. Three
of the classifiers were selected by our combination
system, while the other two were found to be detri-
mental to its performance. We describe the con-
tributing classifiers first. Table 1 shows the results
of each classifier, as well as our classifier combina-
tion system.

2.2.1 Näıve Bayes

The Näıve Bayes classifier is based on Bayes’ the-
orem, which allows us to define the similarity be-
tween an instance,I, and a sense class,Sj , as:

Sim(I, Sj) = Pr(I, Sj) = Pr(Sj) ∗ Pr(I|Sj)

We then choose the sense with the maximum sim-
ilarity to the test instance.

Additive Smoothing

Additive smoothing is a technique that is used
to attempt to improve the information gained from
low-frequency words, in tasks such as speech pat-
tern recognition (Chen and Goodman, 1998). We
used additive smoothing in the Naı̈ve Bayes classi-
fier. To implement additive smoothing, we added a
very small number,δ, to the frequency count of each
feature (and divided the final product by thisδ value
times the size of the feature set to maintain accurate
probabilities). This small number has almost no ef-
fect on more frequent words, but boosts the score
of less common, yet potentially equally informative,
words.

2.2.2 Decision List

The decision list classifier uses the log-likelihood
of correspondence between each context feature and
each sense, using additive smoothing (Yarowsky,
1994). The decision list was created by ordering
the correspondences from strongest to weakest. In-
stances that did not match any rule in the decision

list were assigned the most frequent sense, as calcu-
lated from the training data.

2.2.3 Nearest Neighbor Cosine

The nearest neighbor cosine classifier required the
creation of aterm-document matrix, which contains
a row for each training instance of an ambiguous
word, and a column for each feature that can occur
in the context of an ambiguous word. The rows of
this matrix are referred to assense vectors because
each row represents a combination of the features of
all ambiguous words that share the same sense.

The nearest neighbor cosine classifier compares
each of the training vectors to each ambiguous in-
stance vector. The cosine between the ambiguous
vector and each of the sense vectors is calculated,
and the sense that is the “nearest” (largest cosine, or
smallest angle) is selected by the classifier.

TF-IDF

TF-IDF (Term Frequency-Inverse Document Fre-
quency) is a method for automatically adjusting the
frequency of words based on their semantic impor-
tance to a document in a corpus. TF-IDF decreases
the value of words that occur in more different doc-
uments. The equation we used for TF-IDF is:

tfi · idfi = ni · log

(

|D|

|D : tiǫD|

)

whereni is the number of occurrences of a termti,
andD is the set of all training documents.

TF-IDF is used in an attempt to minimize the
noise from words such as “and” that are extremely
common, but, since they are common across all
training instances, carry little semantic content.

2.2.4 Non-contributing Classifiers

We implemented a classifier based on Latent Se-
mantic Analysis (Landauer et al., 1998). To do
the calculations required for LSA, we used the
SVDLIBC library1. Because this classifier actu-
ally weakened our combination system (in cross-
validation), our classifier combination (Section 2.3)
does not include it.

We also implemented ak-Nearest Neighbors clas-
sifier, which treats each individual training instance

1http://tedlab.mit.edu/∼dr/SVDLIBC/
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as a separate vector (instead of treating each set of
training instances that makes up a given sense as a
single vector), and finds thek-nearest training in-
stances to the test instance. The most frequent sense
among thek-nearest to the test instance is the se-
lected sense. Unfortunately, thek-NN classifier did
not improve the results of our combined system and
so it is not included in our classifier combination.

2.3 Classifier Combination

The classifier combination algorithm that we imple-
ment is based on a simple voting system. Each clas-
sifier returns a score for each sense: the Naı̈ve Bayes
classifier returns a probability, the cosine-based clas-
sifiers (including LSA) return a cosine distance, and
the decision list classifier returns the weight asso-
ciated with the chosen feature (if no feature is se-
lected, the frequency of the most frequent sense is
used). The scores from each classifier are normal-
ized to the range [0,1], multiplied by an empirically
determined weight for that classifier, and summed
for each sense. The combiner then chooses the sense
with the highest score. We used cross validation to
determine the weight for each classifier, and it was
during that test that we discovered that the best con-
stant for the LSA andk-NN classifiers was zero. The
most likely explanation for this is that the LSA and
k-NN are doing similar, only less accurate, classi-
fications as the nearest neighbor classifier, and so
have little new knowledge to add to the combiner.
We also implemented a simple majority voting sys-
tem, where the chosen sense is the sense chosen by
the most classifiers, but found it to be less accurate.

2.4 Evaluation

To increase the accuracy of our system, we needed to
optimize various parameters by running the training
data through 10-way cross-validation and averaging
the scores from each set. Table 2 shows the results of
this cross-validation in determining theδ value used
in the additive smoothing for both the Naı̈ve Bayes
classifier and for the decision list classifier.

We also experimented with different feature sets.
The results of these experiments are shown in Ta-
ble 3.

Classifier Cross-Validation Score
MFS 34.99%
LSA 38.61%

k-NN Cosine 61.54%
Näıve Bayes 58.60%
Decision List 64.37%
NN Cosine 65.56%

Simple Combined 65.89%
Weighted Combined 67.38%

Classifier Competition Score
SWAT-MP 65.78%

Table 1: The (micro-averaged) precision of each of
our classifiers in cross-validation, plus the actual re-
sults from our entry in SemEval-2007.

Näıve Bayes
δ precision

10−1 53.01%
10−2 58.60%
10−3 60.80%
10
−4 61.09%

10−5 60.95%
10−6 61.06%
10−7 61.08%

Decision List
δ precision

1.0 64.14%
0.5 64.37%
0.1 64.59%
0.05 64.48%
0.005 64.37%
0.001 64.37%

Table 2: On cross-validated training data, system
precision when using different smoothing parame-
ters in the Näıve Bayes and decision list classifiers.

2.5 Conclusion

We presented a supervised system that used simple
n-gram features and a combination of five different
classifiers. The methods used are applicable to any
lexical sample task, and have been applied to lexical
sample tasks in previous Senseval competitions.

3 Task 14

The goal of Task 14: Affective Text is to take a list of
headlines and meaningfully annotate their emotional
content. Each headline was scored along seven axes:
six predefined emotions (Anger, Disgust, Fear, Joy,
Sadness, and Surprise) on a scale from0 to 100, and
the negative/positive polarity (valence) of the head-
line on a scale from−100 to +100.
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Näıve Bayes Feature Dec. List
55.36% word trigrams 59.98%
55.55% word bigrams 59.98%
58.50% weighted unigrams 62.77%
58.60% all features 64.37%

NN-Cosine Feature Combined
60.39% word trigrams 62.03%
60.42% word bigrams 62.66%
65.56% weighted unigrams 64.56%
62.92% all features 67.38%

Table 3: On cross-validated training data, the preci-
sion when using different features with each classi-
fier, and with the combination of all classifiers. All
feature sets include a simple, unweighted bag-of-
words in addition to the feature listed.

3.1 Training Data Collection

Our system is trained on a set of pre-annotated head-
lines, building up a knowledge-base of individual
words and their emotional significance.

We were initially provided with a trial-set of 250
annotated headlines. We ran 5-way cross-validation
with a preliminary version of our system, and found
that a dataset of that size was too sparse to effec-
tively tag new headlines. In order to generate a
more meaningful knowledge-base, we created a sim-
ple web interface for human annotation of headlines.
We used untrained, non-experts to annotate an addi-
tional 1,000 headlines for use as a training set. The
headlines were taken from a randomized collection
of headlines from the Associated Press.

We included a subset of the original test set in
the set that we put online so that we could get a
rough estimate of the consistency of human annota-
tion. We found that consistency varied greatly across
the emotions. As can be seen in Table 4, our annota-
tors were very consistent with the trial data annota-
tors on some emotions, while inconsistent on others.

In ad-hoc, post-annotation interviews, our anno-
tators commented that the task was very difficult.
What we had initially expected to be a tedious but
mindless exercise turned out to be rather involved.
They also reported that some emotions were consis-
tently harder to annotate than others. The results in
Table 4 seem to bear this out as well.

Emotion Correlation
Valence 0.83
Sadness 0.81
Joy 0.79
Disgust 0.38
Anger 0.32
Fear 0.19
Surprise 0.19

Table 4: Pearson correlations between trial data an-
notators and our human annotators.

One difficulty reported by our annotators was de-
termining whether to label the emotion experienced
by the reader or by the subject of the headline. For
example, the headline “White House surprised at
reaction to attorney firings” clearly states that the
White House was surprised, but the reader might not
have been.

Another of the major difficulties in properly an-
notating headlines is that many headlines can be an-
notated in vastly different ways depending on the
viewpoint of the annotator. For example, while the
headline “Hundreds killed in earthquake” would be
universally accepted as negative, the headline “Italy
defeats France in World Cup Final,” can be seen as
positive, negative, or even neutral depending on the
viewpoint of the reader. These types of problems
made it very difficult for our annotators to provide
consistent labels.

3.2 Data Processing

Before we can process a headline and determine its
emotions and valence, we convert our list of tagged
headlines into a useful knowledge base. To this end,
we create a word-emotion mapping.

3.2.1 Pre-processing

The first step is to lemmatize every word in every
headline, in an attempt to reduce the sparseness of
our data. We use the CELEX2 (Baayen et al., 1996)
data to perform this lemmatization. There are unfor-
tunate cases where lemmatizing actually changes the
emotional content of a word (unfortunate becomes
fortunate), but without lemmatization, our data is
simply too sparse to be of any use. Once we have
our list of lemmatized words, we score the emotions
and valence of each word as the average of the emo-
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tions and valence of every headline,H, in which that
word,w, appears, ignoring non-content words:

Score(Em, w) =
∑

H: w ǫ H

Score(Em, H)

In the final step of pre-processing, we add the
synonyms and antonyms of the sense labels them-
selves to our word-emotion mapping. We queried
the web interface for Roget’s New Millennium The-
saurus (Thesaurus.com, 2007) and added every word
in the first 8 entries for each sense label to our map,
with a score of100 (the maximum possible score)
for that sense. We also added every word in the first
4 antonym entries with a score of−40. For exam-
ple, for the emotion Joy, we addedalleviation and
amusement with a score of100, and we addedde-
spair andmisery with a score of−40.

3.2.2 Processing

After creating our word-emotion mapping, pre-
dicting the emotions and valence of a given headline
is straightforward. We treat each headline as a bag-
of-words and lemmatize each word. Then we look
up each word in the headline in our word-emotion
map, and average the emotion and valence scores of
each word in our map that occurs in the headline.
We ignore words that were not present in the train-
ing data.

3.3 Evaluation

Emotion
Training Size (Headlines)
100 250 1000

Valence 19.07 32.07 35.25
Anger 8.42 13.38 24.51
Disgust 11.22 23.45 18.55
Fear 14.43 18.56 32.52
Joy 31.87 46.03 26.11
Sadness 16.32 35.09 38.98
Surprise 1.15 11.12 11.82

Table 5: A comparison of results on the provided
trial data as headlines are added to the training
set. The scores are given as Pearson correlations of
scores for training sets of size 100, 250, and 1000
headlines.

As can be seen in Table 5, four out of six emotions
and the valence increase along with training set size.

This leads us to believe that further increases in the
size of the training set would continue to improve
results. Lack of time prevents a full analysis that
can explain the sudden drop of Disgust and Joy.

Table 6 shows our full results from this task. Our
system finished third out of five in the valence sub-
task and second out of three in the emotion sub-task.

Emotion Fine
Coarse-Grained
A P R

Valence 35.25 53.20 45.71 3.42
Anger 24.51 92.10 12.00 5.00
Disgust 18.55 97.20 0.00 0.00
Fear 32.52 84.80 25.00 14.40
Joy 26.11 80.60 35.41 9.44
Sadness 38.98 87.70 32.50 11.92
Surprise 11.82 89.10 11.86 10.93

Table 6: Our full results from SemEval-2007, Task
14, as reported by the task organizers. Fine-grained
scores are given as Pearson correlations. Coarse-
grained scores are given as accuracy (A), preci-
sion (P), and recall (R).

3.4 Conclusion

We presented a supervised system that used a un-
igram model to annotate the emotional content of
headlines. We also used synonym expansion on the
emotion label words. Our annotators encountered
significant difficulty while tagging training data, due
to ambiguity in definition of the task.
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1 Introduction

We introduced a method for discovering the predom-
inant sense of words automatically using raw (unla-
belled) text in (McCarthy et al., 2004) and partici-
pated with this system in SENSEVAL3. Since then,
we worked on further developing ideas to improve
upon the base method. In the current paper we tar-
get two areas where we believe there is potential for
improvement. In the first one we address the fine-
grained structure of WordNet’s (WN) sense inven-
tory (i.e. the topic of the task in this particular track).
The second issue we address here, deals with topic
domain specilisation of the base method.

Error analysis tought us that the method is sensi-
tive to the fine-grained nature of WN. When two dis-
tinct senses in the WN sense inventory are closely re-
lated, the method often has difficulties discriminat-
ing between the two senses. If, for example, sense 1
and sense 7 for a word are closely related, choosing
sense 7 in stead of sense 1 has serious consequences
if you are using a first-sense heuristic (considering
the highly skewed distribution of word senses). We
expect that applying our method on a coarser grained
sense inventory might help us resolve some of the
more unfortunate errors.

(Magnini et al., 2002) have shown that informa-
tion about the domain of a document is very useful
for WSD. This is because many concepts are spe-
cific to particular domains, and for many words their
most likely meaning in context is strongly correlated
to the domain of the document they appear in. Thus,
since word sense distributions are skewed and de-
pend on the domain at hand we would like to explore

if we can estimate the most likely sense of a word
for each domain of application and exploit this in
a WSD system.

2 Predominant Sense Acquisition

We use the method described in (McCarthy et al.,
2004) for finding predominant senses from raw text.
The method uses a thesaurus obtained from the
text by parsing, extracting grammatical relations and
then listing each word (w) with its top k nearest
neighbours, where k is a constant. Like (McCarthy
et al., 2004) we use k = 50 and obtain our thesaurus
using the distributional similarity metric described
by (Lin, 1998) and we use WordNet (WN) as our
sense inventory. The senses of a word w are each
assigned a ranking score which sums over the dis-
tributional similarity scores of the neighbours and
weights each neighbour’s score by a WN Similarity
score (Patwardhan and Pedersen, 2003) between the
sense of w and the sense of the neighbour that max-
imises the WN Similarity score. This weight is nor-
malised by the sum of such WN similarity scores be-
tween all senses of w and the senses of the neighbour
that maximises this score. We use the WN Similarity
jcn score (Jiang and Conrath, 1997) since this gave
reasonable results for (McCarthy et al., 2004) and it
is efficient at run time given precompilation of fre-
quency information. The jcn measure needs word
frequency information, which we obtained from the
British National Corpus (BNC) (Leech, 1992). The
distributional thesaurus was constructed using sub-
ject, direct object adjective modifier and noun mod-
ifier relations.
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3 Coarse Sense Inventory Adaptation

We contrasted ranking of the original WordNet
senses with ranking produced using the coarse
grained mapping between WordNet senses and the
clusters provided for this task. In the first, which we
refer to as fine-grained training (SUSSX-FR), we use
the original method as described in section 2 using
WordNet 2.1 as our sense inventory. For the second
method which we refer to as coarse-grained train-
ing (SUSSX-CR), we use the clusters of the target
word as our senses. The distributional similarity of
each neighbour is apportioned to these clusters us-
ing the maximum WordNet similarity between any
of the WordNet senses in the cluster and any of the
senses of the neighbour. This WordNet similarity is
normalised as in the original method, but for the de-
nominator we use the sum of the WordNet similarity
scores between this neighbour and all clusters of the
target word.

4 Domain Adaptation

The topic domain of a document has a strong influ-
ence on the sense distribution of words. Unfortu-
nately, it is not feasible to produce large manually
sense-annotated corpora for every domain of inter-
est. Since the method described in section 2 works
with raw text, we can specialize our sense rank-
ings for a particular topic domain, simply by feed-
ing a domain specific corpus to the algorithm. Pre-
vious experiments have shown that unsupervised es-
timation of the predominant sense of certain words
using corpora whose domain has been determined
by hand outperforms estimates based on domain-
independent text for a subset of words and even
outperforms the estimates based on counting oc-
currences in an annotated corpus (Koeling et al.,
2005). A later experiment (using SENSEVAL2 and
3 data) showed that using domain specific predomi-
nant senses can slightly improve the results for some
domains (Koeling et al., 2007). However, a firm idea
of when domain specilisation should be considered
could not (yet) be given.

4.1 Creating the Domain Corpora

In order to estimate topic domain specific sense
rankings, we need to specify what we consider ’do-
mains’ and we need to collect corpora of texts for

these domains. We decided to use text classifica-
tion for determining the topic domain and adopted
the domain hierarchy as defined for the topic domain
extension for WN (Subject Field Codes or WordNet
Domains (WN-DOMAINS) (Magnini et al., 2002)).

Domains In WN-DOMAINS the Princeton English
WordNet is augmented with domain labels. Ev-
ery synset in WN’s sense inventory is annotated
with at least one domain label, selected from a set
of about 200 labels hierarchically organized (based
on the Dewey Decimal Classification (Diekema, )).
Each synset of Wordnet 1.6 was labeled with one
or more labels. The label ’factotum’ was assigned
if any other was inadequate. The first level con-
sists of 5 main categories (e.g. ’doctrines’ and ’so-
cial science’) and ’factotum’. ’doctrines’, for exam-
ple, has subcategories such as ’art’, ’religion’ and
’psychology’. Some subcategories are divided in
sub-subcategories, e.g. ’dance’, ’music’ or ’theatre’
are subcategories of ’art’.

Classifier We extracted bags of domain-specific
words from WordNet for all the defined domains by
collecting all the word senses (synsets) and corre-
sponding glosses associated with a certain domain
label. These bags of words define the domains and
we used them to train a Support Vector Machine
(SVM) text classifier using ’TwentyOne’1.

The classifier distinguishes between 48 classes
(first and second level of the WN-DOMAINS hierar-
chy). When a document is evaluated by the classi-
fier, it returns a list of all the classes (domains) it
recognizes and an associated confidence score re-
flecting the certainty that the document belongs to
that particular domain.

Corpora We used the Gigaword English Corpus
as our data source. This corpus is a comprehen-
sive archive of newswire text data that has been
acquired over several years by the Linguistic Data
Consortium, at the University of Pennsylvania. For
the experiments described in this paper, we use the
first 20 months worth of data of all four sources
(Agence France Press English Service, Associated
Press Worldstream English Service, The New York
Times Newswire Service and The Xinhua News
Agency English Service). There are 4 different types

1TwentyOne Classifier is an Irion Technologies product:
www.irion.ml/products/english/products classify.html
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Doc.Id. Class Conf. Score
d001 Medicine (Economy) 0.75 (0.75)
d002 Economy (Politics) 0.76 (0.74)
d003 Transport (Biology) 0.75 (0.68)
d004 Comp-Sci (Architecture) 0.81 (0.68)
d005 Psychology (Art) 0.78 (0.74)

Table 1: Output of the classifier for the 5 docu-
ments. The classifiers second choice is given be-
tween brackets.

of documents identified in the corpus. The vast ma-
jority of the documents are of type ’story’. We are
using all the data.
The five documents were fed to the classifier. The

results are given in table 1. Unfortunately, only one
document (d004) was considered to be a clear-cut
example of a particular domain by the classifier (i.e.
a high score is given to the first class and a much
lower score to the following classes).

4.2 Domain rankings

We created domain corpora by feeding the Giga-
Word documents to the classifier and adding each
document to the domain corpus corresponding to
the classifier’s first choice. The five corpora we
needed for these documents were parsed using
RASP (Briscoe and Carroll, 2002) and the result-
ing grammatical relations were used to create a dis-
tributional similarity thesaurus, which in turn was
used for computing the predominant senses (see sec-
tion 2). The only pre-processing we performed
was stripping the XML codes from the documents.
No other filtering was undertaken. This resulted in
five sets of sense inventories with domain-dependent
sense rankings. Each of them has a slightly different
set of words. The words they have in common do
have the same senses, but not necessarily the same
estimated most frequently used sense.

5 Results from Semeval

Coarse Disambiguation of coarse-grained senses is
obviously an easier task than fine grained training.
We had hoped that the coarse-grained training might
show superior performance by removing the noise
created by related but less frequent senses. Since
the mapping between fine-grained senses and clus-
ters is used anyway in the scorer the noise from

related senses does not seem to be an issue. Re-
lated senses are scored correctly. Indeed the per-
formance of the fine-grained training is superior to
that of the coarse-grained training. We believe this
is because predominant meanings have more related
senses. There are therefore more chances that the
distributional similarity of the neighbours will get
apportioned to one of the related senses when there
are more related senses. The coarse grained rank-
ing would have an advantage on occasions when in
the fine-grained ranking the credit between related
senses is split and an unrelated sense ends up with
a higher ranking score. Since the coarse-grained
ranker lumps the credit for related sense together it
would be at an advantage. Clearly this doesn’t hap-
pen enough in the data to outweigh the beneficial
effect of the number of related senses compensating
for other noise in the data.

Doc.Id. Class SUSSX-FR SUSSX-C-WD
d001 Medicine 0.556 0.560
d002 Economy 0.508 0.515
d003 Transport 0.487 0.454
d004 Comp-Sci 0.407 0.424
d005 Psychology 0.356 0.372

Table 2: Impact of domain specialisation for each of
the five documents (F1 scores).

Domain Unfortuately, the system specialised for
domain (SUSSX-C-WD) did not improve the results
over the 5 documents significantly. However, if we
look at the contributions made by each document,
we might learn something about the relation beteen
the output of the classifier and the impact on the
WSDresults. Table 2 shows the per-document results
for the systems SUSSX-FR and SUSSX-C-WD. The
first two documents show very little difference with
the domain independent results. The documents
’d004’ and ’d005’ show a small but clear improved
performance for the domain results. Unfortunately,
document ’d003’ displays a very disappointing drop
of more than 3% in performance, and cancels out all
the gains made by the last two documents.

The output of the classifier seems to be indica-
tive of the results for all documents except ’d003’.
The classifier doesn’t seem to find enough evidence
for a marked preference for a particular domain
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for documents ’d001’ and ’d002’. This could be
an indication that there is no strong domain ef-
fect to be expected. The strong preference for the
’computer science’ domain for ’d004’ is reflected in
good performance of SUSSX-C-WD and even though
the confidence scores for the first 2 alternatives of
’d005’ are fairly close, there is a clear drop in con-
fidence score for the third alternative, which might
indicate that the topic of this document is related to
both first choices of the classifier. It will be interest-
ing to evaluate the results for ’d005’ using the ’Art’
sense rankings. One would expect those results to be
similar to the results found here. Finally, the results
for ’d003’ are hard to explain. We will need to do an
extensive error analysis as soon as the gold-standard
is available.

6 Conclusions

In this paper we investigated two directions where
we expect potential for improving the performance
of our method for acquiring predominant senses.
In order to fully appreciate what the effects of the
coarse grained sense inventory are (i.e. whether
some of the more unfortunate errors are resolved),
we will have to do an extensive error analysis as
soon as the gold standard becomes available. Con-
sidering the fairly low number of attempted tokens
(only 72.8% of the tokens are attempted), we are at
a disadvantage compared to systems that back-off to
(for example) the first sense in WN. However, we are
well pleased with the high precision (71.7%) of the
method SUSSX-FR, considering this is a completely
unsupervised method. There seems to be potential
gains for domain adaptation, but applying it to each
document does not seem to be advisable. More re-
search needs to be done to identify in which cases a
performance boost can be expected. Five documents
is not enough to fully investigate the matter. At the
moment we are performing a larger scale experiment
with the documents in SemCor. These documents
seem to cover a fairly wide range of domains (ac-
cording to our text classifier) and many domains are
represented by several documents.
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Abstract

Most of the previous works that disam-
biguate personal names in Web search re-
sults employ agglomerative clustering ap-
proaches. However, these approaches tend
to generate clusters that contain a single el-
ement depending on a certain criterion of
merging similar clusters. In contrast to such
previous works, we have adopted a semi-
supervised clustering approach to integrate
similar documents into a labeled document.
Moreover, our proposed approach is char-
acterized by controlling the fluctuation of
the centroid of a cluster in order to generate
more accurate clusters.

1 Introduction

Personal names are often submitted to search en-
gines as query keywords, as described in a report1

indicating that about 10% of the English queries
from the search engine ALLTheWeb2 contain per-
sonal names. However, in response to a personal
name query, search engines return a long list of
search results containing that contains Web pages
about several namesakes. For example, when a
user submits a personal name like “William Cohen”
as a query to the search engine Google3, the re-
turned results represent more than one person named
“William Cohen.” In the results, a computer sci-
ence professor, an American politician, a surgeon,

1http://tap.stanford.edu/PeopleSearch.pdf
2http://www.alltheweb.com/
3http://www.google.com/

and others are not classified into separate clusters
but mixed together.

Most of the previous works on disambiguating
personal names in Web search results employ sev-
eral kinds of agglomerative clustering approach as
described in Section 2. However, in these ap-
proaches, a lot of clusters that contain only one el-
ement tend to be generated, depending on a certain
criterion for merging similar clusters. In addition,
in person search results from the World Wide Web
(WWW), we can often observe that a small num-
ber of entities have a lot of search-result Web pages,
while others have only one or two. In light of these
facts, if a labeled Web page that describes a person
is introduced, clustering for personal name disam-
biguation would be much more accurate. In the fol-
lowing, we refer to such a labeled Web page as the
“seed page.” Then, in order to disambiguate per-
sonal names in Web search results, we introduce
semi-supervised clustering that uses the seed page
to aid the clustering of unlabeled search-result Web
pages. Our semi-supervised clustering approach is
characterized by controlling the fluctuation of the
centroid of a cluster.

2 Related Work
(Mann and Yarowsky, 2003) first extract biographi-
cal information, such as birthdates, birthplaces, oc-
cupations, and so on. Then, for each document,
they generate a feature vector composed of the ex-
tracted biographical information, proper nouns, and
the TF-IDF score computed from the documents in
the search results. Finally, using this feature vec-
tor, they disambiguate personal names by generating
clusters based on a bottom-up centroid agglomera-
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tive clustering algorithm. (Wan et al., 2005) employ
an approach similar to that of (Mann and Yarowsky,
2003), and have developed a system called Web-
Hawk.

(Pedersen et al., 2005) recently proposed a
method for discriminating names by clustering the
instances of a given name into groups. They ex-
tract the context of each instance of an ambiguous
name and generate second-order context vectors us-
ing significant bigrams. The vectors are then clus-
tered such that instances that are similar to each
other are grouped into the same cluster.

(Bekkerman and McCallum, 2005) propose the
following three unsupervised approaches: (1) an
approach based on the hyperlink structures of
Web pages; (2) an approach based on agglomera-
tive/conglomerative double clustering (Bekkerman
et al., 2005); and (3) a hybrid approach combining
the first two.

(Bollegala et al., 2006) first agglomeratively clus-
ter a set of documents and then select key phrases
from the resulting clusters to distinguish different
namesakes. They extract key phrases from the doc-
uments and merge the clusters according to the sim-
ilarity between the extracted phrases.

3 Our Proposed Approach
In this section, we first review the pure agglomera-
tive clustering approach that most of the previous re-
lated works employ and then describe our proposed
semi-supervised clustering approach.

In the following discussion, we denote the feature
vector ��� of a search-result Web page � in a set of
search results as follows:� �����	� � 
��� � � 
���������� � � 
����� (1)

where � is the number of distinct terms in the Web
page � , and ��� �����! #"$������� � �

denotes each term.
Stop words were eliminated from all Web pages in
the search results based on the stopword list4, and
stemming was performed using Porter stemmer5.
In our preliminary experiments, we found that gain
(Papineni, 2001) is the most effective term weight-
ing scheme for generating feature vectors for clus-
tering in this kind of task. Using the gain scheme,
we also define each element � � 
�% of ��� as follows:

4ftp://ftp.cs.cornell.edu/pub/smart/english.stop
5http://www.tartarus.org/˜martin/PorterStemmer/

& '
Algorithm: Agglomerative clustering
Input: Set of search-result Web page (�)�*,+�-�.�/�01/32423265�7 ,8 -�9�(;:�/<(#=#/323232�(1>�? .
Output: Clusters that contain the Web pages that refer to the same person.
Method:
1. Set the each element in

8
as initial clusters.

2. Repeat the following steps for all ( ) ( +@-A.�/	01/32B2323/65 ) in
8

until all of the similarities between two clusters are less than
the predefined threshold.

2.1 Compute the similarity between ( ) and ( )DC :
if the similarity is greater than the predefined threshold,

then merge (#) and (#),C : , and recompute the centroid of the cluster
using Equation (3),

else ( ) is an independent cluster.
2.2 Compute all of the similarities between two clusters.E F

Figure 1: Agglomerative clustering algorithm.

� � 
 % �HGJI � �J� �K L GBI � ��� �K M  MON<PRQ GBI � ��� �K S 
where GJI � ��� � is the document frequency of term��� , and

K
is the total number of search-result Web

pages.
We also define the centroid vector of a cluster T

as follows: T ���6U 
��  U 
�� ������@ U 
 � �� (2)

where U 
 % is the weight of the centroid vector of a
cluster, and �V� �����W #"$������� � �

denotes each term.

3.1 Agglomerative Clustering
In pure agglomerative clustering, initially, each Web
page is an individual cluster, and then two clusters
with the largest similarity are iteratively merged to
generate a new cluster until this similarity is less
than a predefined threshold. The detailed algorithm
is shown in Figure 1. In this algorithm, the new cen-
troid vector of cluster TYX[ZB\ after merging a cluster
into its most similar cluster is defined as follows:

T X�ZB\ �^]�_ X`ba�cedgfVh[i ��� cedjflk �m�[no k  
(3)

where ��� cpdgf and o represent the feature vector��� of a search-result Web page and the number of
search-result Web pages in the centroid cluster, re-
spectively.

3.2 Our Proposed Semi-supervised Clustering
As described in Section 1, if a seed page that de-
scribes a person is introduced, the clustering for per-
sonal name disambiguation would be much more
accurate. Therefore, we apply semi-supervised
clustering to disambiguate personal names in Web
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& '
Algorithm: Semi-supervised clustering
Input: Set of search-result Web page (�)�*,+�-�.�/�01/32423265�7 ,

and a seed page (�������� ,
8 -�9�(;:V/<(#=1/423232<(#>[/<(��������1? .

Output: Clusters that contain the Web pages that refer to the same person.
Method:
1. Set the each element in

8
as initial clusters.

2. Repeat the following steps for all ( ) ( +@-A.�/	01/32B2323/65 ) in
8

.
2.1 Compute the similarity between (#) and ( ������� .

if the similarity is greater than the predefined threshold,
then merge ( ) into (�������� and recompute the centroid of
the cluster using Equation (4),

else (#) is stored as other clusters
����	

, namely,
�
��	 -A9�(�)6? .

3. Repeat the following steps for all (�� *� -A.�/60#/3232423/�� /3*���� 5�7�7
in
����	

until all of the similarities between two clusters are less than
the predefined threshold.

3.1 Compute the similarity between (�� and (��6C :
if the similarity is greater than the predefined threshold,

then merge ( � and ( �6C : , and recompute the centroid of the cluster
using Equation (3),

else (�� is an independent cluster.
3.2 Compute all of the similarities between two clusters.E F

Figure 2: Semi-supervised clustering algorithm.

search results. Our proposed approach is novel in
that it controls the fluctuation of the centroid of a
cluster when a new cluster is merged into it. In this
process, when we merge the feature vector � � of
a search-result Web page into a particular centroidT , we weight each element of � � by the distance
between T and ��� . As a measure of the distance,
we employ the Mahalanobis distance (Hand et al.,
2001) that takes into account the correlations of the
data set in the clusters. Using Equations (1) and (2),
we define the new centroid vector of cluster T X�ZB\
after merging a cluster into its most similar cluster
as follows:

T X[Z4\ � ]�_ X` a cpdgf h[i � � cedjf k ` a� ������� i�� `ba�� no k  
(4)

where � � cedjf and o are the feature vector � � of a
search-result Web page and the number of search-
result Web pages in the centroid cluster, respec-
tively. In Equation (4), the Mahalanobis distance���! #" � T  � � � between the centroid vector of clusterT and the feature vector � � of search-result Web
page � is defined as follows:���! #" � T  � � � �%$ � � � M T �'&)(+*�, � � � M T ��
where

(
is the covariance matrix defined by the

members in the centroid of a cluster. Figure 2
shows the detailed algorithm of our proposed semi-
supervised clustering.

In our semi-supervised clustering approach, we
use the following two kinds of seed page: (a) the

Table 1: Personal names and two kinds of seed page.
Seed page Personal name

(a) Wikipedia Arthur Morgan, George Foster, Harry Hughes,
article James Davidson, James Hamilton, James Morehead,

Jerry Hobbs, John Nelson, Mark Johnson,
Neil Clark, Patrick Killen, Robert Moore,

Stephen Clark, Thomas Fraser,
Thomas Kirk, William Dickson (16 names)

(b) The top ranked Alvin Cooper, Chris Brockett, Dekang Lin,
Web page Frank Keller, James Curran, Jonathan Brooks,

Jude Brown, Karen Peterson, Leon Barrett,
Marcy Jackson, Martha Edwards, Sharon Goldwater,

Stephan Johnson, Violet Howard (14 names)

article on each person in Wikipedia, and (b) the top
ranked Web page in the Web search results. How-
ever, not every personal name in the test data of Web
People Search Task has an corresponding article in
Wikipedia. Therefore, if a personal name has an arti-
cle in Wikipedia, we used it as the seed page. Other-
wise, we used the top ranked Web pages in the Web
search results as the seed page. Table 1 shows per-
sonal names classified based on each seed page used
in our experiment.

4 Evaluation Results & Discussion

Tables 2 and 3 show evaluation results in each doc-
ument set obtained using pure agglomerative clus-
tering and our proposed semi-supervised clustering,
respectively. “Set 1,” “Set 2,” and “Set 3” con-
tain the names from participants in the ACL con-
ference, from biographical articles in the English
Wikipedia, and from the US Census, respectively.
According to these tables, we found that, although
agglomerative clustering outperforms our proposed
semi-supervised clustering by 0.21 in the value of
purity, our proposed semi-supervised clustering out-
performs agglomerative clustering by 0.4 and 0.06
in the values of inverse purity and F-measure, re-
spectively. This indicates that our proposed method
tends to integrate search-result Web pages into a
seed page and a small number of clusters are gen-
erated compared with agglomerative clustering. In
terms of these facts, it is easier for a user to browse
Web pages clustered based on each personal entity.
On the other hand, the small values of purity indi-
cate that irrelevant search-result Web pages are of-
ten contained in the generated clusters. Therefore,
we can guess that irrelevant search-result Web pages
are integrated into a seed page. In fact, we observed
that more than 50 search-result Web pages could be
grouped together with a seed page.
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Table 2: Evaluation results in each document set
obtained using agglomerative clustering.

Document set Purity Inverse purity F-measure
(alpha=0.5)

Set 1 0.58 0.51 0.45
Set 2 0.67 0.47 0.53
Set 3 0.72 0.47 0.55

Global average 0.66 0.49 0.51

Table 3: Evaluation results in each document set ob-
tained using our proposed semi-supervised cluster-
ing.

Document set Purity Inverse purity F-measure
(alpha=0.5)

Set 1 0.53 0.86 0.62
Set 2 0.42 0.89 0.55
Set 3 0.41 0.92 0.55

Global average 0.45 0.89 0.57

Table 4 shows the evaluation results obtained us-
ing each seed page. The value of F-measure ob-
tained using seed page (a) (0.55) is comparable to
that obtained using seed page (b) (0.60). In addi-
tion, we could observe that some Wikipedia arti-
cles are under updating. Therefore, if the Wikipedia
articles are continuously updated, the reliability of
Wikipedia as a source of seed pages will be promis-
ing in the future. Moreover, observing the results of
each person in detail, we found that the purity values
are improved when we use a seed page that describes
the person using more than about 200 words. On the
other hand, in the case where a seed page describes
a person with less than 150 words, or describes not
only the target person but also some other persons,
we could not obtain high purity values.

5 Conclusion

In this paper, we described our participating system
in the SemEval-2007 Web People Search Task (Ar-
tiles et al., 2007). Our system used a semi-
supervised clustering which controls the fluctuation
of the centroid of a cluster. The evaluation results
showed that our proposed method achieves high
scores in inverse purity, with the lower scores in pu-
rity. This fact indicates that our proposed method
tends to integrate search-result Web pages into a
seed page. This clustering result makes it easier
for a user to browse the results of a person Web
search. However, in the generated cluster with a
seed page, irrelevant search-result Web pages are
also contained. This problem can be solved by in-

Table 4: Evaluation results based on each seed page
obtained using our proposed semi-supervised clus-
tering.

Seed page Purity Inverse purity F-measure
(alpha=0.5)

(a) Wikipedia article 0.44 0.96 0.55
(b) The top ranked Web page 0.47 0.81 0.60

troducing multiple seed pages. In our experiment,
we used the full contents of search-result Web pages
and a seed page. We consider that this can cause
lower scores in purity. Therefore, in future work,
in order to improve the accuracy of clustering, we
plan to conduct further experiments by introducing
multiple seed pages and using parts of search-result
Web pages and seed pages such as words around an
ambiguous name.
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Abstract

This paper describes the clustering-based
approach to Word Sense Disambiguation
that is followed by the TKB-UO system at
SemEval-2007. The underlying disambigua-
tion method only uses WordNet as external
resource, and does not use training data. Re-
sults obtained in both Coarse-grained En-
glish all-words task (task 7) and English
fine-grained all-words subtask (task 17) are
presented.

1 Introduction

The TKB-UO system relies on the knowledge-
driven approach to Word Sense Disambiguation
(WSD) presented in (Anaya-Sánchez et al., 2006).
Regarding that meaningful senses of words in a tex-
tual unit must be coherently related, our proposal
uses sense clustering with the aim of determining
cohesive groups of senses that reflect the connectiv-
ity of the disambiguating words.

The way this proposal uses clustering for disam-
biguation purposes is different from those usages re-
ported in other works of the WSD area. For ex-
ample, in (Pedersen et al., 2005) textual contexts
are clustered in order to represent senses for Word
Sense Discrimination. Other works like (Agirre and
López, 2003), cluster fine-grained word senses into
coarse-grained ones for polysemy reduction. In-
stead, our method clusters all possible senses cor-
responding to all words in a disambiguating textual
unit. Thus, our system implements a novel cluster-
ing approach for the contextual disambiguation of
words.

We use the lexical resource WordNet (version 2.1)
as the repository of word senses, and also as the
provider of sense representations. It is worth men-
tioning that our proposal does not require the use of
training data.

2 The disambiguation algorithm

Our method starts with a clustering of all possible
senses of the disambiguating words. Such a cluster-
ing tries to identify cohesive groups of word senses,
which are assumed to represent the different mean-
ings for the set of disambiguating words. Then, clus-
ters that match the best with the context are selected
via a filtering process. If the selected clusters dis-
ambiguate all words, the process is stopped and the
senses belonging to the selected clusters are inter-
preted as the disambiguating ones. Otherwise, the
clustering and filtering steps are performed again
(regarding the remaining senses) until the disam-
biguation is achieved.

Algorithm 1 shows the general steps of our pro-
posal for the disambiguation of a set of wordsW . In
the algorithm,clusteringrepresents the basic clus-
tering method,filter is the function that selects the
clusters, andT denotes the intended textual context
from which words inW are disambiguated (typi-
cally, a broader bag of words thanW ). Next subsec-
tions describe in detail each component of the whole
process.

2.1 Sense Representation

For clustering purposes, word senses are repre-
sented as topic signatures (Lin and Hovy, 2000).
Thus, for each word senses we define a vector
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Algorithm 1 Clustering-based approach for the dis-
ambiguation of the set of wordsW in the textual
contextT
Input: The finite set of wordsW and the textual

contextT .
Output: The disambiguated word senses.

Let S be the set of all senses of words inW , and
i = 0;
repeat

i = i + 1
G = clustering(S, β0(i))
G′ = filter(G, W, T )
S = ∪

g∈G′
{s|s ∈ g}

until |S| = |W | or β0(i + 1) = 1
return S

〈t1 : σ1, . . . , tm : σm〉, where eachti is a Word-
Net term highly correlated tos with an association
weight σi. The set of signature terms for a word
sense includes all its WordNet hyponyms, its di-
rectly related terms (including coordinated terms)
and their filtered and lemmatized glosses. To weight
signature terms, thetf -idf statistics is used, con-
sidering each word as a collection and its senses as
its of documents. Topic signatures of senses form a
Vector Space Model similar to those defined in In-
formation Retrieval Systems. In this way, they can
be compared with measures such as cosine, Dice and
Jaccard (Salton et al., 1975).

In (Anaya-Śanchez et al., 2006), it is shown that
this kind of WordNet-based signatures outperform
those Web-based ones developed by the Ixa Re-
search Group1 in the disambiguation of nouns.

2.2 Clustering Algorithm

Sense clustering is carried out by the Extended Star
Clustering Algorithm (Gil et al., 2003), which builds
star-shaped and overlapped clusters. Each cluster
consists of a star and its satellites, where the star is
the sense with the highest connectivity of the clus-
ter, and the satellites are those senses connected with
the star. The connectivity is defined in terms of the
β0-similarity graph, which is obtained using the co-
sine similarity measure between topic signatures and
the minimum similarity thresholdβ0. The way this

1http://ixa.si.ehu.es/Ixa/

clustering algorithm relates word senses resembles
the manner in which syntactic and discourse relation
links textual elements.

2.3 Filtering Process

Once clustering is performed over the senses of
words inW , a set of sense clusters is obtained. As
some clusters can be more appropriate to describe
the semantics ofW than others, they are ranked ac-
cording to a measure w.r.t the textual contextT .

As we represent the contextT in the same vector
space that the topic signatures of senses, the follow-
ing function can be used to score a cluster of senses
g regardingT :

(
|words(g)|,

∑
i

min{ḡi,Ti}

min{
∑
i

ḡi,
∑
i

Ti} ,−
∑

s∈g number(s)

)

wherewords(g) denotes the set of words having
senses ing, ḡ is the centroid ofg (computed as
the barycenter of the cluster), andnumber(s) is the
WordNet number of senses according to its corre-
sponding word.

Then, we rank all clusters by using the lexico-
graphic order of their scores w.r.t. the above func-
tion.

Once the clusters have been ranked, they are or-
derly processed to select clusters for covering the
words inW . A clusterg is selected if it contains
at least one sense of an uncovered word and other
senses corresponding to covered words are included
in the current selected clusters. Ifg does not con-
tain any sense of uncovered words it is discarded.
Otherwise,g is inserted into a queueQ. Finally, if
the selected clusters do not coverW , clusters inQ
adding senses of uncovered words are chosen until
all words are covered.

2.4 β0 Threshold and the Stopping Criterion

As a result of the filtering process, a set of senses for
all the words inW is obtained (i.e. the union of all
the selected clusters). Each word inW that has only
a sense in such a set is considered disambiguated. If
some word still remains ambiguous, we must refine
the clustering process to get stronger cohesive clus-
ters of senses. In this case, all the remaining senses
must be clustered again but raising theβ0 threshold.
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Notice that this process must be done iteratively un-
til either all words are disambiguated or when it is
impossible to raiseβ0 again. Initially,β0 is defined
as:

β0(1) = pth(90, sim(S))

and at thei-th iteration (i > 1) it is raised to:

β0(i) = min
p∈{90,95,100}

{β = pth(p, sim(S))|β > β0(i − 1)}

In these equations,S is the set of current senses,
and pth(p, sim(S)) represents thep-th percentile
value of the pairwise similarities between senses
(i.e. sim(S) = {cos(si, sj)|si, sj ∈ S, i 6= j} ∪
{1}).

2.5 A Disambiguation Example

In this subsection we illustrate the use of our pro-
posal in the disambiguation of the content words
appearing in the sentence “The runner won the
marathon”. In this example, the set of disam-
biguating wordsW includes the nounsrunner and
marathon, and the verbwin (lemma of the verbal
form won). Also, we consider that the context is the
vector T = 〈runner : 1, win : 1,marathon : 1〉.
The rest of words are not considered because they
are meaningless. As we use WordNet 2.1, we
regard that the correct senses for the context are
runner#6, win#1 andmarathon#2.

Figure 1 graphically depicts the disambiguation
process carried out by our method. The boxes in
the figure represent the obtained clusters, which are
sorted regarding the ranking function (scores are un-
der the boxes).

Initially, all word senses are clustered using
β0=0.049 (the 90th-percentile of the pairwise
similarities between the senses). It can be seen
in the figure that the first cluster comprises the
senserunner#6 (the star), which is the sense
refering to a trained athlete who competes in foot
races, andrunner#4, which is the other sense
of runner related with sports. Also, it includes
the sensewin#1 that concerns to the victory in
a race or competition, andmarathon#2 that
refers to a footrace. It can be easily appreciated
that this first cluster includes senses that cover
the set of disambiguating words. Hence, it is
selected by the filter and all other clusters are

Figure 1: Disambiguation of words in “The runner
won the marathon”.

discarded. After this step,S is updated with the set
{runner#6, runner#4, win#1,marathon#2}. 2

In this point of the process, the senses ofS do not
disambiguateW because the nounrunner has two
senses inS. Therefore, the sttoping criterion does
not hold because neither|S| 6= |W | andβ0(2) =
0.104 6= 1. Consequently, a new cluster distribution
must be obtained using the current setS.

The boxes in the bottom of Figure 1 represent
the new clusters. In this case, all clusters are sin-
gles. Obviously, the cluster containing the sense
runner#4 is discarded because the cluster that in-
cludes the senserunner#6 overlaps better with the
context, and therefore precedes it in the order.

Then, the final set of selected senses isS =
{runner#6, win#1, marathon#2}, which in-
cludes only one sense for each word inW .

3 SemEval-2007 Results

Our system participated in the Coarse-grained En-
glish all-words task (task 7) and in the English fine-
grained all-words subtask (task 17). In both cases,
the disambiguation process was performed at the
sentence level. Thus, we defined the intended tex-
tual contextT for a sentence to be the bag of all its
lemmatized content words. However,W was set up
in a different manner for each task.

We present our results only in terms of the F1
measure.Recall and Precisionvalues are omitted

2In the figure, doubly-boxed clusters depict the selected ones
by the filter.
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Test set F1
d001 0.78804
d002 0.72559
d003 0.69400
d004 0.70753
d005 0.58551
Total 0.70207

Table 1: TKB-UO results in Coarse-grained English
all-words task.

Category Instances F1
Noun 161 0.367
Verb 304 0.303
All 465 0.325

Table 2: TKB-UO results in English Fine-grained
all-words subtask.

because our method achieves a100 % of Coverage.

3.1 Coarse-grained English All-words Task

Firstly, it is worth mentioning that we do not use
the coarse-grained inventory provided by the com-
petition for this task. Indeed, our approach can be
viewed as a method to build such a coarse-grained
inventory as it clusters tightly related senses.

EachW was defined as the set of all tagged words
belonging to the sentence under consideration. Ta-
ble 3.1 shows the official results obtained by our sys-
tem.

As it can be appreciated, the effectiveness of our
method was around the70 %, except in the fifth
test document (d005), which is an excerpt of stories
about Italian painters.

3.2 English Fine-grained All-words Subtask

Similar to previous task, we included into eachW
those tagged words of the disambiguating sentence.
However, as the set of tagged words per sentence
was verb-plentiful, with very few nouns, we ex-
pandedW with the rest of nouns and adjectives of
the sentence.

Table 3.2 summarizes the results (split by word
categories) obtained in this subtask. The second col-
umn of the table shows the number of disambiguat-
ing word occurrences.

As we can see, in this subtask only nouns and
verbs were required to be disambiguated, and over-
all, verbs predominate over nouns. The poor per-
formance obtained by verbs (w.r.t. nouns) can be
explained by its high polysemy degree and its rela-
tively small number of relations in WordNet.

4 Conclusions

In this paper, we have described the TKB-UO sys-
tem for WSD at SemEval-2007. This knowledge-
driven system relies on a novel way of using cluster-
ing in the WSD area. Also, it benefits from topic sig-
natures built from WordNet, which in combination
with the clustering algorithm overcomes the sparse-
ness of WordNet relations for associating semanti-
cally related word senses. The system participated
in both the Coarse-grained English all-words task
(task 7) and the English fine-grained all-words sub-
task (task 17). Since we use sense clustering, we do
not use the coarse-grained sense inventory provided
by the competition for task 7. Further work will fo-
cus on improving the results of fine-grained WSD.
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Abstract

Words in the context of a target word
have long been used as features by su-
pervised word-sense classifiers. Moham-
mad and Hirst (2006a) proposed a way to
determine the strength of association be-
tween a sense or concept and co-occurring
words—the distributional profile of a con-
cept (DPC)—without the use of manually
annotated data. We implemented an unsu-
pervised naı̈ve Bayes word sense classifier
using these DPCs that was best or within
one percentage point of the best unsuper-
vised systems in the Multilingual Chinese–
English Lexical Sample Task (task #5) and
the English Lexical Sample Task (task #17).
We also created a simple PMI-based classi-
fier to attempt the English Lexical Substi-
tution Task (task #10); however, its perfor-
mance was poor.

1 Introduction

Determining the intended sense of a word is poten-
tially useful in many natural language tasks includ-
ing machine translation and information retrieval.
The best approaches for word sense disambiguation
are supervised and they use words that co-occur with
the target as features. These systems rely on sense-
annotated data to identify words that are indicative
of the use of the target in each of its senses.

However, only limited amounts of sense-
annotated data exist and it is expensive to create. In
our previous work (Mohammad and Hirst, 2006a),

we proposed an unsupervised approach to determine
the strength of association between a sense or con-
cept and its co-occurring words—the distributional
profile of a concept (DPC)—relying simply on raw
text and a published thesaurus. The categories in a
published thesaurus were used as coarse senses or
concepts (Yarowsky, 1992). We now show how dis-
tributional profiles of concepts can be used to cre-
ate anunsupervised naı̈ve Bayes word-sense classi-
fier. We also implemented a simple classifier that
relies on the pointwise mutual information (PMI)
between the senses of the target and co-occurring
words. These DPC-based classifiers participated in
three SemEval 2007 tasks: the English Lexical Sam-
ple Task (task #17), the English Lexical Substitu-
tion Task (task #10), and the Multilingual Chinese–
English Lexical Sample Task (task #5).

The English Lexical Sample Task (Pradhan et al.,
2007) is a traditional word sense disambiguation
task wherein the intended (WordNet) sense of a tar-
get word is to be determined from its context. We
manually mapped the WordNet senses to the cate-
gories in a thesaurus and the DPC-based naı̈ve Bayes
classifier was used to identify the intended sense
(category) of the target words.

The object of the Lexical Substitution Task (Mc-
Carthy and Navigli, 2007) is to replace a target word
in a sentence with a suitable substitute that preserves
the meaning of the utterance. The list of possible
substitutes for a given target word is usually contin-
gent on its intended sense. Therefore, word sense
disambiguation is expected to be useful in lexical
substitution. We used the PMI-based classier to de-
termine the intended sense.
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The objective of the Multilingual Chinese–
English Lexical Sample Task (Jin et al., 2007) is to
select from a given list a suitable English translation
of a Chinese target word in context. Mohammad et
al. (2007) proposed a way to createcross-lingual
distributional profiles of a concepts (CL-DPCs)—
the strengths of association between the concepts of
one language and words of another. For this task, we
mapped the list of English translations to appropri-
ate thesaurus categories and used an implementation
of a CL-DPC–based unsupervised naı̈ve Bayes clas-
sifier to identify the intended senses (and thereby the
English translations) of target Chinese words.

2 Distributional profiles of concepts

In order to determine the strength of association be-
tween a sense of the target word and its co-occurring
words, we need to determine their individual and
joint occurrence counts in a corpus. Mohammad and
Hirst (2006a) and Mohammad et al. (2007) proposed
ways to determine these counts in a monolingual and
cross-lingual framework without the use of sense-
annotated data. We summarize the ideas in this sec-
tion; the original papers give more details.

2.1 Word–category co-occurrence matrix

We create aword–category co-occurrence matrix
(WCCM) having English word typeswen as one di-
mension and English thesaurus categoriescen as an-
other. We used theMacquarie Thesaurus (Bernard,
1986) both as a very coarse-grained sense inventory
and a source of words that together represent each
category (concept). The WCCM is populated with
co-occurrence counts from a large English corpus
(we used theBritish National Corpus (BNC)). A par-
ticular cellmi j, corresponding to wordwen

i and con-
ceptcen

j , is populated with the number of timeswen
i

co-occurs with any word that hascen
j as one of its

senses (i.e.,wen
i co-occurs with any word listed un-

der conceptcen
j in the thesaurus).

cen
1 cen

2 . . . cen
j . . .

wen
1 m11 m12 . . . m1 j . . .

wen
2 m21 m22 . . . m2 j . . .

...
...

...
. . .

...
...

wen
i mi1 mi2 . . . mi j . . .

...
...

... . . .

...
. ..

A particular cell mi j, corresponding to wordwen
i

and conceptcen
j , is populated with the number of

times wen
i co-occurs with any word that hascen

j
as one of its senses (i.e.,wen

i co-occurs with any
word listed under conceptcen

j in the thesaurus).
This matrix, created after a first pass of the corpus,
is thebase word–category co-occurrence matrix
(base WCCM) and it captures strong associations
between a sense and co-occurring words (see dis-
cussion of the general principle in Resnik (1998)).
From the base WCCM we can determine the num-
ber of times a wordw and conceptc co-occur, the
number of timesw co-occurs with any concept, and
the number of timesc co-occurs with any word. A
statistic such as PMI can then give the strength of
association betweenw andc. This is similar to how
Yarowsky (1992) identifies words that are indicative
of a particular sense of the target word.

Words that occur close to a target word tend to
be good indicators of its intended sense. Therefore,
we make a second pass of the corpus, using the base
WCCM to roughly disambiguate the words in it. For
each word, the strength of association of each of
the words in its context (±5 words) with each of its
senses is summed. The sense that has the highest cu-
mulative association is chosen as the intended sense.
A new bootstrapped WCCM is created such that
each cellmi j, corresponding to wordwen

i and con-
ceptcen

j , is populated with the number of timeswen
i

co-occurs with any wordused in sense cen
j .

Mohammad and Hirst (2006a) used the DPCs
created from the bootstrapped WCCM to attain
near-upper-bound results in the task of determin-
ing word sense dominance. Unlike the McCarthy
et al. (2004) dominance system, this approach can
be applied to much smaller target texts (a few
hundred sentences) without the need for a large
similarly-sense-distributed text1. Mohammad and
Hirst (2006b) used the DPC-based monolingual dis-
tributional measures ofconcept-distance to rank
word pairs by their semantic similarity and to correct
real-word spelling errors, attaining markedly better
results than monolingual distributional measures of
word-distance. In the spelling correction task, the

1The McCarthy et al. (2004) system needs to first gener-
ate a distributional thesaurus from the target text (if it islarge
enough—a few million words) or from another large text with a
distribution of senses similar to the target text.
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Figure 1: The cross-lingual candidate senses of Chi-

nese words and .

distributional concept-distance measures performed
better than all WordNet-based measures as well, ex-
cept for the Jiang and Conrath (1997) measure.

2.2 Cross-lingual word–category
co-occurrence matrix

Given a Chinese wordwch in context, we use a
Chinese–English bilingual lexicon to determine its
different possible English translations. Each En-
glish translationwen may have one or more possi-
ble coarse senses, as listed in an English thesaurus.
These English thesaurus concepts (cen) will be re-
ferred to ascross-lingual candidate sensesof the
Chinese wordwch.2 Figure 1 depicts examples.

We create a cross-lingual word–category co-
occurrence matrix (CL-WCCM) with Chinese word
typeswch as one dimension and English thesaurus
conceptscen as another.

cen
1 cen

2 . . . cen
j . . .

wch
1 m11 m12 . . . m1 j . . .

wch
2 m21 m22 . . . m2 j . . .

...
...

...
.. .

...
...

wch
i mi1 mi2 . . . mi j . . .

...
...

... . . .

...
. . .

The matrix is populated with co-occurrence counts
from a large Chinese corpus; we used a collection of
LDC-distributed corpora3—Chinese Treebank En-
glish Parallel Corpus, FBIS data, Xinhua Chinese–
English Parallel News Text Version 1.0 beta 2, Chi-
nese English News Magazine Parallel Text, Chinese

2Some of the cross-lingual candidate senses ofwch might not
really be senses ofwch (e.g., ‘celebrity’, ‘practical lesson’, and
‘state of the atmosphere’ in Figure 1). However, as substanti-
ated by experiments by Mohammad et al. (2007), our algorithm
is able to handle the added ambiguity.

3http://www.ldc.upenn.edu

Figure 2: Chinese words having ‘celestial body’ as
one of their cross-lingual candidate senses.

News Translation Text Part 1, and Hong Kong Paral-
lel Text. A particular cellmi j, corresponding to word
wch

i and conceptcen
j , is populated with the number

of times the Chinese wordwch
i co-occurs with any

Chinese word havingcen
j as one of itscross-lingual

candidate senses. For example, the cell for
(‘space’) and ‘celestial body’ will have the sum of
the number of times co-occurs with , ,

, , , and so on (see Figure 2). We used
the Macquarie Thesaurus (Bernard, 1986) (about
98,000 words). The possible Chinese translations
of an English word were taken from the Chinese–
English Translation Lexicon version 3.0 (Huang and
Graff, 2002) (about 54,000 entries).

This base word–category co-occurrence matrix
(base WCCM), created after a first pass of the cor-
pus, captures strong associations between a cate-
gory (concept) and co-occurring words. For ex-
ample, even though we increment counts for both

–‘celestial body’ and –‘celebrity’ for a par-
ticular instance where co-occurs with ,

will co-occur with a number of words such as
, , and that each have the sense ofce-

lestial body in common (see Figure 2), whereas all
their other senses are likely different and distributed
across the set of concepts. Therefore, the co-
occurrence count of and ‘celestial body’ will
be relatively higher than that of and ‘celebrity’.

As in the monolingual case, a second pass of
the corpus is made to disambiguate the (Chinese)
words in it. For each word, the strength of associ-
ation of each of the words in its context (±5 words)
with each of its cross-lingual candidate senses is
summed. The sense that has the highest cumula-
tive association with co-occurring words is chosen
as the intended sense. A new bootstrapped WCCM
is created by populating each cellmi j, correspond-
ing to wordwch

i and conceptcen
j , with the number of

times the Chinese wordwch
i co-occurs with any Chi-
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nese wordused in cross-lingual sense cen
j . A statistic

such as PMI is then applied to these counts to deter-
mine the strengths of association between a target
concept and co-occurring words, giving the distri-
butional profile of the concept.

Mohammad et al. (2007) combined German text
with an English thesaurus using a German–English
bilingual lexicon to create German–English DPCs.
These DPCs were used to determine semantic dis-
tance between German words, showing that state-of-
the-art accuracies for one language can be achieved
using a knowledge source (thesaurus) from another.

Given that a published thesaurus has about 1000
categories and the size of the vocabularyN is at
least 100,000, the CL-WCCM and the WCCM are
much smaller matrices (about 1000×N) than the tra-
ditional word–word co-occurrence matrix (N ×N).
Therefore the WCCMs are relatively inexpensive
both in terms of memory and computation.

3 Classification

We implemented two unsupervised classifiers. The
words in context were used as features.

3.1 Unsupervised Näıve Bayes Classifier

The naı̈ve Bayes classifier has the following formula
to determine the intended sensecnb:

cnb = argmax
c j∈C

P(c j) ∏
wi∈W

P(wi|c j) (1)

whereC is the set of possible senses (as listed in
theMacquarie Thesaurus) andW is the set of words
that co-occur with the target (we used a window of
±5 words).

Traditionally, prior probabilities of the senses
(P(c j)) and the conditional probabilities in the like-
lihood (∏wi∈W P(wi|c j)) are determined by sim-
ple counts in sense-annotated data. We approx-
imate these probabilities using counts from the
word–category co-occurrence matrix (monolingual
or cross-lingual), thereby obviating the need for
manually-annotated data.

P(c j) =
∑i mi j

∑i, j mi j
(2)

P(wi|c j) =
mi j

∑i mi j
(3)

For the English Lexical Task,mi j is the number of
times the English wordwi co-occurs with the En-
glish categoryc j—as listed in the word–category
co-occurrence matrix (WCCM). For the Multilin-
gual Chinese–English Lexical Task,mi j is the num-
ber of times the Chinese wordwi co-occurs with the
English categoryc j—as listed in the cross-lingual
word–category co-occurrence matrix (CL-WCCM).

3.2 PMI-based classifier

We calculate the pointwise mutual information be-
tween a sense of the target word and a co-occurring
word using the following formula:

PMI(wi,c j) = log
P(wi,c j)

P(wi)×P(c j)
(4)

where P(wi,c j) =
mi j

∑i, j mi j
(5)

and P(wi) =
∑ j mi j

∑i, j mi j
(6)

mi j is the count in the WCCM or CL-WCCM (as de-
scribed in the previous subsection). For each sense
of the target, the sum of the strength of association
(PMI) between it and each of the co-occurring words
(in a window of±5 words) is calculated. The sense
with the highest sum is chosen as the intended sense.

cpmi = argmax
c j∈C

∑
wi∈W

PMI(wi,c j) (7)

Note that this PMI-based classifier does not capital-
ize on prior probabilities of the different senses.

4 Data

4.1 English Lexical Sample Task

The English Lexical Sample Task training and test
data (Pradhan et al., 2007) have 22281 and 4851
instances respectively for 100 target words (50
nouns and 50 verbs). WordNet 2.1 is used as
the sense inventory for most of the target words,
but certain words have one or more senses from
OntoNotes (Hovy et al., 2006). Many of the fine-
grained senses are grouped into coarser senses.

Our approach relies on representing a sense with
a number of near-synonymous words, for which a
thesaurus is a natural source. Even though the ap-
proach can be ported to WordNet4, there was no easy

4The synonyms within a synset, along with its one-hop
neighbors and all its hyponyms, can represent that sense.
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TRAINING DATA TEST DATA

WORDS BASELINE PMI-BASED NAÏVE BAYES PRIOR L IKELIHOOD NAÏVE BAYES

all 27.8 41.4 50.8 37.4 49.4 52.1
nouns only 25.6 43.4 53.6 18.1 49.6 49.7
verbs only 29.2 38.4 44.5 58.9 49.1 54.7

Table 1: English Lexical Sample Task: Results obtained using the PMI-based classifier on the training data
and the naı̈ve Bayes classifier on both training and test data

way of representing OntoNotes senses with near-
synonymous words. Therefore, we asked four na-
tive speakers of English to map the WordNet and
OntoNotes senses of the 100 target words to the
Macquarie Thesaurus and use it as our sense inven-
tory. We also wanted to examine the effect of using
a very coarse sense inventory such as the categories
in a published thesaurus (811 in all).

The annotators were presented with a target word,
its WordNet/OntoNotes senses, and the Macquarie
senses. WordNet senses were represented by syn-
onyms, gloss, and example usages. The OntoNotes
senses were described through syntactic patterns and
example usages (provided by the task organizers).
The Macquarie senses (categories) were described
by the category head (a representative word for
the category) and five other words in the category.
Specifically, words in the same semicolon group5 as
the target were chosen. Annotators 1 and 2 labeled
each WordNet/OntoNotes sense of the first 50 target
words with one or more appropriate Macquarie cat-
egories. Annotators 3 and 4 labeled the senses of the
other 50 words. We combined all four annotations
into a WordNet–Macquarie mapping file by taking,
for each target word, the union of categories chosen
by the two annotators.

4.2 English Lexical Substitution Task

The English Lexical Substitution Task has 1710 test
instances for 171 target words (nouns, verbs, adjec-
tives, and adverbs) (McCarthy and Navigli, 2007).
Some instances were randomly extracted from an
Internet corpus, whereas others were selected man-
ually from it. The target word might or might not be
part of a multiword expression. The task is not tied
to any particular sense inventory.

5Words within a semicolon group of a thesaurus tend to be
more closely related than words across groups.

4.3 Multilingual Chinese–English Lexical
Sample Task

The Multilingual Chinese–English Lexical Sample
Task training and test data (Jin et al., 2007) have
2686 and 935 instances respectively for 40 target
words (19 nouns and 21 verbs). The instances are
taken from a corpus ofPeople’s Daily News. The
organizers used theChinese Semantic Dictionary
(CSD), developed by the Institute of Computational
Linguistics, Peking University, both as a sense in-
ventory and bilingual lexicon (to extract a suitable
English translation of the target word once the in-
tended Chinese sense is determined).

In order to determine the English translations of
Chinese words in context, our system relies on Chi-
nese text and an English thesaurus. As the thesaurus
is used as our sense inventory, the first author and a
native speaker of Chinese mapped the English trans-
lations of the target to appropriate Macquarie cate-
gories. We used three examples (from the training
data) per English translation for this purpose.

5 Evaluation

5.1 English Lexical Sample Task

Both the naı̈ve Bayes classifier and the PMI-based
one were applied to the training data. For each in-
stance, the Macquarie categoryc that best captures
the intended sense of the target was determined. The
instance was labeled with all the WordNet senses
that are mapped toc in the WordNet–Macquarie
mapping file (described earlier in Section 4.1).

5.1.1 Results

Table 1 shows the performances of the two clas-
sifiers. The system attempted to label all instances
and so we report accuracy values instead of pre-
cision and recall. The naı̈ve Bayes classifier per-
formed markedly better in training than the PMI-
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based one and so was applied to the test data. The
table also lists baseline results obtained when a sys-
tem randomly guesses one of the possible senses for
each target word. Note that since this is a com-
pletely unsupervised system, it is not privy to the
dominant sense of the target words. We do not rely
on the ranking of senses in WordNet as that would
be an implicit use of the sense-tagged SemCor cor-
pus. Therefore, the most-frequent-sense baseline
does not apply. Table 1 also shows results obtained
using just the prior probability and likelihood com-
ponents of the naı̈ve Bayes formula. Note that the
combined accuracy is higher than individual com-
ponents for nouns but not for verbs.

5.1.2 Discussion

The naı̈ve Bayes classifier’s accuracy is only
about one percentage point lower than that of the
best unsupervised system taking part in the task
(Pradhan et al., 2007). One reason that it does bet-
ter than the PMI-based one is that it takes into ac-
count prior probabilities of the categories. However,
using just the likelihood also outperforms the PMI
classifier. This may be because of known problems
of using PMI with low frequencies (Manning and
Schütze, 1999). In case of verbs, lower combined
accuracies compared to when using just prior proba-
bilities suggests that the bag-of-words type features
are not very useful. It is expected that more syntac-
tically oriented features will give better results. Us-
ing window sizes (±1,±2, and±10) on the training
data resulted in lower accuracies than that obtained
using a window of±5 words. A smaller window
size is probably missing useful co-occurring words,
whereas a larger window size is adding words that
are not indicative of the target’s intended sense.

The use of a sense inventory (Macquarie The-
saurus) different from that used to label the data
(WordNet) clearly will have a negative impact on
the results. The mapping from WordNet/OntoNotes
to Macquarie is likely to have some errors. Further,
for 19 WordNet/OntoNotes senses, none of the an-
notators found a thesaurus category close enough in
meaning. This meant that our system had no way
of correctly disambiguating instances with these
senses. Also impacting accuracy is the significantly
fine-grained nature of WordNet compared to the the-
saurus. For example, following are the three coarse

BEST OOT

Acc Mode Acc Acc Mode Acc

all 2.98 4.72 11.19 14.63
Further Analysis
NMWT 3.22 5.04 11.77 15.03
NMWS 3.32 4.90 12.22 15.26
RAND 3.10 5.20 9.98 13.00
MAN 2.84 4.17 12.61 16.49

Table 2: English Lexical Substitution Task: Results
obtained using the PMI-based classifier

senses for the nounpresident in WordNet: (1) exec-
utive officer of a firm or college, (2) the chief exec-
utive of a republic, and (3) President of the United
States. The last two senses will fall into just one cat-
egory for most, if not all, thesauri.

5.2 English Lexical Substitution Task

We used the PMI-based classifier6 for the English
Lexical Substitution Task. Once it identifies a suit-
able thesaurus category as the intended sense for a
target, ten candidate substitutes are chosen from that
category. Specifically, the category head word and
up to nine words in the same semicolon group as the
target are selected (words within a semicolon group
are closer in meaning). Of the ten candidates, the
single-word expression that is most frequent in the
BNC is chosen as the best substitute; the motivation
is that the annotators, who created the gold standard,
were instructed to give preference to single words
over multiword expressions as substitutes.

5.2.1 Results

The system was evaluated not only on the best
substitute (BEST) but also on how good the top ten
candidate substitutes are (OOT). Table 2 presents the
results.7 The system attempted all instances. The
table also lists performances of the system on in-
stances where the target is not part of a multiword
expression (NMWT), on instances where the substi-
tute is not a multiword expression (NMWS), on in-
stances randomly extracted from the corpus (RAND),
and on instances manually selected (MAN ).

6Due to time constraints, we were able to upload results only
with the PMI-based classifier by the task deadline.

7The formulae for accuracy and mode accuracy are as de-
scribed by Pradhan et al. (2007).
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TRAINING DATA TEST DATA

BASELINE PMI- BASED NAÏVE BAYES PRIOR L IKELIHOOD NAÏVE BAYES

WORDS micro macro micro macro micro macro micro macro micro macro micro macro

all 33.1 38.3 33.9 40.0 38.5 44.7 35.4 41.7 38.8 44.6 37.5 43.1
nouns only 41.9 43.5 43.6 45.0 49.4 50.5 45.3 47.1 48.1 50.8 50.0 51.6
verbs only 28.0 34.1 28.0 35.6 31.9 39.6 29.1 36.8 32.9 39.0 29.6 35.5

Table 3: Multilingual Chinese–English Lexical Sample Task: Results obtained using the PMI-based classi-
fier on the training data and the naı̈ve Bayes classifier on both training and test data

5.2.2 Discussion

Competitive performance of our DPC-based sys-
tem on the English Lexical Sample Task and the
Chinese–English Lexical Sample Task (see next
subsection) suggests that DPCs are useful for sense
disambiguation. Poor results on the substitution task
can be ascribed to several factors. First, we used
the PMI-based classifier that we found later to be
markedly less accurate than the naı̈ve Bayes clas-
sifier in the other two tasks. Second, the words in
the thesaurus categories may not always be near-
synonyms; they might just be strongly related. Such
words will be poor substitutes for the target. Also,
we chose as the best substitute simply the most fre-
quent of the ten candidates. This simple technique
is probably not accurate enough. On the other hand,
because we chose the candidates without any regard
to frequency in a corpus, the system chose certain
infrequent words such aswellnigh andecchymosed,
which were not good candidate substitutes.

5.3 Multilingual Chinese–English Lexical
Sample Task

In the Multilingual Chinese–English Lexical Sample
Task, both the naı̈ve Bayes classifier and the PMI-
based classifier were applied to the training data.
For each instance, the Macquarie category, sayc,
that best captures the intended sense of the target
word is determined. Then the instance is labeled
with all the English translations that are mapped toc
in the English translations–Macquarie mapping file
(described earlier in Section 4.3).

5.3.1 Results

Table 3 shows accuracies of the two classifiers.
Macro average is the ratio of number of instances
correctly disambiguated to the total, whereas micro
average is the average of the accuracies achieved

on each target word. As in the English Lexical
Sample Task, both classifiers, especially the naı̈ve
Bayes classifier, perform well above the random
baseline. Since the naı̈ve Bayes classifier also per-
formed markedly better than the PMI-based one in
training, it was applied to the test data. Table 3
also shows results obtained using just the likelihood
and prior probability components of the naı̈ve Bayes
classifier on the test data.

5.3.2 Discussion

Our naı̈ve Bayes classifier scored highest of all
unsupervised systems taking part in the task (Jin et
al., 2007). As in the English Lexical Sample Task,
using just the likelihood again outperforms the PMI
classifier on the training data. The use of a sense
inventory different from that used to label the data
again will have a negative impact on the results as
the mapping may have a few errors. The anno-
tator believed none of the given Macquarie cate-
gories could be mapped to two Chinese Semantic
Dictionary senses. This meant that our system had
no way of correctly disambiguating instances with
these senses.

There were also a number of cases where more
than one CSD sense of a word was mapped to the
same Macquarie category. This occurred for two
reasons: First, the categories of theMacquarie The-
saurus act as very coarse senses. Second, for cer-
tain target words, the two CSD senses may be differ-
ent in terms of their syntactic behavior, yet semanti-
cally very close (for example, the ‘be shocked’ and
‘shocked’ senses of ). This many-to-one map-
ping meant that for a number of instances more than
one English translation was chosen. Since the task
required us to provide exactly one answer (and there
was no partial credit in case of multiple answers), a
category was chosen at random.
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6 Conclusion

We implemented a system that uses distributional
profiles of concepts (DPCs) for unsupervised word
sense disambiguation. We used words in the con-
text as features. Specifically, we used the DPCs
to create a naı̈ve Bayes word-sense classifier and a
simple PMI-based classifier. Our system attempted
three SemEval-2007 tasks. On the training data
of the English Lexical Sample Task (task #17) and
the Multilingual Chinese–English Lexical Sample
Task (task #5), the naı̈ve Bayes classifier achieved
markedly better results than the PMI-based classi-
fier and so was applied to the respective test data.
On both test and training data of both tasks, the
system achieved accuracies well above the random
baseline. Further, our system placed best or close to
one percentage point from the best among the unsu-
pervised systems. In the English Lexical Substitu-
tion Task (task #10), for which there was no train-
ing data, we used the PMI-based classifier. The
system performed poorly, which is probably a re-
sult of using the weaker classifier and a simple brute
force method for identifying the substitute among
the words in a thesaurus category. Markedly higher-
than-baseline performance of the naı̈ve Bayes clas-
sifier on task #17 and task #5 suggests that the DPCs
are useful for word sense disambiguation.
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Abstract

This paper presents a headline emotion clas-
sification approach based on frequency and
co-occurrence information collected from
the World Wide Web. The content words of
a headline (nouns, verbs, adverbs and adjec-
tives) are extracted in order to form different
bag of word pairs with the joy, disgust, fear,
anger, sadness and surprise emotions. For
each pair, we compute the Mutual Informa-
tion Score which is obtained from the web
occurrences of an emotion and the content
words. Our approach is based on the hypoth-
esis that group of words which co-occur to-
gether across many documents with a given
emotion are highly probable to express the
same emotion.

1 Introduction

The subjective analysis of a text is becoming impor-
tant for many Natural Language Processing (NLP)
applications such as Question Answering, Informa-
tion Extraction, Text Categorization among others
(Shanahan et al., 2006). The resolution of this prob-
lem can lead to a complete, realistic and coher-
ent analysis of the natural language, therefore ma-
jor attention is drawn to the opinion, sentiment and
emotion analysis, and to the identification of be-
liefs, thoughts, feelings and judgments (Quirk et al.,
1985), (Wilson and Wiebe, 2005).

The aim of the Affective Text task is to clas-
sify a set of news headlines into six types of emo-
tions: “anger”, “disgust”, “fear”, “joy”, “sadness”

and “surprise”. In order to be able to conduct
such multi-category analysis, we believe that first
we need a comprehensive theory of what a human
emotion is, and then we need to understand how the
emotion is expressed and transmitted within the nat-
ural language. These aspects rise the need of syn-
tactic, semantic, textual and pragmatic analysis of
a text (Polanyi and Zaenen, 2006). However, some
of the major drawbacks in this field are related to
the manual or automatic acquisition of subjective ex-
pressions, as well as to the lack of resources in terms
of coverage.

For this reason, our current emotion classification
approach is based on frequency and co-occurrence
bag of word counts collected from the World Wide
Web. Our hypothesis is that words which tend to co-
occur across many documents with a given emotion
are highly probable to express this emotion.

The rest of the paper is organized as follows. In
Section 2 we review some of the related work, in
Section 3 we describe our web-based emotion classi-
fication approach for which we show a walk-through
example in Section 4. A discussion of the obtained
results can be found in Section 5 and finally we con-
clude in Section 6.

2 Related work

Our approach for emotion classification is based on
the idea of (Hatzivassiloglou and McKeown, 1997)
and is similar to those of (Turney, 2002) and (Tur-
ney and Littman, 2003). According to Hatzivas-
siloglou and McKeown (1997), adjectives with the
same polarity tended to appear together. For exam-
ple the negative adjectives “corrupt and brutal” co-
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occur very often.
The idea of tracing polarity through adjective co-

occurrence is adopted by Turney (2002) for the bi-
nary (positive and negative) classification of text re-
views. They take two adjectives, for instance “ex-
cellent” and “poor” in a way that the first adjective
expresses positive meaning, meanwhile the second
one expresses negative. Then, they extract all ad-
jectives from the review text and combine them with
“excellent” and “poor”. The co-occurrences of these
words are searched on the web, and then the Mutual
Information score for the two groups of adjectives
is measured. When the adjective of the review ap-
pear more often with “excellent”, then the review is
classified as positive, and when the adjectives appear
more often with “poor”, then the review is classified
as negative.

Following Hatzivassiloglou and McKeown (1997)
and Turney (2002), we decided to observe how often
the words from the headline co-occur with each one
of the six emotions. This study helped us deduce
information according to which “birthday” appears
more often with “joy”, while “war” appears more
often with “fear”.

Some of the differences between our approach
and those of Turney (2002) are mentioned below:

• objectives: Turney (2002) aims at binary text
classification, while our objective is six class
classification of one-liner headlines. Moreover,
we have to provide a score between 0 and 100
indicating the presence of an emotion, and not
simply to identify what the emotion in the text
is. Apart from the difficulty introduced by the
multi-category classification, we have to deal
with a small number of content words while
Turney works with large list of adjectives.

• word class: Turney (2002) measures polarity
using only adjectives, however in our approach
we consider the noun, the verb, the adverb and
the adjective content words. The motivation
of our study comes from (Polanyi and Zaenen,
2006), according to which each content word
can express sentiment and emotion. In addition
to this issue we saw that most of the headlines
contain only nouns and verbs, because they ex-
press objectivity.

• search engines: Turney (2002) uses the Al-
tavista web browser, while we consider and
combine the frequency information acquired
from three web search engines.

• word proximity: For the web searches, Tur-
ney (2002) uses the NEAR operator and con-
siders only those documents that contain the
adjectives within a specific proximity. In our
approach, as far as the majority of the query
words appear in the documents, the frequency
count is considered.

• queries: The queries of Turney (2002) are made
up of a pair of adjectives, and in our approach
the query contains the content words of the
headline and an emotion.

There are other emotion classification approaches
that use the web as a source of information. For
instance, (Taboada et al., 2006) extracted from the
web co-occurrences of adverbs, adjectives, nouns
and verbs. Gamon and Aue (2005) were looking
for adjectives that did not co-occur at sentence level.
(Baroni and Vegnaduzzo, 2004) and (Grefenstette
et al., 2004) gathered subjective adjectives from the
web calculating the Mutual Information score.

Other important works on sentiment analysis are
those of (Wilson et al., 2005) and (Wiebe et al.,
2005; Wilson and Wiebe, 2005), who used linguistic
information such as syntax and negations to deter-
mine polarity. Kim and Hovy (2006) integrated verb
information from FrameNet and incorporated it into
semantic role labeling.

3 Web co-occurrences

In order to determine the emotions of a
headline, we measure the Pointwise Mu-
tual Information (MI) of ei and cwj as

MI(ei, cwj) = log2
hits(ei,cwj)

hits(ei)hits(cwj)
, whereei ∈

{anger, disgust, fear, joy, sadness, surprise}
and cwj are the content words of the headlinej.
For each headline, we have six MI scores which
indicate the presence of the emotion. MI is used
in our experiments because it provides information
about the independence of an emotion and a bag of
words.

To collect the frequency and co-occurrence counts
of the headline words, we need large and massive
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data repositories. To surmount the data sparsity
problem, we used as corpus the World Wide Web
which is constantly growing and daily updated.

Our statistical information is collected from three
web search engines: MyWay1, AlltheWeb2 and Ya-
hoo3. It is interesting to note that the emotion dis-
tribution provided by each one of the search engines
for the same headline has different scores. For this
reason, we decided to compute an intermediate MI

score asaMI =
∑n

s=1
MI(ei,cwj)

s .
In the trail data, besides the MI score of an emo-

tion and all headline content words, we have calcu-
lated the MI for an emotion and each one of the con-
tent words. This allowed us to determine the most
sentiment oriented word in the headline and then we
use this predominant emotion to weight the associ-
ation sentiment score for the whole text. Unfortu-
nately, we could not provide results for the test data
set, due to the high number of emotion-content word
pairs and the increment in processing time and re-
turned responses of the search engines.

4 Example for Emotion Classification

As a walk through example, we use theMortar as-
sault leaves at least 18 deadheadline which is taken
from the trial data. The first step in our emotion clas-
sification approach consists in the determination of
the part-of-speech tags for the one-liner. The non-
content words are stripped away, and the rest of the
words are taken for web queries. To calculate the MI
score of a headline, we query the three search en-
gines combining “mortar, assault, leave, dead” with
the anger, joy, disgust, fear, sadness and surprise
emotions. The obtained results are normalized in a
range from 0 to 100 and are shown in Table 1.

MyWay AllWeb Yahoo Av. G.Stand.
anger 19 22 24 22 22

disgust 5 6 7 6 2
fear 44 50 53 49 60
joy 15 19 20 18 0

sadness 28 36 36 33 64
surprise 4 5 6 5 0

Table 1: Performance of the web-based emotion
classification for a trail data headline

1www.myway.com
2www.alltheweb.com
3www.yahoo.com

As can be seen from the table, the three search
engines provide different sentiment distribution for
the same headline, therefore in our final experiment
we decided to calculate intermediate MI. Comparing
our results to those of the gold standard, we can say
that our approach detects significantly well the fear,
sadness and angry emotions.

5 Results and Discussion

Table 2 shows the obtained results for the affective
test data. The low performance of our approach
is explainable by the minimal knowledge we have
used. An interesting conclusion deduced from the
trail and test emotion data is that the system detects
better the negative feelings such as anger, disgust,
fear and sadness, in comparison to the positive emo-
tions such as joy and surprise. This makes us believe
that according to the web most of the word-emotion
combinations we queried are related to the expres-
sion of negative emotions.

UA-ZBSA Fine-grained Coarse-grained
Pearson Acc. P. R.

Anger 23.20 86.40 12.74 21.66
Disgust 16.21 97.30 0.00 0.00

Fear 23.15 75.30 16.23 26.27
Joy 2.35 81.80 40.00 2.22

Sadness 12.28 88.90 25.00 0.91
Surprise 7.75 84.60 13.70 16.56

Table 2: Performance of the web-based emotion
classification for the whole test data set

In the test run, we could not apply the emotion-
word weighting, however we believe that it has
a significant impact over the final performance.
Presently, we were looking for the distribution of all
content words and the emotions, but in the future we
would like to transform all words into adjectives and
then conduct web queries.

Furthermore, we would like to combine the re-
sults from the web emotion classification with the
polarity information given by SentiWordNet4. A-
priory we want to disambiguate the headline content
words and to determine the polarities of the words
and their corresponding senses. For instance, the ad-
jective “new” has eleven senses, where new#a#3 and
new#a#5 express negativism, new#a#4 and new#a#9
positivism and the rest of the senses are objective.

4http://sentiwordnet.isti.cnr.it/
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So far we did not consider the impact of valence
shifter (Polanyi and Zaenen, 2006) and we were un-
able to detect that a negative adverb or adjective
transforms the emotion from positive into negative
and vice versa. We are also interested in studying
how to conduct queries not as a bag of words but
bind by syntactic relations (Wilson et al., 2005).

6 Conclusion

Emotion classification is a challenging and difficult
task in Natural Language Processing. For our first
attempt to detect the amount of angry, fear, sadness,
surprise, disgust and joy emotions, we have pre-
sented a simple web co-occurrence approach. We
have combined the frequency count information of
three search engines and we have measured the Mu-
tual Information score between a bag of content
words and emotion.

According to the yielded results, the presented ap-
proach can determine whether one sentiment is pre-
dominant or not, and most of the correct sentiment
assignments correspond to the negative emotions.
However, we need to improve the approach in many
aspects and to incorporate more knowledge-rich re-
sources, as well as to tune the 0-100 emotion scale.
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Abstract

This paper presents an approach for web
page clustering. The different underlying
meanings of a name are discovered on the
basis of the title of the web page, the body
content, the common named entities across
the documents and the sub-links. This in-
formation is feeded into a K-Means cluster-
ing algorithm which groups together the web
pages that refer to the same individual.

1 Introduction

Ambiguity is the task of building up multiple alter-
native linguistic structures for a single input. Most
of the approaches focus on word sense disambigua-
tion (WSD), where the sense of a word has to be
determined depending on the context in which it is
used.

The same problem arises for named entities
shared by different people or for grandsons named
after their grandparents. For instance, querying the
name “Michael Hammond” in the World Wide Web
where there are huge quantities of massive and un-
structured data, a search engine retrieves thousands
of documents related to this name. However, there
are several individuals sharing the name “Michael
Hammon”. One is a biology professor at the Univer-
sity of Arizona, another is at the University of War-
wick, there is a mathematician from Toronto among
others. The question is which one of these refer-
ents we are actually looking for and interested in.
Presently, to be able to answer to this question, we
have to skim the content of the documents and re-
trieve the correct answers on our own.

To automate this process, the named entities
can be disambiguated and the different underlying
meanings of the name can be found. On the basis
of this information, the web pages can be clustered
together and organized in a hierarchical structure
which can ease the documents’ browsing. This is
also the objective of the Web People Search (WePS)
task (Artiles et al., 2007). What makes the WePS
task even more challenging is the fact that in con-
trast to WSD where the number of senses of a word
are predefined, in WePS we do not know the exact
number of different individuals.

For the resolution of the WePS task, we have de-
veloped a web page clustering approach using the
title and the body content of the web pages. In ad-
dition, we group together the documents that share
many location, person and organization names, as
well as those that point out to the same sub-links.

The rest of the paper is organized as follows. In
Section 2 we describe various approaches for name
disambiguation and discrimination. Our approach
is shown in Section 3, the obtained results and a dis-
cussion are provided in Section 4 and finally we con-
clude in Section 5.

2 Related Work

Early work in the field of name disambiguation
is that of (Bagga and Baldwin, 1998) who pro-
posed cross-document coreference resolution algo-
rithm which uses vector space model to resolve the
ambiguities between people sharing the same name.
The approach is evaluated on 35 different mentions
of John Smith and reaches 85% f-score.

Mann and Yarowski (2003) developed an unsu-
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Figure 1: Architecture of the WePS System

pervised approach to name discrimination where bi-
ographical features (age, date of birth), familiar re-
lationships (wife, son, daughter) and associations
(country, company, organization) are considered.
Therefore, in our approach we use person, organiza-
tion and location names in order to construct a social
similarity network between two documents.

Another unsupervised clustering technique for
name discrimination of web pages is that of Peder-
sen and Kulkarni (2007). They used contextual vec-
tors derived from bigrams, and measured the impact
of several association measures. During the evalu-
ation, some names were easily discriminable com-
pared to others categories for which was even diffi-
cult to find and obtain discriminative feature. We
worked with their unigram model (Purandare and
Pedersen, 2004) to cluster the web pages using the
text content between the title tags.

3 Web Person Disambiguation

Our web people clustering approach is presented in
Figure 1 and consists of the following steps:

• HTML cleaning: all html tags are stripped

away, thejavascriptcode is eliminated, the non
closed WePS tags are repaired, the missing be-
gin/end body tags are included and then the
content between the title, the body and the an-
chor tags is extracted.

• name matching: the location, person and orga-
nization names in the body texts are identified
with the GATE1 system (Cunningham, 2005).
Each named entity of a document is matched
with its corresponding named entity category
from the rest of the web pages. This infor-
mation is used to calculate the social semantic
similarity of the person, the location and the or-
ganization names. Our hypothesis is that doc-
uments with similar names tend to refer to the
same individual. The output of this module is
a matrix with binary values, where 1 stands for
the documents which share more than the half
of their proper names, and 0 otherwise.

• links: for each document, we extract the links
situated between the anchor tags. Since the
links are too specific, we wrote an url function
which transform a given web paged1 with URL
http://www.cs.ualberta.ca/˜ lindek/index.htm
into www.cs.ualberta.ca/˜ lindek,
and the web page d2 with URL
http://www.cs.ualberta.ca/˜ lindek/demos.htm
into www.cs.ualberta.ca/˜ lindek. According
to our approach, the two web pagesd1 andd2

are linked to each other if their link structures
(LS) intersect, that isLS(d1)

⋂
LS(d2) 6= 0.

The output of this module is a matrix with
binary values, where 1 stands for two web
pages having more than 3 links in common and
0 otherwise.

• titles: for each document, we extract the text
between the title tags. We create a unigram
matrix which is feed into SenseClusters2. We
use automatic cluster stopping criteria with the
gap statistics which groups the web pages into
several clusters according to the context of the
titles. From the obtained clusters, we generate
a new matrix with binary values, where 1 corre-
sponds to the documents which were put in the

1http://sourceforge.net/projects/gate
2http://marimba.d.umn.edu/cgi-bin/SC-cgi/index.cgi
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same cluster according to SenseClusters and 0
otherwise.

• bodies: the text between the body tags is ex-
tracted, tokenized and the part-of-speech (POS)
tags3 are determined. The original text is trans-
formed by encoding the POS tag information as
follows: “water#v the#det flowers#n and#conj
pass#v me#pron the#det glass#n of#prep wa-
ter#n”. This corpus transformation is done, be-
cause we want the Latent Semantic Analysis
(LSA) module to consider the syntactic cate-
gories of the words and to construct a more
reliable semantic space. For instance, in the
example above, there are two different repre-
sentations ofwater: the noun and the verb,
while without the corpus transformation LSA
sees only the stringwater.

• LSA4: the semantic similarity score for the
web-pages is calculated with Latent Semantic
Analysis (LSA). From the encoded body texts,
we build up a matrix, where the rows repre-
sent the words of the web-page collection, the
columns stand for the web-pages we want to
cluster and the cells show the number of times a
word of the corpus occurs in a web page. In or-
der to reduce the noise and the data sparsity, we
apply the Singular Value Decomposition algo-
rithm by reducing the original vector space into
300 dimensions. The output of the LSA mod-
ule is a matrix, which represents the semantic
similarity among the web pages.

• knowledge combination: the outputs of the
name matching, link, title and body modules
are combined into a new matrix100 × 400 di-
mensional matrix. The rows correspond to the
number of web pages and the columns repre-
sent the obtained values of the link, title, body
and name modules. This matrix is fed into
the K-means clustering algorithm which deter-
mines the final web page clustering.

• K-means5: the clustering ofN web pages
into K disjoint subsetsSj containingNj data

3http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
4infomap-nlp.sourceforge.net/
5http://www.cs.waikato.ac.nz/ml/weka/

points is done by the minimization of the sum-
of-squares criterionJ =

∑K
j=1

∑
n∈Sj

|xn −
muj |2, wherexn is a vector representing the
nth data point andmuj is the geometric cen-
troid of the data points inSj . The informa-
tion matrix from which the web page cluster-
ing is performed includes the similarity infor-
mation for the title, link, proper name and body.
The current implementation of K-means (Wit-
ten and Frank, 2005) does not have an au-
tomatic cluster stopping criteria, therefore the
number of clusters is set up manually.

4 Results and Discussion

Table 1 shows the obtained results for the test data
set. The average performance of our system is 56%
and we ranked on 10-th position from 16 participat-
ing teams. Although, we have used different sources
of information and various approximations, in the
future we have to surmount a number of obstacles.

One of the limitations comes from the usage of the
text snippets situated between the body tags. There
are a number of web pages which do not contain any
text. The semantic space for these documents cannot
be built with LSA and their similarity score is zero.

Despite the fact that we have eliminated the stop
words from the documents and we have transformed
the web pages by encoding the syntactic categories,
the classification power of LSA was different for the
ambiguous names and for the web pages. To some
extend this is due to the varying number of words
in the web pages. In the future, we want to con-
duct experiments with a fixed context windows for
all documents.

In this task, the number of senses (e.g. number
of different individuals that share the same name)
is unknown, and one of the major drawbacks in our
approach is related to the setting up of the number
of clusters. The K-Means clustering algorithm we
used, did not include an automatic cluster stopping
criteria, and we had to set up the number of clus-
ters manually. To be able to do that, we have ob-
served the average number of clusters per name in
the trial data. We have evaluated the performance
of our approach with several different numbers of
clusters. According to the obtained results, the best
clusters are25 and50. We used the same number
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Name Purity Inverse
Purity

F
α=0.5

F
α=0.2

Mark Johnson 0,55 0,74 0,63 0,69
Sharon Goldwater 0,96 0,23 0,37 0,27
Robert Moore 0,36 0,67 0,47 0,57
Leon Barrett 0,62 0,51 0,56 0,52
Dekang Lin 0,99 0,43 0,60 0,49
Stephen Clark 0,52 0,75 0,62 0,69
Frank Keller 0,38 0,67 0,48 0,58
Jerry Hobbs 0,54 0,63 0,58 0,61
James Curran 0,53 0,61 0,57 0,59
Chris Brockett 0,73 0,40 0,51 0,44
Thomas Fraser 0,66 0,57 0,61 0,58
John Nelson 0,68 0,76 0,72 0,74
James Hamilton 0,56 0,60 0,58 0,59
William Dickson 0,59 0,78 0,67 0,73
James Morehead 0,36 0,64 0,46 0,56
Patrick Killen 0,56 0,69 0,62 0,66
George Foster 0,46 0,70 0,56 0,64
James Davidson 0,58 0,71 0,64 0,68
Arthur Morgan 0,77 0,47 0,59 0,51
Thomas Kirk 0,26 0,90 0,41 0,60
Patrick Killen 0,56 0,69 0,62 0,66
Harry Hughes 0,66 0,54 0,59 0,56
Jude Brown 0,64 0,63 0,64 0,63
Stephan Johnson 0,56 0,80 0,66 0,73
Marcy Jackson 0,40 0,73 0,52 0,63
Karen Peterson 0,56 0,72 0,63 0,68
Neil Clark 0,68 0,36 0,47 0,40
Jonathan Brooks 0,53 0,76 0,63 0,70
Violet Howard 0,58 0,75 0,65 0,71
Global average 0,58 0,64 0,58 0,60

Table 1: Evaluation results

of clusters for the test data, however this is a rough
parameter estimation.

5 Conclusion

Person name disambiguation is a very important task
whose resolution can improve the performance of
the search engine by grouping together web pages
which refer to different individuals that share the
same name.

For our participation in the WePS task, we pre-
sented a name disambiguation approach which uses
only the information extracted from the web pages.
We conducted an experimental study with the trail
data set, according to which the combination of
the title, the body, the proper names and sub-links
reaches the best performance. Our current approach
can be improved with the incorporation of automatic
cluster stopping criteria.

So far we did not take advantage of the document
ranking and the returned snippets, but we want to in-

corporate this information by measuring the snippet
similarity on the basis of relevant domain informa-
tion (Kozareva et al., 2007).

Acknowledgements

Many thanks to Ted Pedersen for useful comments
and suggestions. This work was partially funded
by the European Union under the project QALLME
number FP6 IST-033860 and by the Spanish Min-
istry of Science and Technology under the project
TEX-MESS number TIN2006-15265-C06-01.

References

J. Artiles, J. Gonzalo, and S. Sekine. 2007. The semeval-
2007 weps evaluation: Establishing a benchmark for
the web people search task. InProceedings of Semeval
2007, Association for Computational Linguistics.

A. Bagga and B. Baldwin. 1998. Entity-based cross-
document coreferencing using the vector space model.
In Proceedings of ACL, pages 79–85.

H. Cunningham. 2005. Information Extraction, Auto-
matic. Encyclopedia of Language and Linguistics, 2nd
Edition.

Z. Kozareva, S. Vazquez, and A. Montoyo. 2007. The
usefulness of conceptual representation for the iden-
tification of semantic variability expressions. InPro-
ceedings of the Eighth International Conference on In-
telligent Text Processing and Computational Linguis-
tics, (CICLing-2007).

G. Mann and D. Yarowsky. 2003. Unsupervised per-
sonal name disambiguation. InProceedings of the sev-
enth conference on Natural language learning at HLT-
NAACL 2003, pages 33–40.

T. Pedersen and A. Kulkarni. 2007. Discovering identi-
ties in web contexts with unsupervised clustering. In
Proceedings of the IJCAI-2007 Workshop on Analytics
for Noisy Unstructured Text Data.

A. Purandare and T. Pedersen. 2004. Senseclusters -
finding clusters that represent word senses. InAAAI,
pages 1030–1031.

I. Witten and E. Frank. 2005.Data Mining: Practi-
cal machine learning tools and techniques, volume 2.
Morgan Kaufmann.

341



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 342–345,
Prague, June 2007. c©2007 Association for Computational Linguistics

UBC-ALM: Combining k-NN with SVD for WSD

Eneko Agirre and Oier Lopez de Lacalle
IXA NLP Group

University of the Basque Country
Donostia, Basque Country

{e.agirre,jibloleo}@ehu.es

Abstract

This work describes the University of the
Basque Country system (UBC-ALM) for
lexical sample and all-words WSD subtasks
of SemEval-2007 task 17, where it per-
formed in the second and fifth positions re-
spectively. The system is based on a com-
bination of k-Nearest Neighbor classifiers,
with each classifier learning from a distinct
set of features: local features (syntactic, col-
locations features), topical features (bag-of-
words, domain information) and latent fea-
tures learned from a reduced space using
Singular Value Decomposition.

1 Introduction

Our group (UBC-ALM) participated in the lexical
sample and all-words WSD subtasks of SemEval-
2007 task 17. We applied a combination of different
k-Nearest Neighbor (k-NN) classifiers. Each clas-
sifier manages different information sources (fea-
tures), making the combination a powerful solution.
This algorithm was previously tested on the datasets
from previous editions of Senseval (Agirre et al.,
2005; Agirre et al., 2006). Before submission, the
performance of the system was tested on the Se-
mEval lexical sample training data. For learning we
use a rich set of features, including latent features
obtained from a reduced space using Singular Value
Decomposition (SVD).

This paper is organized as follows. The learning
features are presented in section 2, and the learning
algorithm and the combinations of singlek-NNs are
given in section 3. Section 4 focuses on the tuning
experiments. Finally, section 5 summarizes the offi-
cial results and some conclusions.

2 Feature set

We relied on an extensive set of features of differ-
ent types, obtained by means of different tools and
resources. We defined two main groups: theorigi-
nal features extracted directly from the text, and the
SVD features obtained after applying SVD decom-
position and projecting the original features into the
new semantic space (Agirre et al., 2005).

2.1 Original features

Local collocations: bigrams and trigrams formed
with the words around the target. These features are
constituted by lemmas, word-forms, or PoS tags1.
Other local features are those formed with the previ-
ous/posterior lemma/word-form in the context.

Syntactic dependencies: syntactic dependencies
were extracted using heuristic patterns, and regular
expressions defined with the PoS tags around the tar-
get2. The following relations were used: object, sub-
ject, noun-modifier, preposition, and sibling.

Bag-of-words features: we extract the lemmas
of the content words in the whole context, and in a
±4-word window around the target. We also obtain
salient bigrams in the context, with the methods and
the software described in (Pedersen, 2001).

Domain features: The WordNet Domains re-
source was used to identify the most relevant do-
mains in the context. Following the relevance for-
mula presented in (Magnini and Cavagliá, 2000), we
defined 2 feature types: (1) the most relevant do-
main, and (2) a list of domains above a predefined
threshold3.

1The PoS tagging was performed with the fnTBL toolkit
(Ngai and Florian, 2001).

2This software was kindly provided by David Yarowsky’s
group, from Johns Hopkins University.

3The software to obtain the relevant domains was kindly
provided by Gerard Escudero’s group, from Universitat Politec-
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2.2 SVD features

Singular Value Decomposition (SVD) is an interest-
ing solution to the sparse data problem. This tech-
nique reduces the dimensions of the vectorial space
finding correlations and collapsing features. It also
gives the chance to use unlabeled data as an addi-
tional source of correlations.

M ∋ R
m×n, a matrix of features-by-document is

built from the training corpus and decomposed into
three matrices, as shown in Eq. (1).U andV , row
and column matrix, respectively, have orthonormal
columns andΣ is a diagonal matrix which contains
k eigenvalues in descending order.

M = UΣV T =

k=min{m,n}
∑

i=1

σiuiviT (1)

We used thesingular value matrix (Σ) and the
column matrix (U ) to create a projection matrix,
which is used to project the data (represented in fea-
tures vectors) from the original space to a reduced
space. Prior to that we selected the firstp columns
from theΣ andU matrices (p < k): ~tp = ~tT UpΣ

−1
p

We have explored two different variants in order
to build a matrix, and obtain the SVD features:

SVD One Matrix per Target word (SVD-
OMT). For each word (i) we extracted all the fea-
tures from the given training (test) corpus, (ii) built
the feature-by-document matrix from training cor-
pus, (iii) decomposed it with SVD, and (iv) project
all the training (test) data. Note that this variant has
been only used in the lexical sample task due to its
costly computational requirements.

SVD Single Matrix for All target words (SVD-
SMA): (i) we extracted bag-of-words features from
the British National Corpus (BNC) (Leech, 1992),
(ii) built the feature-by-document matrix, (iii) de-
compose it with SVD, and (iv) project all the data
(train/test).

3 Learning Algorithm

The machine learning (ML) algorithm presented in
this section rely on the previously described fea-
tures. Each occurrence or instance is represented by
the features found in the context(fi). Given an oc-
currence of a word, the ML method below returns a

nica de Catalunya

weight for each sense(weight(sk)). The sense with
maximum weight will be selected.

We use a set of combination of thek-Nearest
Neighbor (k-NN) to tag the target words in both the
lexical sample and all-words tasks.

3.1 k-Nearest Neighbor

k-NN is a memory-based learning method, where
the neighbors are thek most similar contexts, repre-
sented by feature vectors (~ci), of the test vector (~f ).
The similarity among instances is measured by the
cosine of their vectors. The test instance is labeled
with the sense obtaining the maximum sum of the
weighted votes of thek most similar contexts. The
vote is weighted depending on its (neighbor) posi-
tion in the ordered rank, with the closest being first.
Eq. (2) formalizesk-NN, whereCi corresponds to
the sense label of thei-th closest neighbor.

arg max
Sj

=
k

∑

i=1

{

1

i
if Ci = Sj

0 otherwise
(2)

3.2 k-NN combinations and feature splits

As seen in section 2 we use a variety of heteroge-
neous sets of features. Our previous experience has
shown that splitting the problem up into more co-
herent spaces, training different classifiers in each
feature space, and then combining them into a sin-
gle classifier is a good way to improve the results
(Agirre et al., 2005; Agirre et al., 2006). Depend-
ing on the feature type (original features or features
extracted from SVD projection) we split different
sets of feature spaces. In total we tried 10 features
spaces.

For theoriginal features:

• all feats: Extracted all original features.
• all notdom: All original features except do-

main features.
• local: All the original features except domain

and bag-of-words features.
• topic: The sum of bag-of-words and domain

features.
• bow: Bag-of-word features.
• dom: Domain features.
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Combination accuracy
all feats+topic+local+SVD-OMT[allfeats]+SVD-OMT[topic]+SVD-OMT[local] 88.8
all feats+allnotdom+topic+local+SVD-SMA+SVD-OMT[allfeats]+SVD-OMT[topic]+SVD-OMT[local] 88.7
all feats+topic+local+SVD-SMA+SVD-OMT[allfeats]+SVD-OMT[topic]+SVD-OMT[local] 88.5
all notdom+topic+local+SVD-SMA+SVD-OMT[allfeats]+SVD-OMT[topic]+SVD-OMT[local] 88.5
all feats+allnotdom+topic+local 88.4
all notdom+local+SVD-SMA 88.3
all feats+allnotdom+local+SVD-SMA 88.2
all notdom+topic+local 88.1
all feats+topic+local 88.1
word-by-word optimization 89.5

Table 1: Result for the bestk-NN combinations in 3 fold cross-validation SemEval lexical sample.

For theSVD features:
• SVD-OMT[all feats]: OMT matrix applied to

all original features.
• SVD-OMT[local]: OMT matrix to the local

original features.
• SVD-OMT[topic]: OMT matrix to thetopic

original features.
• SVD-SMA: Features obtained from the projec-

tion of bow features with the SMA matrix.

Depending on the ML method one can try differ-
ent approaches to combine classifiers. In this work,
we exploited the fact that ak-NN classifier can be
seen ask points casting each one vote. The votes
are weigthed by the inverse ratio of its position in
the rank(k − ri + 1)/k, whereri is the rank. Each
of thek-NN classifiers is trained on a different fea-
ture space and then combined.

4 Experiments on training data

We optimized and tuned the system differently for
each kind of tasks. We will examine each in turn.

4.1 Optimization for the lexical sample task

For the lexical sample task we only use the train-
ing data provided. We tuned the classifiers using 3
fold cross-validation on the SemEval lexical sample
training data. We tried to optimize several param-
eters: number of neighbors, SVD dimensions and
best combination of the singlek-NNs. We setk as
one of1, 3, 5 and7, and the SVD dimension (d) as
one of50, 100, 200 and300. We also fixed the best
combination. This is the optimization procedure we
followed:

1. For each single classifier and feature set (see
section 2), check each parameter combination.

2. Fix the parameters for each single classifier. In
our case,k = 5 andk = 7 had similar results,
so we postponed the decision.d = 200 was the
best dimension for all classifiers, except SVD-
OMT[topic] which wasd = 50.

3. For the best parameter settings (k = 5; k = 7
andd = 200; d = 50 when SVD-OMT[topic])
make a priori meaningful combinations (due
to CPU requirements, not all combination were
feasible).

4. Choose thex best combination overall, and op-
timize word by word among these combination.
We setx = 8 for this work,k was fixed in5,
and d = 200 (except with SVD-OMT[topic]
which wasd = 50).

Table 1 shows the best results for 3 fold cross-
validation in SemEval lexical sample training cor-
pus. The figures show that optimizing each word the
performance increases 0.7 percentage points over
the best combination.

4.2 Optimization for the all-words task

To train the classifiers for the all-words task we just
used Semcor (Miller et al., 1993). In (Agirre et
al., 2006) we already tested our approach on the
Senseval-3 all-words task. The best performance
for the Senseval-3 all-words task was obtained with
k = 5 andd = 200, but we decided to to perform
further experiments to search for the best combina-
tion. We tested the performance of the combination
of singlek-NN training on Semcor and testing both
on the Senseval-3 all-words data (cf. Table 2) and on
the training data from SemEval-2007 lexical sample
(cf. Table 3).

Note that tables 2 and 3 show contradictory re-
sults. Given that in SemEval-2007 lexical sample
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Combination rec. prec.
all feats+local+notbow 0.685 0.685
all feats+local+SVD-SMA 0.679 0.679
all feats+topic+local+SVD-SMA 0.689 0.689

Table 2: Results for the bestk-NN combinations in
Senseval-3 all-words, using Semcor as training cor-
pus.

Combination rec. prec.
all feats+SVD-SMA 0.666 0.666
all feats+local+SVD-SMA 0.661 0.661
all feats+topic+local+SVD-SMA 0.664 0.664

Table 3: Results for the bestk-NN combinations in
training part of SemEval lexical sample, using Sem-
cor as training corpus.

Task Method Rank rec. prec.
LS Best 1 0.887 0.887
LS UBC-ALM 2 0.869 0.869
LS Baseline - 0.780 0.780
AW Best 1 0.591 0.591
AW k-NN combination 5 0.544 0.544
AW Baseline - 0.514 0.514

Table 4: Official results for SemEval-2007 task 17
lexical sample and all-words subtasks.

the senses are more coarse grained, we decided to
take the best combination on Senseval-3 all-words
for the final submission.

5 Results and conclusions

Table 4 shows the performance obtained by our sys-
tem and the winning systems in the SemEval lexi-
cal sample and all-words evaluation. On the lexical
sample evaluation our system is2.6 lower than the
cross-validation evaluation. This can be a sign of a
slight overfitting on the training data. All in all we
ranked second over 13 systems.

Our all-words system did not perform so well.
Our system is around4.7 points below the winning
system, ranking 5th from a total of 14, and3 points
above the baseline given by the organizers. This is
a disappointing result when compared to our previ-
ous work on Senseval-3 all-words where we were
able to beat the best official results (Agirre et al.,
2006). Note that the test set was rather small, with
465 occurrences only, which might indicate that the
performance differences are not statistically signifi-
cant. We plan to further investigate the reasons for

our results.
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Abstract

This paper describes a graph-based unsu-
pervised system for induction and clas-
sification. The system performs a two
stage graph based clustering where a co-
occurrence graph is first clustered to com-
pute similarities against contexts. The con-
text similarity matrix is pruned and the re-
sulting associated graph is clustered again
by means of a random-walk type algorithm.
The system relies on a set of parameters that
have been tuned to fit the corpus data. The
system has participated in tasks 2 and 13
of the SemEval-2007 competition, on word
sense induction and Web people search, re-
spectively, with mixed results.

1 Introduction
This paper describes a graph-based unsupervised
system for induction and classification. Given a set
of data to be classified, the system first induces the
possible clusters and then clusters the data accord-
ingly. The paper is organized as follows. Section 2
gives an description of the general framework of our
system. Sections 3 and 4 presents in more detail the
implementation of the framework for the Semeval-
2007 WEPS task (Artiles et al., 2007) and Semeval-
2007 sense induction task (Agirre and Soroa, 2007),
respectively. Section 5 presents the results obtained
in both tasks, and Section 6 draws some conclusions.

2 A graph based system for unsupervised
classification

The system performs a two stage graph based clus-
tering where a co-occurrence graph is first clustered

to compute similarities against contexts. The context
similarity matrix is pruned and the resulting associ-
ated graph is clustered again by means of a random-
walk type algorithm. We will see both steps in turn.

First step: calculating hub score vectors
In a first step, and for each entity to be clustered, a

graph consisting on context word co-occurrences is
built. Vertices in the co-occurrence graph are words
and two vertices share an edge whenever they co-
occur in the same context. Besides, each edge re-
ceives a weight, which indicates how strong the in-
cident vertices relate each other.

As shown in (Véronis, 2004), co-occurrence
graphs exhibit the so called small world structure
(Watts and Strogatz, 1998) and, thus, they contain
highly dense subgraphs which will represent the dif-
ferent clusters the entity may have. For identifying
these clusters we have implemented two algorithms
based on the notion of centrality of the vertices,
where some highly dense vertices, called “hubs”, are
chosen as representatives of each cluster. The algo-
rithms are the HyperLex algorithm (Véronis, 2004)
and the HITS algorithm (Kleinberg, 1999).

Once the hubs are identified, the minimum span-
ning tree (MST) of the co-occurrence graph is com-
puted. The root elements of the MST are precisely
the induced hubs and each vertex of the original
graph —and, thus, each word of the corpus— is at-
tached to exactly one of these hubs, at a certain dis-
tance. Note that the MST can be considered as a
single link clustering over the co-occurrence graph.

The original contexts are then taken one by one
and scored according to the MST in the following
way: each word in the context receives a set of score
vectors, with one score per hub, where all scores are
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0 except for the one corresponding to the hub where
it is placed1, which will receive a socre d(hi, v),
which is the distance between the hub hi and the
node representing the word v in the MST. Thus,
d(hi, v) assigns a score of 1 to hubs and the score
decreases as the nodes move away from the hub in
the MST. As a consequence, each context receives a
hub score vector, which is just the sum of the score
vectors of all the words in the context.

At this point we can use the hub score vectors
to create clusters of contexts, just assigning to each
context the hub with maximum score. This process
is thoroughly explained in (Agirre et al., 2006b).
One of the problems of such an approach comes
from the tendency of the system to produce a high
number of hubs, somehow favouring small micro-
clusters over coarse ones. Knowing in advance that
the number of clusters in the tasks we will partici-
pate in would not be very high, we decided to per-
form a second stage and re-cluster again the results
obtained in the first step, using a different graph-
based technique. Re-clustering also gives us the op-
portunity to feed the system with additional data, as
will be explained below.

Second step: clustering via MCL
In this second stage, we compute a square ma-

trix with as many rows/columns as contexts, and
where each element represents the relatedness be-
tween two contexts, just computing the cosine dis-
tance of its (normalized) hub score vectors obtained
in the first step. We prune each row in the matrix
and keep only the element with maximum values, so
that the percentage of the kept elements’ sum respect
the total is below a given threshold. The resulting
matrix M represents the adjacency matrix of a di-
rected weighted graph, where vertices are contexts
and edges represent the similarity between them. We
can feed the matrix M with external information just
by calculating another dissimilarity matrix between
contexts and lineally interpolating the matrices with
a factor.

Finally, we apply the Markov Clustering (MCL)
algorithm (van Dongen, 2000) over the graph M
for calculating the final clusters. MCL is a graph-
clustering algorithm based on simulation of stochas-

1Note that each word will be attached to exactly one hub in
the MST.

tic flows in graphs, its main idea being that random
walks within the graph will tend to stay in the same
cluster rather than jump between clusters. MCL has
the remarkable property that there is no need to a-
priori decide how many clusters it must find. How-
ever, it has some parameters which will influence the
granularity of the clusters.

In fact, the behavior of the whole process relies
on a number of parameters, which can be divided in
several groups:
• Parameters for calculating the hubs
• Parameters for merging the hubs information

with external information in the matrix M (α)
• The threshold for pruning the graph (δ)
• Parameters of the MCL algorithm (I , inflation

parameter)
In sections 3 and 4 we describe the parameters

we actually used for the final experiments, as well
as how the tuning of these parameters has been per-
formed for the two tasks.

3 Web People Search task
In this section we will explain in more detail how
we implemented the general schema described in
the previous section to the “Web People Search”
task (Artiles et al., 2007). The task consist on dis-
ambiguating person names in a web searching sce-
nario. The input consists on web pages retrieved
from a web searching engine using person names as
a query. The aim is to determine how many ref-
erents (people with the same name) exist for that
person name, and classify each document with its
corresponding referent. There is a train set con-
sisting on 49 names and 100 documents per name.
The test setting consist on 30 unrelated names, with
100 document per name. The evaluation is per-
formed following the “purity” and “inverse purity”
measures. Roughly speaking, purity measures how
many classes they are in each cluster (like the pre-
cision measure). If a cluster fits into one class, the
purity equals to 1. On the other side, inverse purity
measures how many clusters they are in each class
(recall). The final figure is obtained by combining
purity and inverse purity by means of the standard
F-Measure with α = 0.5.

The parameters of the system were tuned using
the train part of the corpus as a development set. As
usual, the parameters that yielded best results were
used on the test part.
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We first apply a home-made wrapper over the
html files for retrieving the text chunks of the pages,
which is usually mixed with html tags, javascript
code, etc. The text is split into sentences and parsed
using the FreeLing parser (Atserias et al., 2006).
Only the lemmas of nouns are retained. We filter the
nouns and keep only back those words whose fre-
quency, according to the British National Corpus, is
greater than 4. Next, we search for the person name
across the sentences, and when such a sentence is
found we build a context consisting on its four pre-
decessor and four successors, i.e., contexts consists
on 9 sentences. At the end, each document is rep-
resented as a set of contexts containing the person
name. Finally, the person names are removed from
the contexts.

For inducing the hubs we apply the HyperLex al-
gorithm (Véronis, 2004). Then, the MST is calcu-
lated and every context is assigned with a hub score
vector. We calculate the hub score vector of the
whole document by averaging the score vectors of
its contexts. The M matrix of pairwise similarities
between documents is then computed and pruned
with a threshold of 0.2, as described in section 2.

We feed the system with additional data about
the topology of the pages over the web. For each
document di to be classified we retrieve the set of
documents Pi which link to di. We use the pub-
licly available API for Microsoft Search. Then, for
each pair of documents di and dj we calculate the
number of overlapping documents linking to them,
i.e., lij = #{Pi ∩ Pj} with the intuition that, the
more pages point to the two documents, the more
probably is that they both refer to the same per-
son. The resulting matrix, ML is combined with
the original matrix M to give a final matrix M ′, by
means of a linear interpolation with factor of 0.2, i.e.
M ′ = 0.2M + 0.8ML. Finally, the MCL algorithm
is run over M ′ with an inflation parameter of 5.

4 Word Sense Induction and
Discrimination task

The goal of this task is to allow for comparison
across sense-induction and discrimination systems,
and also to compare these systems to other super-
vised and knowledge-based systems. The input con-
sist on 100 target words (65 verbs and 35 nouns),
each target word having a set of contexts where the

word appears. The goal is to automatically induce
the senses each word has, and cluster the contexts
accordingly. Two evaluation measures are provided:
and unsupervised evaluation (FScore measure) and
a supervised evaluation, where the organizers auto-
matically map the induced clusters onto senses. See
(Agirre and Soroa, 2007) for more details.

In order to improve the overall performance, we
have clustered the 35 nouns and the 65 verbs sepa-
rately. In the case of nouns, we have filtered the orig-
inal contexts and kept only noun lemmas, whereas
for verbs lemmas of nouns, verbs and adjectives
were hold.

The algorithm for inducing the hubs is also dif-
ferent among nouns and verbs. Nouns hubs are in-
duced with the usual HyperLex algorithm (just like
in section 3) but for identifying verb hubs we used
the HITS algorithm (Kleinberg, 1999), based on pre-
liminary experiments.

The co-occurrence relatedness is also measured
differently for verbs: instead of using the original
conditional probabilities, the χ2 measure between
words is used. The reason behind is that condi-
tional probabilities, as used in (Véronis, 2004), per-
form poorly in presence of words which occur in
nearly all contexts, giving them an extraordinary
high weight in the graph. Very few nouns hap-
pen to occur in many contexts, but they are verbs
which certainly do (be, use, etc). On the other
hand, χ2 measures to what extent the observed co-
occurrences diverge from those expected by chance,
so weights of edges incident with very common,
non-informant words will be low.

Parameter tuning for both nouns and verbs was
performed over the senseval-3 testbed, and the best
parameter combination were applied over the sense
induction corpus. However, there is a factor we have
taken into account in tuning directly over the sense
induction corpus, i.e., that the granularity —and thus
the number of classes— of senses in OntoNotes (the
inventory used in the gold standard) is considerably
coarser than in senseval-3. Therefore, we have man-
ually tuned the inflation parameter of the MCL al-
gorithm in order to achieve numbers of clusters be-
tween 1 and 4.

A threshold of 0.6 was used when pruning the dis-
similarity matrix M for both nouns and verbs. We
have tried to feed the system with additional data
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System All Nouns Verbs
Best 78.7 80.8 76.3
Worst 56.1 62.3 45.1
Average 65.4 69.0 61.4
UBC-AS 78.7 80.8 76.3

Table 1: Results of Semeval-2007 Task 2. Unsuper-
vised evaluation (FScore).

System All Nouns Verbs
Best 81.6 86.8 76.2
Worst 77.1 80.5 73.3
Average 79.1 82.8 75.0
UBC-AS 78.5 80.7 76.0

Table 2: Results of Semeval-2007 Task 2. Super-
vised evaluation as recall.

(mostly local and domain features of the context
words) but, although the system performed slightly
better, we decided that the little gain (which prob-
ably was not statistically significant) was no worth
the effort.

5 Results
Table 1 shows the results of the unsupervised evalu-
ation in task 2, where our system got the best results
in this setting. Table 2 shows the supervised evalua-
tion on the same task, where our system got a rank-
ing of 4, performing slightly worse than the average
of the systems.

In Table 3 we can see the results of Semeval-2007
Task 13. As can be seen, our system didn’t manage
to capture the structure of the corpus, and it got the
worst result, far below the average of the systems.

6 Conclusions
We have presented graph-based unsupervised sys-
tem for induction and classification. The system per-
forms a two stage graph based clustering where a co-
occurrence graph is first clustered to compute simi-
larities against contexts. The context similarity ma-
trix is pruned and the resulting associated graph is
clustered again by means of a random-walk type al-
gorithm. The system has participated in tasks 2 and
13 of the SemEval-2007 competition, on word sense
induction and Web people search, respectively, with
mixed results. We did not have time to perform
an in-depth analysis of the reasons causing such a
different performance. One of the reasons for the
failure in the WePS task could be the fact that we

System Fα=0.5

Best 78.0
Worst 40.0
Average 60.0
UBC-AS 40.0

Table 3: Results of Semeval-2007 Task 13

were first-comers, with very little time to develop
the system, and we used a very basic and coarse pre-
processing of the HTML files. Another factor could
be that we intentionally made our clustering algo-
rithm return few clusters. We were mislead by the
training data provided, as the final test data had more
classes on average.
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Abstract

This paper describes the joint submission
of two systems to the all-words WSD sub-
task of SemEval-2007 task 17. The main
goal of this work was to build a competitive
unsupervised system by combining hetero-
geneous algorithms. As a secondary goal,
we explored the integration of unsupervised
predictions into a supervised system by dif-
ferent means.

1 Introduction

This paper describes the joint submission of two sys-
tems to the all-words WSD subtask of SemEval-
2007 task 17. The systems were developed by the
University of the Basque Country (UBC), and the
University of Melbourne (UMB). The main goal of
this work was to build a competitive unsupervised
system by combining heterogeneous algorithms. As
a secondary goal, we explored the integration of
this method into a supervised system by different
means. Thus, this paper describes both the unsu-
pervised system (UBC-UMB-1), and the combined
supervised system (UBC-UMB-2) submitted to the
all-words task.

Our motivation in building unsupervised systems
comes from the difficulty of creating hand-tagged
data for all words and all languages, which is col-
loquially known as the knowledge acquisition bot-
tleneck. There have also been promising results in
recent work on the combination of unsupervised ap-
proaches that suggest the gap with respect to super-
vised systems is narrowing (Brody et al., 2006).

The remainder of the paper is organized as fol-
lows. First we describe the disambiguation algo-
rithms in Section 2. Next, the development exper-
iments are presented in Section 3, and our final sub-
missions and results in Section 4. Finally, we sum-
marize our conclusions in Section 5.

2 Algorithms

In this section, we will describe the standalone algo-
rithms (three unsupervised and one supervised) and
the combination schemes we explored. The unsu-
pervised methods are based on different intuitions
for disambiguation (topical features, local context,
and WordNet relations), which is a desirable charac-
teristic for combining algorithms.

2.1 Topic Signatures (TS)
Topic signatures (Agirre and de Lacalle, 2004) are
lists of words related to a particular sense. They can
be built from a variety of sources, and be used di-
rectly to perform WSD. Cuadros and Rigau (2006)
present a detailed evaluation of topic signatures built
from a variety of knowledge sources. In this work
we built those coming from the following:

• the relations in the Multilingual Central Repos-
itory (TS-MCR)

• the relations in the Extended WordNet (TS-
XWN)

In order to apply this resource for WSD, we sim-
ply measured the word-overlap between the target
context and each of the senses of the target word.
The sense with highest overlap is chosen as the cor-
rect sense.
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2.2 Relatives in Context (RIC)

This is an unsupervised method presented in Mar-
tinez et al. (2006). This algorithm makes use of
the WordNet relatives of the target word for disam-
biguation. The process is carried out in these steps:
(i) obtain a set of close relatives from WordNet for
each sense (the relatives can be polysemous); (ii) for
each test instance define all possible word sequences
that include the target word; (iii) for each word se-
quence, substitute the target word with each relative
and query a web search engine; (iv) rank queries ac-
cording to the following factors: length of the query,
distance of the relative to the target word, and num-
ber of hits; and (v) select the sense associated with
the highest ranked query.

The intuition behind this system is that we can
find related words that can be substituted for the tar-
get word in a given context, which are indicative of
its sense. The close relatives that can form more
common phrases from the target context determine
the target sense.

2.3 Relative Number (RNB)

This heuristic has been motivated as a way of identi-
fying rare senses of a word. An important disadvan-
tage of unsupervised systems is that rare senses can
be over-represented in the models, while supervised
systems are able to discard them because they have
access to token-level word sense distributions.

This simple algorithm relies on the number of
close relatives found in WordNet for each sense of
the word. The senses are ranked according to the
number of synonyms, direct hypernyms, and di-
rect hyponyms they have in WordNet. The highest
ranked sense is taken to be the most important for the
target word, and all occurrences of the target word
are tagged with that sense.

2.4 k-Nearest Neighbours (kNN)

As our supervised system, we relied on kNN. This is
a memory-based learning method where the neigh-
bours are the k most similar contexts, represented by
feature vectors (~ci) of the test vector (~f ). The sim-
ilarity among instances is measured by the cosine
of their vectors. The test instance is labeled with the
sense that obtains the maximum sum of the weighted
votes of the k most similar contexts. Each vote is

weighted depending on its (neighbour) position in
the ordered rank, with the closest being first. Equa-
tion 1 formalizes kNN, where Ci corresponds to the
sense label of the i-th closest neighbour.

arg max
Sj

=
k∑

i=1

{
1
i if Ci = Sj

0 otherwise
(1)

The UBC group used a combination of kNN clas-
sifiers trained over a large set of features, and en-
hanced this method using Singular Value Decompo-
sition (SVD) for their supervised submission (UBC-
ALM) to the lexical-sample and all-words subtasks
(Agirre and Lopez de Lacalle, 2007). However, we
only used the basic implementation in this work, due
to time constraints.

2.5 Combination of systems
We explored two approaches to combine the stan-
dalone systems. The first consisted simply of adding
up the normalized weights that each system would
give to each sense. We tested this voting approach
both for the unsupervised and supervised settings.

The second method could only be applied in com-
bination with the supervised kNN system. The
idea was to include the unsupervised predictions as
weighted features for the supervised system. We re-
fer to this method as “stacking”, and it has been pre-
viously used to integrate heterogeneous knowledge
sources for WSD (Stevenson and Wilks, 2001).

3 Development experiments

We tested the single algorithms and their combina-
tion over both Semcor and the training distribution
of the SemEval-2007 lexical-sample subtask of task
17 (S07LS for short). The goal of these experiments
was to obtain an estimate of the expected perfor-
mance, and submit the most promising configura-
tion. We present first the tests on the unsupervised
setting, and then the supervised setting. It is im-
portant to note that the hand-tagged corpora was not
used to fine-tune the parameters of the unsupervised
algorithms.

3.1 Unsupervised systems
For the first evaluation of our unsupervised systems,
we relied on Semcor, and tagged 43,063 instances
of the 329 word types occurring in SemEval-2007
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System Recall
RNB 30.6
TS-MCR 57.5
TS-XWN 47.0
TS-MCR & TS-XWN 57.3
RBN & TS-MCR & TS-XWN 53.6

Table 1: Evaluation of standalone and combined
unsupervised systems over 43,063 instances from
Semcor

System Recall
TS-MCR 60.1
TS-XWN 54.3
TS-MCR & TS-XWN 61.1
TS-MCR & TS-XWN & RIC* 61.2

Table 2: Evaluation of standalone and combined
unsupervised systems over 8,518 instances from
S07LS training

all-words. Due to time constraints, we were not able
to test the RIC algorithm on this dataset. The re-
sults are shown in Table 1. We can see that the RNB
heuristic performs poorly, and that the best configu-
ration consists of applying the single TS-MCR algo-
rithm. From this experiment, we decided to remove
the RNB heuristic and focus on the topic signatures
and RIC.

We also used S07LS for extra experiments in
the unsupervised setting. From the training part of
the S07LS dataset, we extracted 8,518 instances of
words also occurring in SemEval-2007 all-words.
As S07LS used senses from OntoNotes, we relied
on the mapping provided by the task organisers to
link them to WordNet senses. We left RNB out of
this experiment due to its low performance in Sem-
cor, and regarding RIC, we only evaluated a sample
of 68 instances. Results are shown in Table 2. The
best scores are achieved when combining both sets
of topic signatures. The few cases that have been
disambiguated with RIC improve the overall perfor-
mance slightly.

3.2 Combined system

We could not rely on Semcor in the supervised set-
ting (we used it for training), and therefore tried to
use as much data as possible from the training com-
ponent of S07LS, wherein all the instances avail-
able (22,281) were disambiguated. We tested first

System Recall
kNN 87.4
kNN & TS-MCR 86.8
kNN & TS-XWN 86.4
kNN & TS-MCR & TS-XWN 86.0

Table 3: Evaluation of voting supervised systems in
22,281 instances from S07LS training

System Recall
kNN 71.7
kNN & TS-MCR & TS-XWN 71.8

Table 4: Evaluation of “stacking” the unsupervised
systems on kNN over 8,518 instances from S07LS
training

the voting combination by adding the normalized
weights from the output of each system. Due to
time constraints we only evaluated the combination
of kNN with TS-MCR and TS-XWN. Results are
shown in Table 3, where we can see that combin-
ing the unsupervised systems with voting hurts the
performance of the kNN method.

Finally, we applied the second combination ap-
proach, consisting of including the predictions of the
unsupervised systems as features for kNN (“stack-
ing”). We performed this experiment on the training
part of S07LS, but only for the 8,518 instances of
the words occurring on the all-words dataset. The
results of this experiment are given in Table 4. We
observed a slight improvement in this case.

4 Final systems

For our final submissions, we chose the combination
“TS-MCR & TS-XWN & RIC” for the unsupervised
system (UBC-UMB-1), and the combination “kNN
& TS-MCR & TS-XWN” via “stacking” for our su-
pervised system (UBC-UMB-2). The results of all
the systems are given in Table 5.

We can see that our unsupervised system ranked
10th. Unfortunately, we do not know at the time of
writing which other systems are unsupervised, and
therefore are unable to compare to other unsuper-
vised systems.

Our “stacking” supervised system performs
slightly lower than the kNN supervised systems by
UBC-ALM (which ranks 7th), showing that our sys-
tem was not able to profit from information from
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System Precision Recall
1. 0.537 0.537
2. 0.527 0.527
3. 0.524 0.524
4. 0.522 0.486
5. 0.518 0.518
6. 0.514 0.514
7. 0.493 0.492
8. UBC-UMB-2 0.485 0.484
9. 0.420 0.420
10. UBC-UMB-1 0.362 0.362
11. 0.355 0.355
12. 0.337 0.337
13. 0.298 0.298
14. 0.120 0.118

Table 5: Official results for all systems in task #17
of SemEval-2007. Our systems are shown in bold.
UBC-UMB-1 stands for TS-MCR & TS-XWN &
RIC, and UBC-UMB-2 for kNN & TS-MCR & TS-
XWN.

System Precision Recall
TS-MCR 36.7 36.5
TS-XWN 33.1 32.9
RIC 30.6 30.4
TS-MCR & TS-XWN 37.5 37.3
TS-MCR & TS-XWN & RIC 36.2 36.2

Table 6: Our unsupervised systems in the SemEval-
2007 all words test data

the unsupervised systems. However, we cannot at-
tribute the decrease only to the unsupervised fea-
tures, as the kNN implementations were different
(UBC-ALM relied on SVD).

After the gold-standard data was released, we
were able to test the contribution of each of the un-
supervised systems in the ensemble, as well as two
additional combinations. The results are given in
Table 6. We can see that TS-MCR is the best per-
forming method, confirming our development ex-
periments (cf. Tables 1 and 2). In contrast, in-
cluding RIC decreased the performance by 0.7 per-
cent points, and had we used only TS-MCR and TS-
XWN our results would have been better.

5 Conclusions

In this submission we combined heterogeneous un-
supervised algorithms to obtain competitive perfor-
mance without relying on training data. However,
due to time constraints, we were only able to submit
a preliminary system, and some of the unsupervised

methods were not properly developed and tested.
For future work we plan to properly test these

methods, and deploy other unsupervised algorithms.
We also plan to explore more sophisticated combina-
tion strategies, using meta-learning to try to predict
which features of each word make a certain WSD
system succeed (or fail).
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Abstract

We present a sequential Semantic Role La-
beling system that describes the tagging
problem as a Maximum Entropy Markov
Model. The system uses full syntactic in-
formation to select BIO-tokens from input
data, and classifies them sequentially us-
ing state-of-the-art features, with the addi-
tion of Selectional Preference features. The
system presented achieves competitive per-
formance in the CoNLL-2005 shared task
dataset and it ranks first in the SRL subtask
of the Semeval-2007 task 17.

1 Introduction
In Semantic Role Labeling (SRL) the goal is to iden-
tify word sequences or arguments accompanying the
predicate and assign them labels depending on their
semantic relation. In this task we disambiguate ar-
gument structures in two ways: predicting VerbNet
(Kipper et al., 2000) thematic roles and PropBank
(Palmer et al., 2005) numbered arguments, as well
as adjunct arguments.

In this paper we describe our system for the SRL
subtask of the Semeval2007 task 17. It is based on
the architecture and features of the system named
‘model 2’ of (Surdeanu et al., forthcoming), but it
introduces two changes: we use Maximum Entropy
for learning instead of AdaBoost and we enlarge the
feature set with combined features and other seman-
tic features.

Traditionally, most of the features used in SRL
are extracted from automatically generated syntac-
tic and lexical annotations. In this task, we also ex-
periment with provided hand labeled semantic infor-

mation for each verb occurrence such as the Prop-
Bank predicate sense and the Levin class. In addi-
tion, we use automatically learnt Selectional Prefer-
ences based on WordNet to generate a new kind of
semantic based features.

We participated in both the “close” and the “open”
tracks of Semeval2007 with the same system, mak-
ing use, in the second case, of the larger CoNLL-
2005 training set.

2 System Description

2.1 Data Representation

In order to make learning and labeling easier, we
change the input data representation by navigating
through provided syntactic structures and by extract-
ing BIO-tokens from each of the propositions to be
annotated as shown in (Surdeanu et al., forthcom-
ing). These sequential tokens are selected by ex-
ploring the sentence spans or regions defined by the
clause boundaries, and they are labeled with BIO
tags depending on the location of the token: at the
beginning, inside, or outside of a verb argument. Af-
ter this data pre-processing step, we obtain a more
compact and easier to process data representation,
making also impossible overlapping and embedded
argument predictions.

2.2 Feature Representation

Apart from Selectional Preferences (cf. Section 3)
and those extracted from provided semantic infor-
mation, most of the features we used are borrowed
from the existing literature (Gildea and Jurafsky,
2002; Xue and Palmer, 2004; Surdeanu et al., forth-
coming).
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On the verb predicate:
• Form; Lemma; POS tag; Chunk type and Type

of verb phrase; Verb voice; Binary flag indicat-
ing if the verb is a start/end of a clause.

• Subcategorization, i.e., the phrase structure rule
expanding the verb parent node.

• VerbNet class of the verb (in the ”close” track
only).

On the focus constituent:
• Type; Head;
• First and last words and POS tags of the con-

stituent.
• POS sequence.
• Bag-of-words of nouns, adjectives, and adverbs

in the constituent.
• TOP sequence: right-hand side of the rule ex-

panding the constituent node; 2/3/4-grams of
the TOP sequence.

• Governing category as described in (Gildea
and Jurafsky, 2002).

Context of the focus constituent:
• Previous and following words and POS tags of

the constituent.
• The same features characterizing focus con-

stituents are extracted for the two previous and
following tokens, provided they are inside the
clause boundaries of the codified region.

Relation between predicate and constituent:
• Relative position; Distance in words and

chunks; Level of embedding with respect to the
constituent: in number of clauses.

• Binary position; if the argument is after or be-
fore the predicate.

• Constituent path as described in (Gildea and
Jurafsky, 2002); All 3/4/5-grams of path con-
stituents beginning at the verb predicate or end-
ing at the constituent.

• Partial parsing path as described in (Carreras
et al., 2004)); All 3/4/5-grams of path elements
beginning at the verb predicate or ending at the
constituent.

• Syntactic frame as described by Xue and
Palmer (2004)

Combination Features
• Predicate and Phrase Type
• Predicate and binary position
• Head Word and Predicate
• Predicate and PropBank frame sense
• Predicate, PropBank frame sense, VerbNet

class (in the ”close” track only)

2.3 Maximum Entropy Markov Models
Maximum Entropy Markov Models are a discrimi-
native model for sequential tagging that models the
local probabilityP (sn | sn−1, o), whereo is the
context of the observation.

Given a MEMM, the most likely state sequence is
the one that maximizes the following

S = argmax

n∏

i=1

P (si | si−1, o)

Translating the problem to SRL, we have
role/argument labels connected to each state in the
sequence (or proposition), and the observations are
the features extracted in these points (token fea-
tures). We get the most likely label sequence finding
out the most likely state sequence (Viterbi).

All the conditional probabilities are given by the
Maximum Entropy classifier with a tunable Gaus-
sian prior from the Mallet Toolkit1.

Some restrictions are considered when we search
the most likely sequence2:

1. No duplicate argument classes for A0-A5 and
thematic roles.

2. If there is a R-X argument (reference), then
there has to be a X argument before (refer-
enced).

3. If there is a C-X argument (continuation), then
there has to be a X argument before.

4. Before a I-X token, there has to be a B-X or I-X
token (because of the BIO encoding).

5. Given a predicate and its PropBank sense, only
some arguments are allowed (e.g. not all the
verbs support A2 argument).

6. Given a predicate and its Verbnet class, only
some thematic roles are allowed.

3 Including Selectional Preferences
Selectional Preferences (SP) try to capture the fact
that linguistic elements prefer arguments of a cer-
tain semantic class, e.g. a verb like ‘eat’ prefers as
subject edible things, and as subject animate entities,
as in “She was eating an apple” They can be learned
from corpora, generalizing from the observed argu-
ment heads (e.g. ‘apple’, ‘biscuit’, etc.) into ab-
stract classes (e.g. edible things). In our case we

1http://mallet.cs.umass.edu
2Restriction 5 applies to PropBank output. Restriction 6 ap-

plies to VerbNet output
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follow (Agirre and Martinez, 2001) and use Word-
Net (Fellbaum, 1998) as the generalization classes
(the concept<food,nutrient>).

The aim of using Selectional Preferences (SP) in
SRL is to generalize from the argument heads in
the training instances into general word classes. In
theory, using word classes might overcome the data
sparseness problem for the head-based features, but
at the cost of introducing some noise.

More specifically, given a verb, we study the oc-
currences of the target verb in a training corpus (e.g.
the PropBank corpus), and learn a set of SPs for
each argument and adjunct of that verb. For in-
stance, given the verb ‘kill’ we would have 2 SPs
for each argument type, and 4 SPs for some of the
observed adjuncts:kill A0, kill A1, kill AM-

LOC, kill AM-MNR, kill AM-PNC and kill AM-

TMP.
Rather than coding the SPs directly as features,

we code thepredictionsinstead, i.e. for each propo-
sition in the training and testing set, we check the
SPs for all the argument (and adjunct) headwords,
and the SP which best fits the headword (see below)
is the one that is selected. We codify the predicted
argument (or adjunct) label as features, and we insert
them among the corresponding argument features.

For instance, let’s assume that the word ‘railway’
appears as the headword of a candidate argument of
‘kill’. WordNet 1.6 yields the following hypernyms
for ‘railway’ (from most general to most specific, we
include the WordNet 1.6 concept numbers preceded
by their specifity level);

1 00001740 1 00017954
2 00009457 2 05962976
3 00011937 3 05997592
4 03600463 4 06004580
5 03243979 5 06008236
6 03526208 6 06005839
7 03208595 7 02927599

8 03209020

Note that we do not care about the sense ambigu-
ity and the explosion of concepts that it carries. Our
algorithm will check each of the hypernyms of rail-
way and match them with the concepts in the SPs of
‘kill’, giving preference to the most specific concept.
In case that equally specific concepts match different
SPs, we will choose the SP that has the concept that
ranks highest in the SP, and code the SP feature with
the label of the SP where the match succeeds. In the

example, these are the most specific matches:
AM-LOC Con:03243979 Level:5 Ranking:32
A0 Con:06008236 Level:5 Ranking:209

There is a tie in the level, so we choose the one
with the highest rank. All in all, this means that ac-
cording to the learnt SPs we would predict that ‘rail-
way’ is a location feature for ‘kill’, and we would
therefore insert the ‘SP:AM-LOC’ feature among
the argument features.

If ‘railway’ appears as the headword of other
verbs, the predicted argument might be different.
See for instance, the following verbs:
destroy:A1 Con:03243979 Level:5 Ranking:43
go:A0 Con:02927599 Level:7 Ranking:131
go:A2 Con:02927599 Level:7 Ranking:721
build:A1 Con:03209020 Level:8 Ranking:294

Note that our training examples did not contain
‘railway’ as an argument of any of these verbs, but
due to the SPs we are able to code into a feature that
‘railway’ belongs to a concrete semantic class which
contains conceptually similar headwords.

We decided to code the prediction of the SPs,
rather than the SPs themselves, in order to be more
robust to noise.

There is a further subtlety with our SP system. In
order to label training and testing sets in similar con-
ditions and avoid overfitting problems as much as
possible, we split the training set into five folds and
tagged each one with SPs learnt from the other four.
For extracting SP features from test set examples,
we use SPs learnt in the whole training set.

4 Experiments and Results
We participated in the “close” and the “open” tracks
with the same classification model, but using dif-
ferent training sets in each one. In the close track
we only use the provided training set, and in the
open, the CoNLL-2005 training set (without Verb-
Net classes or thematic roles).

Before our participation, we tested the system in
the CoNLL-2005 close track setting and it achieved
competitive performance in comparison to the state-
of-the-art results published in that challenge.

4.1 Semeval2007 setting
The data provided in the close track consists of the
propositions of 50 different verb lemmas from Prop-
Bank (sections 02-21). The data for the CoNLL-
2005 is also a subset of the PropBank data, but it
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Track Label rank prec. rec. F1
Close VerbNet 1st 85.31 82.08 83.66
Close PropBank 1st 85.04 82.07 83.52
Open PropBank 1st 84.51 82.24 83.36

Table 1: Results in the SRL subtask of SemEval-
2007 task 17

includes all the propositions in sections 02-21 and
no VerbNet classes nor thematic roles for learning.

There is a total of 21 argument types for Prop-
Bank and 47 roles for VerbNet, which amounts to
21 ∗ 2 + 1 = 43 BIO-labels for PropBank predic-
tions and47 ∗ 2 + 1 = 95 for VerbNet. We filtered
the less frequent (<5).

We trained the Maximum Entropy classifiers with
114,380 examples for the close track, and with
828,811 for the open track. We tuned the classifier
by setting the Exponential Gaussian prior in 0.1

4.2 Results
In the close track we trained two classifiers, one
to label PropBank numbered arguments and a sec-
ond to label VerbNet thematic roles. Due to lack
of time, we only trained the PropBank labels in the
open track. Table 1 shows the results obtained in the
SRL subtask. We ranked first in all of them, out of
two participants.

4.3 Discussion
The results indicate that in the close track the system
performs similarly on both PropBank arguments and
VerbNet roles. The absence of VerbNet class-based
features in the CoNLL-2005 training data could
cause the loss of performance in the open track. We
plan to perform the experiment on VerbNet roles for
the open track to check the ability of the classifier to
generalize across verbs.

Regarding the use of SP features, nowadays, we
have not obtained relevant improvements in the pre-
dictions of the classifiers. It is our first approach to
these kind of semantic features and there are more
sophisticated but evident extraction variants which
we are exploring.

Although the general performance is very simi-
lar without SP features, using them our system ob-
tains better results in ARG3 core arguments and in
the most frequent adjuncts such as location (LOC),
general-purpose (ADV) and temporal (TMP).

We reproduced this improvements in experiments
realized with CoNLL-2005 larger test sets. In that
case, we improved ARG3-ARG4 core arguments as
well as the mentioned adjuncts. There were more
examples to be classified and we get better overall
performance, but we need further experiments to be
more conclusive.

5 Conclusions
We have presented a sequential semantic role la-
beling system for the Semeval-2007 task 17 (SRL).
Based on Maximum Entropy Markov Models, it ob-
tains competitive and promising results. We also
have introduced semantic features extracted from
Selectional Restrictions but we only have prelimi-
nary evidence of their usefulness.
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Abstract

In this article a multiclassifier approach for
word sense disambiguation (WSD) prob-
lems is presented, where a set of k-NN
classifiers is used to predict the category
(sense) of each word. In order to combine
the predictions generated by the multiclas-
sifier, Bayesian voting is applied. Through
all the classification process, a reduced di-
mensional vector representation obtained by
Singular Value Decomposition (SVD) is
used. Each word is considered an indepen-
dent classification problem, and so differ-
ent parameter setting, selected after a tun-
ing phase, is applied to each word. The ap-
proach has been applied to the lexical sam-
ple WSD subtask of SemEval 2007 (task
17).

1 Introduction

Word Sense Disambiguation (WSD) is an impor-
tant component in many information organization
and management tasks. Both, word representation
and classification method are crucial steps in the
word sense disambiguation process. In this article
both issues are considered. On the one hand, Latent
Semantic Indexing (LSI) (Deerwester et al., 1990),
which is a variant of the vector space model (VSM)
(Salton and McGill, 1983), is used in order to ob-
tain the vector representation of the corresponding
word. This technique compresses vectors represent-
ing word related contexts into vectors of a lower-
dimensional space. LSI, which is based on Singu-
lar Value Decomposition (SVD) (Berry and Browne,

1999) of matrices, has shown to have the ability
to extract the relations among features representing
words by means of their context of use, and has been
successfully applied to Information Retrieval tasks.

On the other hand, a multiclassifier (Ho et al.,
1994) which uses different training databases is con-
structed. These databases are obtained from the
original training set by random subsampling. The
implementation of this approach is made by a model
inspired in bagging (Breiman, 1996), and the k-NN
classification algorithm (Dasarathy, 1991) is used to
make the sense predictions for testing words.

Our group (UBC-ZAS) has participated in the lex-
ical sample subtask of SemEval-2007 for task 17,
which consists on 100 different words for which a
training and testing database have been provided.

The aim of this article is to give a brief descrip-
tion of our approach to deal with the WSD task and
to show the results obtained. In Section 2, our ap-
proach is presented. In Section 3, the experimen-
tal setup is introduced. The experimental results are
presented and discussed in Section 4, and finally,
Section 5 contains some conclusions and comments
on future work.

2 Proposed Approach

In this article a multiclassifier based WSD system
which classifies word senses represented in a re-
duced dimensional vector space is proposed.

In Figure 1 an illustration of the experiment per-
formed for each one of the 100 words can be seen.
First, vectors in the VSM are projected to the re-
duced space by using SVD. Next, random subsam-
pling is applied to the training database TD to obtain
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different training databases TDi. Afterwards the k-
NN classifier is applied for each TDi to make sense
label predictions. Finally, Bayesian voting scheme
is used to combine predictions, and cj will be the
final sense label prediction for testing word q.
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Figure 1: Proposed approach for WSD task

In the rest of this section, the preprocessing ap-
plied, the SVD dimensionality reduction technique,
the k-NN algorithm and the combination of classi-
fiers used are briefly reviewed.

2.1 Preprocessing

In order to obtain the vector representation for each
of the word contexts (documents, cases) given by the
organizers of the SemEval-2007 task, we used the
features extracted by the UBC-ALM participating
group (Agirre and Lopez de Lacalle, 2007). These
features are local collocations (bigrams and trigrams
formed with the words around the target), syn-
tactic dependencies (object, subject, noun-modifier,
preposition, and sibling) and Bag-of-words features
(basically lemmas of the content words in the whole
context, and in a ±4-word window).

2.2 The SVD Dimensionality Reduction
Technique

The classical Vector Space Model (VSM) has been
successfully employed to represent documents in
text categorization tasks. The newer method of
Latent Semantic Indexing (LSI) 1 (Deerwester et

1http://lsi.research.telcordia.com,
http://www.cs.utk.edu/∼lsi

al., 1990) is a variant of the VSM in which docu-
ments are represented in a lower dimensional space
created from the input training dataset. The SVD
technique used by LSI consists in factoring term-
document matrix M into the product of three ma-
trices, M = UΣV T where Σ is a diagonal matrix of
singular values, and U and V are orthogonal matri-
ces of singular vectors (term and document vectors,
respectively).

For classification purposes (Dumais, 2004), the
training and testing documents are projected to the
reduced dimensional space, qp = qT UpΣ

−1
p , by us-

ing p singular values and the cosine is usually calcu-
lated to measure the similarity between training and
testing document vectors.

2.3 The k-NN classification algorithm

k-NN is a distance based classification approach.
According to this approach, given an arbitrary test-
ing case, the k-NN classifier ranks its nearest neigh-
bors among the training word senses, and uses the
sense of the k top-ranking neighbors to predict the
corresponding to the word which is being analyzed
(Dasarathy, 1991).

2.4 Combination of classifiers

The combination of multiple classifiers has been in-
tensively studied with the aim of improving the ac-
curacy of individual components (Ho et al., 1994).
A widely used technique to implement this approach
is bagging (Breiman, 1996), where a set of training
databases TDi is generated by selecting n training
cases drawn randomly with replacement from the
original training database TD of n cases. When a
set of n1 < n training cases is chosen from the orig-
inal training collection, the bagging is said to be ap-
plied by random subsampling. In fact, this is the
approach used in our work and the n1 parameter has
been selected via tuning.

According to the random subsampling, given a
testing case q, the classifier will make a label predic-
tion ci based on each one of the training databases
TDi. One way to combine the predictions is by
Bayesian voting (Dietterich, 1998), where a con-
fidence value cvi

cj
is calculated for each training

database TDi and sense cj to be predicted. These
confidence values have been calculated based on the
training collection. Confidence values are summed
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by sense; the sense cj that gets the highest value is
finally proposed as a prediction for the testing exam-
ples.

3 Experimental Setup

In the approach proposed in this article there are
some decisions that need to be taken, because it is
not clear (1) how many examples should be selected
from the TD of each word in order to create each one
of the TDi; (2) which is the appropriate dimension
to be used in order to represent word related con-
texts (cases) for each word database; (3) which is
the appropriate number of TDi that should be cre-
ated (number of classifiers to be used) and (4) which
is the appropriate number of neighbors to be consid-
ered by the k-NN algorithm.

Therefore, a parameter tuning phase was carried
out in order to fix the parameters. We decided to
adjust them for each word independently.

In the following, the parameters are introduced
and the tuning process carried out is explained. For
two of the parameters (the number of classifiers and
the number of neigbors for k-NN), the tuning phase
was performed based on our previous experiments
on document categorization tasks.

3.1 The size of each TDi

As it was mentioned, the multiclassifier is imple-
mented by random subsampling, where a set of n1 <

n vectors is chosen from the original training collec-
tion of n examples for a given word (n is a differ-
ent value for each one of the 100 words). Conse-
quently, the size of each TDi will vary depending
on the value of n1. The selection of different num-
bers of cases was experimented for each word in two
different ways:

a) according to the following equation:

n1 =
s∑

i=1

(2 + b
ti

j
c), j = 1, . . . , 10

where ti is the total number of training cases
in the sense ci and s is the total number of
senses for the given word. By dividing param-
eter ti by j, the number of cases selected from
each sense preserves the proportion of cases per
sense in the original one. However, it has to be

taken into account that some of the senses have
a very low number of cases assigned to them.
By summing 2, at least 2 cases will be selected
from each sense. In order to decide the optimal
value for parameter j, the classification experi-
ment was carried out varying j from 1 to 10 for
each word.

b) selecting a fixed number of cases for each of
the senses which appeared for the word in the
training database. Again, in the tuning phase,
different numbers of cases (from 1 to 10) have
been used for each of the 100 words in order to
select a value for each of the words.

We optimized the size of each TDi for each word by
selecting the number of cases sometimes by proce-
dure a) and sometimes by b).

3.2 The dimension of the reduced Vector Space
Model

Taking into account the wide differences among the
training case numbers for different words, we de-
cided to project vectors representing them to differ-
ent reduced dimensional spaces. The selection of
those dimensions is based on the number of training
cases available for each word, and limited to 500; the
used dimensions vary from 19 (for the word grant)
to 481 (for the word part).

3.3 The number of classifiers (TDi)

Based on previous experiments carried out for docu-
ment categorization (Zelaia et al., 2006), we decided
to create 30 classifiers for some words and 50 for
others, i.e. 30 or 50 individual k-NN algorithms will
be used by the multiclassifier in order to combine
opinions by Bayesian voting.

3.4 Number of neigbors for k-NN

Based on our previous experiments, we decided to
use k = 1 and k = 5, and to select the best for each
of the words. The cosine similarity measure is used
in order to find the nearest or the 5 nearests.

4 Experimental Results

The experiment was conducted by considering the
optimal values for parameters tuned by using the
training case set.

360



Results published in this section were calculated
by the SemEval-2007 organizers. Table 1 shows ac-
curacy rates obtained by the 13 participants in the
SemEval-2007, 17 task, lexical sample WSD sub-
task.

System Accuracy System Accuracy
1. 0.887 8. 0.803
2. 0.869 9. 0.799
3. 0.864 10. 0.796
4. 0.857 11. 0.743
5. 0.851 12. 0.538
6. 0.851 13. 0.521
7. 0.838

Table 1: Accuracy rates obtained by the 13 partici-
pants. SemEval-2007, 17 task (Lexical Sample)

The result obtained by our system is 0.799 (the
9th among 13 participants), 1 point over the mean
accuracy (0.786).

5 Conclusions and Future Work

Results obtained show that the construction of a
multiclassifier, together with the use of Bayesian
voting to combine label predictions, plays an im-
portant role in the improvement of results. We also
want to remark that we used the SVD dimensional-
ity reduction technique in order to reduce the vector
representation of cases.

The approach presented in this paper was already
used in a document categorization task. However,
we never used it for WSD task. Therefore, in order
to adapt the method to the new task, we fixed some
parameters based on our previous experiments (30-
50 classifiers, k = 1, 5 for the k-NN algorithm) and
tuned some other parameters by experimenting quite
a high number of TDi sizes and using different di-
mensions for each word. However, we noticed that
the application of our approach to a different task is
not straightforward. Greater effort will have to be
made in order to tune the different parameters to this
specific task of WSD.

One of the main difficulties we found was the dif-
ference in the number of training cases, comparing
with the high number usually available in other tasks
like text categorization.

As future work, we can think of applying a new

preprocessing approach in order to extract better fea-
tures from the training database which could help
the SVD technique improving the accuracy after
a dimensionality reduction is applied. The use of
Wordnet may help.
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Abstract 

This paper describes a system designed to 

disambiguate person names in a set of Web 

pages. In our approach Web documents are 

represented as different sets of features or 

terms of different types (bag of words, 

URLs, names and numbers). We apply Ag-

glomerative Vector Space clustering that 

uses the similarity between pairs of analo-

gous feature sets. This system achieved a 

value of 66% for Fα=0.2 and a value of 48% 

for Fα=0.5 in the Web People Search Task at 

SemEval-2007 (Artiles et al., 2007). 

1 Introduction 

Name queries account for a substantial part of Web 

queries in commercial search engines. Name que-

ries often aim at retrieving information about par-

ticular persons. Nevertheless, the same query or 

mention name usually recalls several people and 

the user is unaware of the potential ambiguity and 

expects to find the related person after skimming 

some results.  

Similar problems are also common for products, 

organizations and almost any other named object 

in real world. A related problem appears for differ-

ent kinds of objects receiving the same name. For 

example, Firebird can refer to a car, a guitar, a fic-

tion superhero or a database product among more 

than twenty different senses collected in Wikipe-

dia. In all these cases, the user could benefit from a 

structured representation that facilitates browsing 

results. Other applications like Question Answer-

ing would also benefit from name disambiguation 

and person names disambiguation, in particular. In 

this work we focus on the task of disambiguating 

Web pages retrieved for a person name query as 

proposed in the Web People Search Task at SemE-

val-2007.  

2 Background and Related Research 

In recent work in named entity disambiguation, 

Malin (2005) identifies two different dimensions to 

classify approaches to the task depending on the 

information type that is used and whether the 

method to train the system is supervised or unsu-

pervised. Regarding the information type, Malin 

(2006) identifies personal information like bio-

graphical facts (Bagga and Baldwin, 1998; Mann 

and Yarowsky, 2003) or relational information 

(Bekkerman and McCallum, 05), collocations with 

other entities.  

Personal name disambiguation has been studied 

in relation with citation analysis and record linkage 

and their use to improve Web search results have 

attracted more interest recently (Guha and Garg 

2004; Bollegala, 2006), but it is evaluated only at a 

small scale. In contrast Bekkerman and McCallum 

(2005) have focused on disambiguating complete 

social networks and not only results for one name. 

3 System description 

Web People Search proposes a task to find differ-

ent people sharing the same name referred in a set 

of Web pages and associate each of these pages to 

these people. To solve the task we added two sim-

plifying assumptions; each document refers only to 

one person, and every listed document refers to a 

person. 
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Our approach is an unsupervised personal name 

disambiguation system according to the classifica-

tion proposed by Malin. In this system the method 

applied to solve ambiguity consists of extracting 

from each document a set of features, that we 

called document context and afterwards to cluster 

them according to their similarity  

3.1 Document representation 

In this task we do not have structured information 

to estimate similarity. For this reason, the first step 

of the system consists of extracting features from 

the documents. Since our goal is to develop tech-

niques that work for large amounts of documents, 

most of the features are based simply on words, 

HTML structure and simple patterns that aim to 

substitute more elaborated features based on in-

formation extraction.  Features might not have a 

direct correspondence with facts that help to iden-

tify a person like date of birth or telephone but, in 

some cases, dealing with them instead of with 

proper semantic information can be a good ap-

proach. On the other hand, some people features, 

as emails or related URLs, are detected through 

simple patterns. Other simple patterns like num-

bers can also provide information about some peo-

ple features.  

All terms identified by the same pattern are rep-

resented as a bag of terms. Document context is 

composed of a set of bags, each containing all the 

terms of the document that were captured with a 

fixed pattern.  

3.2 Types of Contexts 

The bags of terms used in document contexts are 

the following: 

a) emails, b) URLs, c) proper names, d) long 

numbers (more than four figures), e) short numbers 

(up to four figures), f) title terms, g) terms of the 

titles of related documents, h) terms contained in 

the ‘meta’ tag of the documents, i) terms of em-

phasized text fragments (bold, italic, etc.), j) terms 

of the document snippet, and k) terms of the re-

lated documents snippets. 

The bags b, f, g, j, and k have been extracted 

from the data files provided (snippets, rank, etc.), 

whereas a, c, d, e, h and i have been directly ex-

tracted from result pages.  

From all the bags of terms, we finally selected to 

compound the contexts b, c, d, e, f, g and j as in the 

training set they contributed to obtain the best re-

sult. 

3.3 Term normalization and filtering 

Each extracted term is normalized, filtered and 

weighted before being added to a bag of terms. A 

filter for stopwords is applied to every bag of 

words and they are represented in lowercase. Spu-

rious HTML tags and terms under three characters 

are also considered stopwords. Bag of numbers are 

normalized by removing blanks, hyphens and pa-

renthesis.  

 In addition to stopwords, terms with low fre-

quency, lower than 0.2 times the frequency of the 

more frequent term of each bag of words, are not 

considered. Finally the tf-idf value of every term is 

associated.   

Proper names are extracted with a robust rule 

based name recognizer based on surface feature 

and some trigger words. It should be emphasized 

that over the bag of proper names, a filtering is 

implemented to make the detection of co-referents 

proper names easier when comparing different ar-

rays. In this way, a similarity measure among 

proper names is considered (Camps and Daudé, 

2003) more flexible than the simple comparison of 

their strings of characters. This approach tolerates 

the omission, substitution or inclusion of words in 

the proper name, the alteration in the order of the 

words, or the substitution of words with initials, as 

well as the omission, substitution or inclusion of 

characters. First, all proper names that are in the 

set of documents are identified, and all similar 

proper names according to these relaxed rules are 

grouped by the same common term. In this way, 

arrays of proper names are rewritten, referencing 

each proper name through its common term and 

recalculating its frequency. 

3.4 Clustering algorithm 

Our system uses Agglomerative Vector Space 

Clustering to group and disambiguate pages. Given 

the nature of the problem, it does not need to indi-

cate the number of classes to be obtained in ad-

vance. To determine if two documents should be 

assigned to the same cluster, we evaluate the simi-

larity between each pair of bags of terms and, later, 

it is determined how many of these pairs have a 

similarity over a threshold. For a document to be in 

the same cluster we require a minimum number of 

similar pairs. 
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In order to allow finer adjustments in the num-

ber of similar pairs needed, instead of requiring N 

similar pairs, the pairs are arranged in a decreasing 

order according to the obtained similarity and it is 

checked if the similarity of the nth pair is above or 

below the threshold. In this case, interpolation can 

be applied, so the number of necessary similar 

pairs is not limited to the natural numbers. The 

developed system uses linear interpolation to cal-

culate this function. 

We use the cosine vector similarity as similarity 

measurement.  

4 Results and Evaluation 

For the evaluation the system has been adjusted 

with a threshold of similarity of 0.001, 2.5 pairs of 

bags of terms above the threshold required for in-

cluding two documents in the same cluster and the 

following bags of terms: bags of URLs, proper 

names, long and short numbers, terms of titles, 

terms of the titles of the related documents and 

terms of the document snippets.  

With this adjustment it is noticed that some prob-

lems affect the results of the evaluation. The most 

important of these problems is the small number of 

clusters in which pages are classified. For instance, 

Mark Johnson refers to 70 different people in key, 

but our system classified his pages in only 14 clus-

ters. Due to this small number of clusters, each 

contains more than one person to search, but with a 

good recall of pages for each person. Table 1 

shows the results obtained for the test set, where P 

is the purity, R is the inverse purity, Fα=0.5 repre-

sents the harmonic mean of purity and inverse pu-

rity, and Fα=0.2 is the measure of F that considers 

more important inverse purity than purity. 

Although at a first sight set 1 shows better re-

sults than set 2 and 3, once we discard the people 

names ‘Sharon Goldwater’ and ‘Dekang Lin’ 

(whose results are above the mean), results are 

very similar for all groups. We consider that our 

system behaves in a homogenous way regardless 

of the proportion of the different types of names 

the sets are composed of: less frequent names (with 

lower ambiguity) and ‘celebrity’ names (with peo-

ple that dominate the set of pages). 

In the other hand, the assumptions considered to 

solve the problem (each page references at least 

one and only one person) were definitely too naïve, 

as there is a lot of discarded pages (in some cases 

more than 50% of the pages are not taken into ac-

count) and some pages refer to several people. 

These facts also contribute to make lower purity. 

Table 1. Test results (in percentages) 

  P R Fα=.5 Fα=.2 

Mark Johnson 20 98 33 54 

Sharon Goldwater 99 99 99 99 

Robert Moore 26 94 40 61 

Leon Barrett 34 97 50 70 

Dekang Lin 100 98 99 98 

Stephen Clark 21 98 34 56 

Frank Keller 25 90 39 59 

Jerry Hobbs 52 92 67 80 

James Curran 24 98 39 61 

S
et
 1
 

Chris Brockett 68 97 80 89 

Thomas Fraser 33 96 49 70 

John Nelson 24 96 38 60 

James Hamilton 19 99 32 54 

William Dickson 20 99 33 55 

James Morehead 26 96 41 62 

Patrick Killen 55 99 71 86 

George Foster 35 94 51 70 

James Davidson 25 98 39 61 

Arthur Morgan 54 98 70 84 

S
et
 2
 

Thomas Kirk 11 98 20 39 

Harry Hughes 36 79 50 64 

Jude Brown 25 91 39 59 

Stephan Johnson 57 92 70 82 

Marcy Jackson 32 95 48 68 

Karen Peterson 12 99 21 40 

Neil Clark 46 98 62 80 

Jonathan Brooks 21 95 35 56 

Violet Howard 15 88 26 45 

Martha Edwards 11 96 20 38 

S
et
 3
 

Alvin Cooper 34 95 50 70 
 

Set 1 Average 47 96 58 73 

Set 2 Average 30 97 44 64 

Set 3 Average 29 93 42 60 
 

Global Average 35 95 48 66 

5 Conclusions and future works 

This system obtains a good result for inverse purity 

to the detriment of purity. This causes a difference 

of almost twenty points in the measures of Fα=0.5 

and Fα=0.2. In order to correct this weakness, in the 

future we will consider that any person can be 

mentioned in different pages, and that not all pages 

reference to any of the people to search. 

Also we will perform additional experiments   

regarding parameter tuning. Although the number 

of similar contexts considered in these experiments 
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is 1.5 (value that maximizes the measure of F), 

results show that this value causes larger groups 

than those found in search results. Probably a 

smaller value for this parameter will divide pages 

in more clusters, improving the purity of the result. 

Finally, we would like to consider different 

methods to select relevant terms. 
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Abstract

The UC Berkeley team participated in the
SemEval 2007 Task #4, with an approach
that leverages the vast size of the Web in or-
der to build lexically-specific features. The
idea is to determine which verbs, preposi-
tions, and conjunctions are used in sentences
containing a target word pair, and to com-
pare those to features extracted for other
word pairs in order to determine which are
most similar. By combining these Web fea-
tures with words from the sentence context,
our team was able to achieve the best results
for systems of category C and third best for
systems of category A.

1 Introduction

Semantic relation classification is an important but
understudied language problem arising in many
NLP applications, including question answering, in-
formation retrieval, machine translation, word sense
disambiguation, information extraction, etc. This
year’s SemEval (previously SensEval) competition
has included a task targeting the important special
case of Classification of Semantic Relations between
Nominals. In the present paper we describe the UCB
system which took part in that competition.

The SemEval dataset contains a total of 7 se-
mantic relations (not exhaustive and possibly over-
lapping), with 140 training and about 70 testing
sentences per relation. Sentence classes are ap-
proximately 50% negative and 50% positive (“near
misses”). Table 1 lists the 7 relations together with
some examples.

# Relation Name Examples
1 Cause-Effect hormone-growth, laugh-wrinkle
2 Instrument-Agency laser-printer, ax-murderer
3 Product-Producer honey-bee, philosopher-theory
4 Origin-Entity grain-alcohol, desert-storm
5 Theme-Tool work-force, copyright-law
6 Part-Whole leg-table, door-car
7 Content-Container apple-basket, plane-cargo

Table 1: SemEval dataset: Relations with examples
(context sentences are not shown).

Each example consists of a sentence, two nomi-
nals to be judged on whether they are in the target
semantic relation, manually annotated WordNet 3.0
sense keys for these nominals, and the Web query
used to obtain that example:

"Among the contents of the <e1>vessel</e1>
were a set of carpenters <e2>tools</e2>,
several large storage jars, ceramic
utensils, ropes and remnants of food, as
well as a heavy load of ballast stones."
WordNet(e1) = "vessel%1:06:00::",
WordNet(e2) = "tool%1:06:00::",
Content-Container(e2, e1) = "true",
Query = "contents of the * were a"

2 Related Work

Lauer (1995) proposes that eight prepositions are
enough to characterize the relation between nouns
in a noun-noun compound: of, for, in, at, on, from,
with or about. Lapata and Keller (2005) improve
on his results by using Web statistics. Rosario et al.
(2002) use a “descent of hierarchy”, which charac-
terizes the relation based on the semantic category of
the two nouns. Girju et al. (2005) apply SVM, deci-
sion trees, semantic scattering and iterative seman-
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tic specialization, using WordNet, word sense dis-
ambiguation, and linguistic features. Barker and Sz-
pakowicz (1998) propose a two-level hierarchy with
5 classes at the upper level and 30 at the lower level.
Turney (2005) introduces latent relational analysis,
which uses the Web, synonyms, patterns like “X for
Y ”, “X such as Y ”, etc., and singular value decom-
position to smooth the frequencies. Turney (2006)
induces patterns from the Web, e.g. CAUSE is best
characterized by “Y * causes X”, and “Y in * early
X” is the best pattern for TEMPORAL. Kim and Bald-
win (2006) propose to use a predefined set of seed
verbs and multiple resources: WordNet, CoreLex,
and Moby’s thesaurus. Finally, in a previous publi-
cation (Nakov and Hearst, 2006), we make the claim
that the relation between the nouns in a noun-noun
compound can be characterized by the set of inter-
vening verbs extracted from the Web.

3 Method

Given an entity-annotated example sentence, we re-
duce the target entities e1 and e2 to single nouns
noun1 and noun2, by keeping their last nouns
only, which we assume to be the heads. We then
mine the Web for sentences containing both noun1

and noun2, from which we extract features, con-
sisting of word(s), part of speech (verb, preposi-
tion, verb+preposition, coordinating conjunction),
and whether noun1 precedes noun2. Table 2 shows
some example features and their frequencies.

We start with a set of exact phrase queries
against Google: “infl1 THAT * infl2”, “infl2
THAT * infl1”, “infl1 * infl2”, and “infl2 *
infl1”, where infl1 and infl2 are inflectional vari-
ants of noun1 and noun2, generated using WordNet
(Fellbaum, 1998); THAT can be that, which, or who;
and * stands for 0 or more (up to 8) stars separated
by spaces, representing the Google * single-word
wildcard match operator. For each query, we collect
the text snippets from the result set (up to 1000 per
query), split them into sentences, assign POS tags
using the OpenNLP tagger1, and extract features:

Verb: If one of the nouns is the subject, and the
other one is a direct or indirect object of that verb,
we extract it and we lemmatize it using WordNet
(Fellbaum, 1998). We ignore modals and auxil-

1OpenNLP: http://opennlp.sourceforge.net

Freq. Feature POS Direction
2205 of P 2→ 1
1923 be V 1→ 2
771 include V 1→ 2
382 serve on V 2→ 1
189 chair V 2→ 1
189 have V 1→ 2
169 consist of V 1→ 2
148 comprise V 1→ 2
106 sit on V 2→ 1
81 be chaired by V 1→ 2
78 appoint V 1→ 2
77 on P 2→ 1
66 and C 1→ 2
. . . . . . . . . . . .

Table 2: Most frequent features for committee
member. V stands for verb, P for preposition, and
C for coordinating conjunction.

iaries, but retain the passive be, verb particles and
prepositions (in case of indirect object).

Preposition: If one of the nouns is the head of
an NP which contains a PP, inside which there is an
NP headed by the other noun (or an inflectional form
thereof), we extract the preposition heading that PP.

Coordination: If the two nouns are the heads of
two coordinated NPs, we extract the coordinating
conjunction.

In addition, we include some non-Web features2:
Sentence word: We use as features the words

from the context sentence, after stop words removal
and stemming with the Porter stemmer.

Entity word: We also use the lemmas of the
words that are part of ei (i = 1, 2).

Query word: Finally, we use the individual
words that are part of the query string. This feature
is used for category C runs only (see below).

Once extracted, the features are used to calculate
the similarity between two noun pairs. Each feature
triplet is assigned a weight. We wish to downweight
very common features, such as “of” used as a prepo-
sition in the 2 → 1 direction, so we apply tf.idf
weighting to each feature. We then use the following
variant of the Dice coefficient to compare the weight
vectors A = (a1, . . . , an) and B = (b1, . . . , bn):

Dice(A,B) =
2×

∑n
i=1 min(ai, bi)∑n

i=1 ai +
∑n

i=1 bi
(1)

This vector representation is similar to that of
2Features have type prefix to prevent them from mixing.
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System Relation P R F Acc
UCB-A1 Cause-Effect 58.2 78.0 66.7 60.0

Instrument-Agency 62.5 78.9 69.8 66.7
Product-Producer 77.3 54.8 64.2 59.1
Origin-Entity 67.9 52.8 59.4 67.9
Theme-Tool 50.0 31.0 38.3 59.2
Part-Whole 51.9 53.8 52.8 65.3
Content-Container 62.2 60.5 61.3 60.8
average 61.4 58.6 58.9 62.7

UCB-A2 Cause-Effect 58.0 70.7 63.7 58.8
Instrument-Agency 65.9 71.1 68.4 67.9
Product-Producer 80.0 77.4 78.7 72.0
Origin-Entity 60.6 55.6 58.0 64.2
Theme-Tool 45.0 31.0 36.7 56.3
Part-Whole 41.7 38.5 40.0 58.3
Content-Container 56.4 57.9 57.1 55.4
average 58.2 57.5 57.5 61.9

UCB-A3 Cause-Effect 62.5 73.2 67.4 63.8
Instrument-Agency 65.9 76.3 70.7 69.2
Product-Producer 75.0 67.7 71.2 63.4
Origin-Entity 48.4 41.7 44.8 54.3
Theme-Tool 62.5 51.7 56.6 67.6
Part-Whole 50.0 46.2 48.0 63.9
Content-Container 64.9 63.2 64.0 63.5
average 61.3 60.0 60.4 63.7

UCB-A4 Cause-Effect 63.5 80.5 71.0 66.2
Instrument-Agency 70.0 73.7 71.8 71.8
Product-Producer 76.3 72.6 74.4 66.7
Origin-Entity 50.0 47.2 48.6 55.6
Theme-Tool 61.5 55.2 58.2 67.6
Part-Whole 52.2 46.2 49.0 65.3
Content-Container 65.8 65.8 65.8 64.9
average 62.7 63.0 62.7 65.4
Baseline (majority) 81.3 42.9 30.8 57.0

Table 3: Task 4 results. UCB systems A1-A4.

Lin (1998), who measures word similarity by using
triples extracted from a dependency parser. In par-
ticular, given a noun, he finds all verbs that have it
as a subject or object, and all adjectives that modify
it, together with the corresponding frequencies.

4 Experiments and Results

Participants were asked to classify their systems
into categories depending on whether they used the
WordNet sense (WN) and/or the Google query (GC).
Our team submitted runs for categories A (WN=no,
QC=no) and C (WN=no, QC=yes) only, since we
believe that having the target entities annotated with
the correct WordNet senses is an unrealistic assump-
tion for a real-world application.

Following Turney and Littman (2005) and Barker
and Szpakowicz (1998), we used a 1-nearest-
neighbor classifier. Given a test example, we calcu-
lated the Dice coefficient between its feature vector

System Relation P R F Acc
UCB-C1 Cause-Effect 58.5 75.6 66.0 60.0

Instrument-Agency 65.2 78.9 71.4 69.2
Product-Producer 81.4 56.5 66.7 62.4
Origin-Entity 67.9 52.8 59.4 67.9
Theme-Tool 50.0 31.0 38.3 59.2
Part-Whole 51.9 53.8 52.8 65.3
Content-Container 62.2 60.5 61.3 60.8
Average 62.4 58.5 59.4 63.5

UCB-C2 Cause-Effect 58.0 70.7 63.7 58.8
Instrument-Agency 67.5 71.1 69.2 69.2
Product-Producer 80.3 79.0 79.7 73.1
Origin-Entity 60.6 55.6 58.0 64.2
Theme-Tool 50.0 37.9 43.1 59.2
Part-Whole 43.5 38.5 40.8 59.7
Content-Container 56.4 57.9 57.1 55.4
Average 59.5 58.7 58.8 62.8

UCB-C3 Cause-Effect 62.5 73.2 67.4 63.8
Instrument-Agency 68.2 78.9 73.2 71.8
Product-Producer 74.1 69.4 71.7 63.4
Origin-Entity 56.8 58.3 57.5 61.7
Theme-Tool 62.5 51.7 56.6 67.6
Part-Whole 50.0 42.3 45.8 63.9
Content-Container 64.9 63.2 64.0 63.5
Average 62.7 62.4 62.3 65.1

UCB-C4 Cause-Effect 63.5 80.5 71.0 66.2
Instrument-Agency 70.7 76.3 73.4 73.1
Product-Producer 76.7 74.2 75.4 67.7
Origin-Entity 59.0 63.9 61.3 64.2
Theme-Tool 63.0 58.6 60.7 69.0
Part-Whole 52.2 46.2 49.0 65.3
Content-Container 64.1 65.8 64.9 63.5
Average 64.2 66.5 65.1 67.0
Baseline (majority) 81.3 42.9 30.8 57.0

Table 4: Task 4 results. UCB systems C1-C4.

and the vector of each of the training examples. If
there was a single highest-scoring training example,
we predicted its class for that test example. Oth-
erwise, if there were ties for first, we assumed the
class predicted by the majority of the tied examples.
If there was no majority, we predicted the class that
was most likely on the training data. Regardless of
the classifier’s prediction, if the head words of the
two entities e1 and e2 had the same lemma, we clas-
sified that example as negative.

Table 3 and 4 show the results for our A and C
runs for different amounts of training data: 45 (A1,
C1), 90 (A2, C2), 105 (A3, C3) and 140 (A4, C4).
All results are above the baseline: always propose
the majority label (“true”/“false”) in the test set. In
fact, our category C system is the best-performing
(in terms of F and Acc) among the participating
systems, and we achieved the third best results for
category A. Our category C results are slightly but
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consistently better than for A for all measures (P , R,
F , Acc), which suggests that knowing the query is
helpful. Interestingly, systems UCB-A2 and UCB-
C2 performed worse than UCB-A1 and UCB-C1,
which means that having more training data does not
necessarily help with a 1NN classifier.

Table 5 shows additional analysis for A4 and C4.
We study the effect of adding extra Google contexts
(using up to 10 stars, rather than 8), and using differ-
ent subsets of features. We show the results for: (a)
leave-one-out cross-validation on the training data,
(b) on the test data, and (c) our official UCB runs.

Acknowledgements: This work is supported in
part by NSF DBI-0317510.

References
Ken Barker and Stan Szpakowicz. 1998. Semi-automatic

recognition of noun modifier relationships. In Proceedings
of COLING-ACL’98, pages 96–102.

Christiane Fellbaum, editor. 1998. WordNet: An Electronic
Lexical Database. MIT Press.

Roxana Girju, Dan Moldovan, Marta Tatu, and Daniel Antohe.
2005. On the semantics of noun compounds. Computer
Speech and Language, 19(4):479–496.

Su Nam Kim and Timothy Baldwin. 2006. Interpreting seman-
tic relations in noun compounds via verb semantics. In Pro-
ceedings of COLING/ACL 2006. (poster), pages 491–498.

Mirella Lapata and Frank Keller. 2005. Web-based models for
natural language processing. ACM Transactions on Speech
and Language Processing, 2:1–31.

Mark Lauer. 1995. Designing Statistical Language Learners:
Experiments on Noun Compounds. Ph.D. thesis, Department
of Computing Macquarie University NSW 2109 Australia.

Dekang Lin. 1998. An information-theoretic definition of sim-
ilarity. In Proceedings of International Conference on Ma-
chine Learning, pages 296–304.

Preslav Nakov and Marti Hearst. 2006. Using verbs to charac-
terize noun-noun relations. In Proceedings of AIMSA, pages
233–244.

Barbara Rosario, Marti Hearst, and Charles Fillmore. 2002.
The descent of hierarchy, and selection in relational seman-
tics. In ACL, pages 247–254.

Peter Turney and Michael Littman. 2005. Corpus-based learn-
ing of analogies and semantic relations. Machine Learning
Journal, 60(1-3):251–278.

Peter Turney. 2005. Measuring semantic similarity by latent
relational analysis. In Proceedings IJCAI, pages 1136–1141.

Peter Turney. 2006. Expressing implicit semantic relations
without supervision. In Proceedings of COLING-ACL,
pages 313–320.

Features Used Leave-1-out Test UCB
Cause-Effect
sent 45.7 50.0
p 55.0 53.8
v 59.3 68.8
v + p 57.1 63.7
v + p + c 70.5 67.5
v + p + c + sent 58.5 66.2 66.2
v + p + c + sent + query 59.3 66.2 66.2
Instrument-Agency
sent 63.6 59.0
p 62.1 70.5
v 71.4 69.2
v + p 70.7 70.5
v + p + c 70.0 70.5
v + p + c + sent 68.6 71.8 71.8
v + p + c + sent + query 70.0 73.1 73.1
Product-Producer
sent 47.9 59.1
p 55.7 58.1
v 70.0 61.3
v + p 66.4 65.6
v + p + c 67.1 65.6
v + p + c + sent 66.4 69.9 66.7
v + p + c + sent + query 67.9 69.9 67.7
Origin-Entity
sent 64.3 72.8
p 63.6 56.8
v 69.3 71.6
v + p 67.9 69.1
v + p + c 66.4 70.4
v + p + c + sent 68.6 72.8 55.6
v + p + c + sent + query 67.9 72.8 64.2
Theme-Tool
sent 66.4 69.0
p 56.4 56.3
v 61.4 70.4
v + p 56.4 67.6
v + p + c 57.1 69.0
v + p + c + sent 52.1 62.0 67.6
v + p + c + sent + query 52.9 62.0 69.0
Part-Whole
sent 47.1 51.4
p 57.1 54.1
v 60.0 66.7
v + p 62.1 63.9
v + p + c 61.4 63.9
v + p + c + sent 60.0 61.1 65.3
v + p + c + sent + query 60.0 61.1 65.3
Content-Container
sent 56.4 54.1
p 57.9 59.5
v 71.4 67.6
v + p 72.1 67.6
v + p + c 72.9 67.6
v + p + c + sent 69.3 67.6 64.9
v + p + c + sent + query 71.4 71.6 63.5
Average A4 67.3 65.4
Average C4 68.1 67.0

Table 5: Accuracy for different features and extra
Web contexts: on leave-one-out cross-validation,
on testing data, and in the official UCB runs.
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Abstract

This paper describes a system for classify-
ing semantic relations among nominals, as
in SemEval task 4. This system uses a
corpus of 2,500 compounds annotated with
WordNet senses and covering 139 different
semantic relations. Given a set of nomi-
nal pairs for training, as provided in the Se-
mEval task 4 training data, this system con-
structs for each training pair a set of features
made up of relations and WordNet sense
pairs which occurred with those nominals
in the corpus. A Naive Bayes learning al-
gorithm learns associations between these
features and relation membership categories.
The identification of relations among nomi-
nals in test items takes place on the basis of
these associations.

1 Introduction

This paper describes a system for deducing the
correct semantic relation between a pair of nom-
inals in a sentence, as in SemEval task 4 (Girju,
Hearst, Nakov, Nastase, Szpakowicz, Turney, &
Yuret, 2007). This system is an adaptation of an
existing system for deducing the correct semantic
relation between the pair of words in a noun-noun
compound. This compound disambiguation system
(named PRO, for Proportional Relation Occurrence;
see Costello, Veale, & Dunne, 2006) makes use of

∗ This research was supported by the FP6 NEST Pro-
gramme of the European Commission (ANALOGY: Humans
the Analogy-Making Species: STREP Contr. No 029088)

a corpus of 2,500 compounds annotated with Word-
Net senses and covering 139 different semantic re-
lations, with each noun and each relation annotated
with its correct WordNet sense.1 Section 2 of the pa-
per will describe the format and structure of this cor-
pus, Section 3 will describe the original PRO com-
pound disambiguation system, and Section 4 will
explain how the PRO system was adapted to deduce
the correct semantic relation between a pair of nom-
inals, as in SemEval task 4. Four different versions
of the adapted system were produced (versions A,B,
C and D), either using or not using the WordNet la-
bels and the Query labels provided with training and
test items in SemEval task 4. Section 5 discusses the
performance of these different versions of the sys-
tem. Finally, Section 6 finishes the paper with some
discussion and ideas for future work.

2 A Corpus of Annotated Compounds

Using WordNet (Miller, 1995), version 2.0, a cor-
pus of noun-noun compounds was constructed such
that each compound was annotated with the correct
WordNet noun senses for constituent words, the cor-
rect semantic relation between those words, and the
correct WordNet verb sense for that relation, as de-
scribed below.

2.1 Corpus Procedure
The compounds used in this corpus were selected
from the set of noun-noun compounds defined in
WordNet. Compounds from WordNet were used
because each compound had an associated gloss or

1A file containing this corpus is available for download from
http://inismor.ucd.ie/∼fintanc/wordnet compounds
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definition explaining the relation between the words
in that compound (compounds from other sources
would not have such associated definitions). Also,
using compounds from WordNet guarantees that all
constituent words of those compounds would also
have entries in WordNet. An initial list of over
40,000 two-word noun-noun compounds was ex-
tracted from WordNet 2.0. From this list a random
subset was selected. From that set all compounds
using scientific latin (e.g. ocimum basilicum), id-
iomatic compounds (e.g. zero hour), compounds
containing proper nouns (e.g. Yangtze river), non-
english compounds (e.g. faux pas), and chemical
terminology (e.g. carbon dioxide) were excluded.

The remaining compounds were placed in random
order, and a research assistant annotated each with
the WordNet noun senses of the constituent words,
the semantic relation between those words, and the
WordNet verb sense of that relation. A web page
was created for this annotation task, showing the an-
notator the compound to be annotated and the Word-
Net gloss (meaning) for that compound. This page
also showed the annotator the list of WordNet senses
for the modifier noun and head noun in the com-
pound, allowing the annotator to select the correct
sense for each word. After word-sense selection an-
other page was presented allowing the annotator to
identify the correct semantic relation for that com-
pound and to select the correct WordNet sense for
the verb in that relation.

2.2 Corpus Results

Word sense, relation, and relation sense information
was gathered for 2,500 compounds. Relation occur-
rence was well distributed across these compounds:
there were 139 different relations used in the corpus.
Note that in SemEval task 4, the number of relation
categories available was much smaller than the set
of relation categories available in our corpus (just 7
relation categories in the SemEval task).

3 Compound Disambiguation Algorithm

This section presents the ‘Proportional Relation Oc-
currence’ (PRO) algorithm which makes use of the
corpus results described above to deduce seman-
tic relations for noun-noun compounds. In Section
4 this algorithm is adapted to deduce relations be-

Preconditions:
The entry for each compound C in corpus D contains:
CmodList = sense + hypernym senses for modifier of C;
CheadList = sense + hypernym senses for head of C;
Crel = semantic relation of C;

Input:
X = compound for which a relation is required;
modList = sense + hypernym senses for modifier of X;
headList = sense + hypernym senses for head of X;
finalRelationList = ();
finalPairList = ();

Begin:
1 for each modifier sense M ∈modList
2 for each head sense H ∈ headList
3 relCount = ();
4 matchCount = 0;
5 P = (M, H);
6 for each compound C ∈ corpus D
7 if ((M ∈ CmodList) and (H ∈ CheadList))
8 relCount[Crel] = relCount[Crel] + 1;
9 matchCount = matchCount + 1;
10 for each relation R ∈ relCount
11 score = relCount[R]/matchCount;
12 prevScore = finalRelationList[R];
13 if (score > prevScore)
14 finalRelationList[R] = score;
15 if (score > pairScore)
16 finalPairList[P ] = score;
17 sort finalRelationList by score ;
18 sort finalPairList by score ;
19 return (finalRelationList, finalPairList);
End.

Figure 1: PRO disambiguation algorithm.

tween nominals in SemEval task 4.

The approach to compound disambiguation taken
here is similar to that taken by for example Kim &
Baldwin (2005) and Girju, Moldovan, Tatu, & An-
tohe (2005), and works by finding other compounds
containing words from the same semantic categories
as the words in the compound to be disambiguated:
if a particular relation occurs frequently in those
other compounds, that relation is probably also the
correct relation for the compound in question. We
take WordNet senses to represent semantic cate-
gories. Once the correct WordNet sense for a word
has been identified, that word can placed in a set of
nested semantic categories: the category represented
by that sense, by the parent sense (or hypernym) of
that sense, the parent of that parent, and so on up to
the (notional) root sense of WordNet.

Figure 1 shows the algorithm in pseudocode. The
algorithm uses the corpus of annotated noun-noun

371



compounds and, to disambiguate a compound, takes
as input the correct WordNet sense for the modifier
and head words of that compound (if known) plus
all hypernyms of those senses. If modifier and head
word senses are not known, the most frequent senses
for those words are used, plus all hypernyms of those
senses. The algorithm pairs each modifier sense with
every head sense. For each sense-pair, the algorithm
goes through the corpus of compounds and extracts
every compound whose modifier sense (or a hyper-
nym of that sense) is equal to the modifier sense in
the current sense-pair, and whose head sense (or a
hypernym of that sense) is equal to the head sense in
that pair. The algorithm counts the number of times
each relation occurs in that set of compounds, and
assigns each relation a Proportional Relation Occur-
rence (PRO) score for that pair, equal to the condi-
tional probability of relation R given sense-pair S.

If the PRO score for relation R in the current
sense-pair is greater than the score obtained for R
with some other pair, the current score is recorded
for R. If the score for R for the current pair P is
greater than any previous score obtained for P , that
score is recorded for P . In this way the algorithm
finds the maximum score for each relation R across
all sense-pairs, and the maximum score for each pair
P across all relations. The algorithm returns a list of
relations and of sense-pairs for the compound, both
sorted by score. The relations and sense-pairs with
the highest scores are those most likely to be correct
for that compound and to be most important for its
relational meaning.

In Costello, Veale and Dunne (2006), this algo-
rithm was tested by applying it to the annotated cor-
pus using a leave-one-out approach. These tests
showed a reliable relationship between PRO score
and accuracy of response. At a PRO level of 1, the
algorithm return a response (selects a relation) for
just over 900 compounds, and approximately 850 of
those responses are correct (the algorithm’s preci-
sion at this level is 0.92).

4 Adapting to the SemEval 4 task

To apply the PRO algorithm to the training and test
sentences in SemEval task 4 first required a mapping
from the labels used to tag nominals in that task (la-
bels e1 and e2) to the modifier and head categories

used by the PRO algorithm. To carry out this map-
ping the nominal whose label appeared in the first
position in a relation tag was taken to be the modi-
fier for that relation, and that in the second position
was taken to be the head; for example, with the rela-
tion tag CONTAINER-CONTENT(E1,E2) the nomi-
nal e1 would be taken to be the modifer and e2 to
be the head. Given this mapping the PRO algorithm
could be applied to sentences from SemEval task 4,
taking modifier and head nominals as input and pro-
ducing as output lists of candidate relations and rel-
evant sense pairs (sorted by PRO score).

The relations produced by the PRO algorithm do
not correspond to the 7 relations in SemEval task
4. To make predictions about the 7 SemEval rela-
tions, the scored relation lists and sense-pair lists
returned by the PRO algorithm were used as fea-
tures for a straightforward Naive Bayes learning al-
gorithm, as implemented in the Perl module Algo-
rithm::NaiveBayes. For each sentence in a training
set in SemEval task 4, the PRO algorithm was ap-
plied to produce a list of relations and sense pairs
describing that sentence. Each relation and each
sense pair in this list has an associated PRO score,
and Naive Bayes was trained on these features of all
members of the training set, and then applied to test
set sentences to produce predictions about each sen-
tence’s membership or non-membership in the rela-
tion in question.

Version A of the system used neither the WordNet
sense tags nor the Query labels provided with the 7
relation categories used. Instead of using WordNet
senses for the input words the system simply used
the first (most frequent) noun senses for those words,
and proceeded as described above. Version B used
WordNet sense tags. Versions C and D of the system
used either the first WordNet sense or the provided
sense tags, coupled with the query terms used in the
SemEval task. An additional module in the system
was intended to make use of these query terms in
relation classification by comparing the query term
of the sentence to be classified with query terms in
positive or negative training examples of that rela-
tion, and making a decision based on that compari-
son. Unfortunately, due to an error this query term
module was not activated in the submitted runs, so
the results from versions C and D are the same as
from A and B.
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Table 1: F-Score results by relation and run.
relation A4 B4 C4 D4

Cause-Effect 72.1 65.1 72.1 65.1
Instrument-Agency 69.8 58.1 69.8 58.1
Product-Producer 73.1 73 73.1 73
Origin-Entity 43.1 42.3 43.1 42.3
Theme-Tool 50 49.2 50 49.2
Part-Whole 71.7 75 71.7 75
Content-Container 73.8 59.4 73.8 59.4

Avg 64.8 60.3 64.8 60.3

5 SemEval 4 task results

Table 1 shows the results returned for the PRO sys-
tem for training run 4 (using all 140 training items in
each relation) for the four possible runs A, B, C and
D. Due to the error in activating the query term mod-
ule, columns C4 and D4 are identical to columns A4
and B4. There are two notable aspects of the results
in Table 1. First, the system’s performance was bet-
ter for run A4 (that did not use WordNet senses) than
for B4 (using WordNet senses). Indeed, the system
came first out of 6 systems which took part in the
A4 run. This was surprising: it had been expected
that using the correct WordNet senses for nominals
would improve the system’s performance. Analy-
sis revealed that A4 runs using most frequent Word-
Net senses provided more matches with entries in
the compound corpus the B4 run using the correct
WordNet senses. This may explain why the system
gave a better performance for A4 than B4.

The second interesting aspect of Table 1 is the
variation of the system’s responses across the dif-
ferent relation categories. For the two relations
‘Origin-Entity’ and ‘Theme-Tool’ the system has an
F-score of 50 or less, while for the other five rela-
tions the system’s F-score is around 70. It is not as
yet clear why the system performed so poorly for
these relations: further investigation is needed to ex-
plain this curious pattern.

6 Conclusions

This paper has described a system for automatically
seslecting relations between nominals which uses
the PRO algorithm and compound corpus to form

features for pairs of nominals (consisting of can-
didate relations and sense-pairs co-occurring with
those relations), and uses a Naive Bayes algorithm
to learn to identify relations between nominals from
those features. The system performs best using the
most frequent WordNet senses for those nominals,
suggesting that the system may work usefully in de-
ducing semantic relations between nominals with-
out the need to deduce word senses. However, the
system’s performance does not seem particularly
impressive or suitable for application to real-world
tasks as yet. The system’s best performance repre-
sents an accuracy of 66% across relations: in other
words, the system gets 1 in three relations wrong in
the SemEval task.

There is one very obvious area for improvement in
the system described here. Currently the system uses
a simple Naive Bayes algorithm for learning associ-
ations between features and relation categories. A
more sophisticated approach (using Support Vector
Machines, for example) would be likely to improve
the systsem’s performance noticably. The conver-
sion of the system to use some form of SVM should
not be difficult. A more difficult problem, however,
is to address the system’s poor performance on some
relations. This is currently difficult to understand,
and represents a serious flaw in the system. Resolv-
ing this problem may reveal some useful aspects of
the structure of different sorts of semantic relations
between nominals.
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Abstract 

For our system we use the SMO implemen-
tation of a support vector machine provided 
with the WEKA machine learning toolkit. 
As with all machine learning approaches, 
the most important step is to choose a set of 
features which reliably help to predict the 
label of the example. We used 76 features 
drawn from two very different knowledge 
sources. The first 48 features are boolean 
values indicating whether or not each of the 
nominals in the sentence are linked to cer-
tain other words in the WordNet hypernym 
and meronym networks. The remaining 28 
features are web frequency counts for the 
two nominals joined by certain common 
prepositions and verbs. Our system per-
formed well on all but two of the relations; 
theme-tool and origin entity. 

1 Introduction and Related Work 

This paper describes a system for participating 
in SemEval 2007 task 4; “Classification of Seman-
tic Relations Between Nominals”. This SemEval 
task required systems to establish whether or not a 
particular semantic relation held between two 
nominals in a sentence. There were 7 semantic re-
lations, with approximately 70 positive and 70 
negative example sentences for each relation. 
There were approximately 70 examples in the test 
sets for each relation.  

This task is similar to the problem of determin-
ing what semantic relation holds between the con-

stituents of a noun-noun compound. Work in this 
area has used both statistical information about the 
frequencies of lexical patterns and hand-built 
knowledge databases such as WordNet and the-
saura. In our system we combine these two knowl-
edge sources and build a set of features to use as 
input to a Support Vector Machine learning algo-
rithm.  

  The use of hit counts from web search engines 
to obtain lexical information was introduced by 
Turney (2001). The idea of searching a large cor-
pus for specific lexico-syntactic phrases to indicate 
a semantic relation of interest was first described 
by Hearst (1992). A lexical pattern specific enough 
to indicate a particular semantic relation is usually 
not very frequent, and using the web as a corpus 
alleviates the data sparseness problem. However, it 
also introduces some problems. The number of 
results returned is unstable as pages are created and 
deleted all the time, and the major search engines 
return only rounded frequency estimates and do 
not allow a very sophisticated query interface. Na-
kov and Hearst (2005) examined the use of web-
based n-gram frequencies for an NLP task and 
concluded that these issues do not greatly impact 
the interpretation of the results. 

  Turney and Littman (2005) use web queries to 
the AltaVista search engine as the basis for their 
system to assign semantic relations to modifier-
noun phrases. They use a set of 64 short preposi-
tional and conjunctive phrases (joining terms) to 
generate exact queries of the form “noun joining 
term modifier”, and “modifier joining term noun”. 
Using 64 joining terms and trying the noun and 
modifier in either order resulted in a vector of 128 
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hit counts for each noun-modifier pair. These hit 
counts were used with a supervised (nearest 
neighbor) algorithm to label the modifier-noun 
phrases.  
  Nakov and Hearst (2006) use queries of the form 
“noun that * modifier” where '*' is a wildcard 
operator. By retrieving the words that most 
commonly occurred in the place of the wildcard 
they were able to identify very specific predicates 
that are likely to represent the relation between 
noun and modifier. 
  There have also been several approaches which 
used hand built knowledge sources.  Rosario and 
Hearst (2001) used MeSH, a lexical hierarchy of 
medical terms. They use this hierarchy to assign 
semantic properties to head and modifier words in 
the medical domain. They use a neural network 
trained on these attributes to assign the noun 
phrases a semantic relation. 
   Nastase and Szpakowicz (2003) use the position 
of the noun and modifier words within general se-
mantic hierarchies (Roget's Thesaurus and Word-
Net) as attributes for their learning algorithms. 
They experiment with decision trees, a rule induc-
tion system, a relational learner and memory based 
learning. They conclude that the rule induction 
system is capable of generalizing to characterize 
the noun phrases. 
Moldovan et al (2004) also use WordNet. They 
experiment with a Bayesian algorithm, decision 
trees, and their own algorithm; semantic scattering. 
  As far as we are aware ours is the first system to 
combine features derived from a hand-built lexical 
database with corpus frequencies of lexical 
patterns. 

2 System Description 

 2.1 WordNet Features 
Our system uses both features derived from 
WordNet and features obtained by collecting web 
frequencies for lexical patterns. We did not use any 
information from the sentence in which the two 
nominals appeared, nor did we use the query used 
to retrieve the examples. We did make use of the 
WordNet sense for the features we obtained from 
WordNet. 
 There are 48 features derived from WordNet. 
Most of these are boolean values indicating 

whether or not each of the nominals in the sentence 
appear below certain other high-level concepts in 
the hypernym hierarchy. We chose 22 high level 
concepts we believed may be good predictors of 
whether or not a nominal could be an argument of 
the semantic relations used in this task. These 
concepts are listed below in table 1. 
 

Table 1. Concepts in the WordNet hierarchy used to 
generate features. 
 

For each of these WordNet entries we checked 
whether or not each of the nominals in the example 
sentence appeared below the entry in the WordNet 
hypernym tree. This gave us 44 features. We also 
checked whether the first nominal was a hypernym 
of the second; and vice-versa; and whether the first 
nominal was a meronym of the second; and vice 
versa. This gives us in total 48 boolean features 
derived from WordNet. 

2.2 Web Frequencies 
The remaining features were numerical values 
obtained by retrieving the frequencies of web 
searches for the two nominals joined by certain 
common prepositions and verbs. These joining 
terms are listed below in table 2. 

  Table 2. Joining terms used to generate features. 

 
physical_entity 

grouping 
attribute 

psychological_feature 
quantity 
container 

act 
work 
being 

natural_object 
instrumentation 

 

 
physical_object 

substance 
matter 
process 

causal_agent 
tool 

device 
content 
event 
unit 
state 
 

of 
for 
in 
on 
at 

with 
             about 

produces 
used for 

has 
contains 

from 
causes 

made from 
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To obtain the frequencies we used the API to the 
“MSN Live” search engine. 

 
Choosing a set of joining terms in a principled 

manner is not an easy task, but there is certainly 
some correlation between a prepositional term or 
short linking verb and a semantic relation. For ex-
ample, “contains” tends to indicate a spatial rela-
tion, while the preposition “in” indicates a locative 
relation, either temporal or spatial. 

When collecting web frequencies we took ad-
vantage of the OR operator provided by the search 
engine. For each joining term, we wanted to sum 
the number of hits for the term on its own, the term 
followed by 'a', and the term followed by 'the'. In-
stead of conducting separate queries for each of 
these forms, we were able to sum the results with 
just one search. For example, if the two nominals 
in the sentence were “battery” and “phone”; one of 
the queries would be:  

“battery in phone” OR “battery in a phone” OR 
“battery in the phone” 

These features were numeric values; the raw num-
ber of documents returned by the query. 

2.3 Learning Algorithm 
All of the features were used as input to our  

learning algorithm, which was a Support Vector 
Machine (SVM). An SVM is a method for creating 
a classification function which works by trying to 
find a hypersurface in the space of possible inputs 
that splits the positive examples from the negative 
examples for each class. We did not normalize 
these values as normalization is handled by the 
WEKA implementation which we used. 

WEKA is a machine learning toolkit written in 
Java (Witten and Frank, 1999).  The algorithm we 
used was an SVM trained with the Sequential 
Minimal Optimization method provided by Weka. 

 

3. Results 

The average f-value obtained by our system using 
all of the training data was 65.4. There was a sig-
nificant difference in performance across different 
relations. The results for each relation are below. 

 
 

Relation                         Pre   Rec    F     Acc    
cause-effect  61.7  90.2  73.3  66.2   
instrument-agency  59.3  84.2  69.6  64.1   
product-producer  70.9  98.4  82.4  72.0   
origin-entity  51.4  50.0  50.7  56.8   
theme-tool  52.9  31.0  39.1  60.6   
part-whole  66.7  69.2  67.9  76.4   
content-container 71.4  78.9  75.0  73.0  
Average                        62.0  71.7  65.4  67. 

 
The standard deviation of the f-values is 13.9. 

The average of the f-values is brought down by 
two of the relations; origin-entity and theme-tool. 
The poor performance of these relations was noted 
during early experimentation with the training 
data; and the list of WordNet concepts and joining 
terms was amended to try to improve classifica-
tion, but no improvement was achieved. If the re-
sults for these relations are omitted the average f-
score rises to 73.6 

3.1 Information Gain 
In order to evaluate which features were the 

most useful for each relation, we used the Informa-
tion Gain feature ranking tool in WEKA. This tool 
measures the change in entropy attributed to each 
feature and ranks them accordingly. In some cases 
we found that the high ranking features for a rela-
tion were ones which were intuitively relevant to 
predicting that relation; however some features still 
had high Information Gain despite seeming 
unlikely to be predictive of the relation. 

The eight most informative features for the 
Cause-Effect and Content-Container relations are 
shown below. WordNet features are in normal 

Table 3. The features with the highest information gain 
for cause-effect and content-container. 

Cause-Effect Content-Container
quantity 
at 
used for2 
grouping 
object2 
substance 
substance2 
instrumentation2 
 

Instrumentation2 
Container2 
contains 
physical_object2 
physical_entity2 
psychological_feature 
substance2 
device2 
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font; the joining terms for web searches in italics. 
The '2' after a feature indicates that the web search 
was of the form "N2 joining term N1"; or that the 
WordNet property holds for N2; where the relation 
is relation(N1,N2). 

Most of these features make sense. For example, 
the search query “contains” and the Wordnet entry 
“Container” linked to the second noun are the sec-
ond and third most informative for the content con-
tainer class, and the query “N2 used for N1” ranks 
highly in the cause-effect relation. However, it is 
unclear why being a hyponym of “quantity” would 
provide information about the cause-effect relation. 

4    Conclusion and Future Work 

  This paper describes a system for participating in 
SemEval 2007 task 4; “Classification of Semantic 
Relations Between Nominals”. Our system com-
bines features generated by analyzing the WordNet 
hypernym tree with features which indicate the 
frequencies of certain lexical patterns involving the 
nominals and common prepositions, using the web 
as a corpus.  
  The performance of the system was above the 
average score of other systems which used the 
WordNet sense of the training examples but not the 
query used to obtain them. The system was held 
back particularly by two relations, theme-tool and 
origin-entity. 
  There are many potential avenues for future work 
in this area. We chose 48 features based on Word-
Net and 28 lexical patterns to search the web for. 
These were chosen arbitrarily on the basis that they 
looked like they would be informative in general, 
over all seven relations. A more principled ap-
proach would be to begin with a much larger num-
ber of features and use information gain to select 
the most informative features for each relation in-
dividually. This should improve performance by 
ensuring that only the most relevant features for a 
specific relation are used to train the classifier for 
that relation. 
Also, there is room for more investigation into how 
short prepositional joining phrases map onto un-
derlying semantic relations (Girjiu 2006).  
 
 
 

References 
Roxana Girju. 2006. Out-of-context noun phrase seman-

tic interpretation with cross-linguistic evidence. In 
Proceedings of the 15th ACM international confer-
ence on Information and knowledge management 

Marti A. Hearst: 1992. Automatic Acquisition of Hypo-
nyms from Large Text Corpora. COLING:539-545 

Dan Moldovan, Adriana Badulescu, Marta Tatu, Daniel 
Antohe and Roxana Girju. 2004. Models for the Se-
mantic Classification of Noun Phrases. In Proceed-
ings of the HLT/NAACL Workshop on Computational 
Lexical Semantics. Boston , MA. 

Preslav Nakov and Marti Hearst. 2006. Using Verbs to 
Characterize Noun-Noun Relations, in the Proceed-
ings of AIMSA 2006,  

Preslav Nakov and Marti Hearst. 2005. Using the Web 
as an Implicit Training Set: Application to Structural 
Ambiguity Resolution, in HLT/EMNLP'05,  

 Vivi Nastase and Stan Szpakowicz. 2003. Exploring 
Noun-Modifier Semantic Relations. International 
Workshop on Computational Semantics, Tillburg, 
Netherlands,  2003 

Barbara Rosario and Marti A. Hearst. 2001. Classifying 
the semantic relations in noun compounds via a do-
main-specific lexical hierarchy. In Proceedings of the 
2001 Conference on Empirical Methods in Natural 
Language Processing. ACL 

Peter D. Turney. 2001. Mining the web for synonyms: 
PM-IR vs LSA on TOEFL, Proceedings of the 
Twelth European Conference on machine learning,  

Peter D. Turney and Michael L. Littman. 2005. Corpus-
based learning of analogies and semantic relations. 
Machine Learning, 60(1–3):251–278 

Ian H. Witten and Eibe Frank. 1999. Data Mining: 
Practical Machine Learning Tools and Techniques 
with Java Implementations, Morgan Kaufmann 
(1999) 

 

377



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 378–381,
Prague, June 2007. c©2007 Association for Computational Linguistics

UCD-S1: A hybrid model for detecting semantic relations between noun 
pairs in text

Cristina Butnariu
School of Computer Science and Informatics

University College Dublin
Belfield, Dublin 4, Ireland.

ioana.butnariu@UCD.ie

Tony Veale
School of Computer Science and Informatics

University College Dublin
Belfield, Dublin 4, Ireland.
tony.veale@UCD.ie

Abstract

We describe a supervised learning approach to 
categorizing  inter-noun  relations,  based  on 
Support Vector Machines, that builds a differ-
ent classifier for each of seven semantic rela-
tions.  Each  model  uses  the  same  learning 
strategy,  while  a  simple  voting  procedure 
based on five trained discriminators with vari-
ous  blends  of  features  determines  the  final 
categorization.  The features that  characterize 
each of the noun pairs are a blend of lexical-
semantic  categories extracted  from WordNet 
and  several  flavors  of  syntactic  patterns  ex-
tracted  from  various  corpora,  including 
Wikipedia and the WMTS corpus.

1 Introduction

The  SemEval  task  for  classifying  inter-noun 
semantic  relations  employs  seven  semantic 
relations  that  are  not  exhaustive:  Cause-Effect, 
Instrument-Agency,  Product-Producer  Origin-
Entity,  Theme-Tool,  Part-Whole  and  Content-
Container.  The  task  is  to  classify  the  relations 
between pairs of concepts that are part of the same 
syntactic  structure  in  a  given  sentence.  This 
approach  employs  a  context-dependent 
classification,  as  opposed to  usual  out-of-context 
approaches  in  classifying  semantic  relations 
between noun pairs (e.g., (Turney, 2005), (Nastase 
et. al., 2006)).

Our  approach  is  based  on  the  Support  Vector 
Machines  learning  paradigm  (Vapnik,  1995),  in 
which supervised machine learning is used to find 
the most  salient combination of features for each 
semantic relation. These features include semantic 
generalizations of  the noun-senses as encoded as 
WordNet (WN) hyponyms,  some manually selec-

ted  linguistic  features  (e.g.,  agentive,  gerundive, 
etc.) as well as the observed relational behaviour of 
the given nouns in three different corpora: the col-
lected  glosses  of  WordNet;  the  collected  text  of 
Wikipedia; and the WMTS corpus.

One can find similar approaches in the literature 
to the semantic classification of noun compounds. 
Turney (2005) uses automatically extracted para-
phrases to build a similarity measure between pairs 
of concepts, while  Nastase et. al. (2006) proposes 
separate models for two different word representa-
tions  when  determining  the  semantic  relation  in 
modifier-noun compounds:  a model  based on the 
lexico-semantic aspects of words and a model that 
uses contextual information from corpora. Our ap-
proach is different in that we use all the available 
features of word representations and concept inter-
actions in a single hybrid model.

2 System description

Our  system,  named  the  Semantic  Relation  Dis-
criminator (or SRD), takes as input a set of noun 
pairs that are manually classified as positive/negat-
ive for a given semantic relation and produces as 
output  a  discriminator  for  that  semantic  relation. 
We used SRD to learn different models for each of 
the  seven  semantic  relations  in  the  classification 
scheme for task 4 in the SemEval Workshop. The 
SRD system relies  on several  data-resources  and 
tools:  the  WN  noun-sense  hierarchy,  a  corpus 
made up of the WordNet glosses, the complete text 
of  Wikipedia  (downloaded June,  2005),  a  search 
engine indexing a very large corpus of text, and the 
WEKA  Data  Mining  software  package  (version 
3.5). 

SRD combines  two types  of  features  for  each 
noun pair:  semantic  features  extracted  from  WN 
noun-sense hierarchy, for which the WN synset-id 
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information of each noun is used and syntactic fea-
tures extracted from the unlabeled and unstructured 
corpora mentioned above for which a shallow pars-
ing approach is employed. 

2.1 Feature acquisition 

SRD follows four steps in acquiring features: 

• Select  semantic  generalizations.  For  each 
noun-sense in a pair, SRD extracts all hyper-
nyms  at  depth  8 or  higher  in  the  WordNet 
noun-sense hierarchy.

• Extract  syntactic  phrases.  SRD  looks  for 
phrases in corpora that occur before or after 
each noun in a pair and which obey one of 
several  syntactic  templates.  SRD also looks 
for  joining  phrases  between  each  pair  of 
nouns that contain 5 words or less.

• Clean-up these phrases. SRD lemmatizes the 
words in each phrase and removes function 
words such as articles, possessive pronouns, 
adjective and adverbs. 

• Record  observed  patterns.  For  each  noun 
pair, SRD records the following types of syn-
tactic patterns together with their corpus fre-
quencies: joining terms that comprise at least 
one verb; phrases that are composed of one 
verb  and  one  preposition;  and  phrases  that 
are composed of a simple verb or a phrasal 
verb.

2.2 Selecting the features

Due to the large number of  features extracted in 
these  steps,  SRD  employs  five  different  models 
that  use  different  combination  of  features  and 
which pool their votes to determine a single predic-
ation for each learning task. We describe below the 
feature sets used for each component. The features 
have binary values: 1 if the feature is present for a 
noun pair, and 0 otherwise. 

Each model employs WordNet hypernyms (from 
the  top  8  layers  of  the  noun  hierarchy)  of  both 
noun-senses as semantic features, while models 1 
and 2 employ the following additional features for 
each noun pair (N1, N2):

1. The  most  frequent  syntactic  patterns  that 
appear between N1 and N2 in corpora

2. The  most  frequent  syntactic  patterns  that 
appear between N2 and N1 in corpora

Model 1 and Model 2 differ only in the syntactic 
templates  used  to  validate  inter-noun  patterns. 
Model  1  fixates  on  patterns  that  contain  a  verb, 
while Model 2 accepts patterns that contain either a 
preposition or a verb, or both. This yields, on aver-
age, 5,000 binary features for Model 1 for each of 
the seven relation types, and an average of 10,000 
binary features for Model 2. 

In addition to WN-derived hypernymic-features, 
models 3 and 4 employ the following: 

1. The  most  frequent  syntactic  patterns  that 
immediately precede N1 in a corpus

2. The  most  frequent  syntactic  patterns  that 
immediately follow N1 in a corpus

3. The  most  frequent  syntactic  patterns  that 
immediately precede N2 in a corpus

4. The  most  frequent  syntactic  patterns  that 
immediately follow N2 in a corpus

In Model  3 each syntactic  pattern comprises a 
hyphenated  verb,  while  the  syntactic  patterns  in 
Model 4 each contain a preposition or a verb. SRD 
generates,  on  average,  1,500  binary  features  in 
Model 3 and 2,500 features in Model 4 for each re-
lation-type.

In addition to WN-derived hypernymic-features, 
model 5 employs the following:

1. A set of linguistic features for N1, indicat-
ing  whether  this  noun  is  a  nominalized 
verb, or whether it frequently appears in a 
specific semantic case role (e.g., agent).

2. The same set of linguistic features as de-
termined for N2.

SRD generates, on average, approximately 700 
binary features for each relation-type in Model 5. 

2.3 Building the models

The  SVM  learning  paradigm  seems  particularly 
suitable  to  our  task  for  a  number  of  reasons. 
Firstly, it  behaves robustly for all  seven learning 
tasks, ignoring the noise in the training set. This is 
important, since e.g., some training pairs for the In-
strument-Agency relation were labeled as both true 
and false. Secondly, SVM has an automated mech-
anism  for  parameter  tuning,  which  reduces  the 
overall computational effort. 

SRD employs  polynomial  SVMs because  they 
appear  to  perform  better  for  this  task  compared 
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with simple linear SVMs or radial-basis functions. 
We used the WEKA implementation of John Plat-
t’s Sequential Minimal Optimization method (Platt, 
1998) to train the feature weights on all the avail-
able training data. Using SMO to train the polyno-
mial SVM takes approx. 2.8 CPU sec. per model.

The motivation for a multiple model scheme ap-
proach comes from empirical results. SRD yields 
higher  results  relative  to  the  five  single  models 
schemes that compose our system when evaluated 
using 10-fold cross validation on the training data. 

3 Experiments and Results

The SemEval  data-set  for  each  of  the  seven  se-
mantic relations comprises 140 annotated instances 
for training and between 70 to 90 for testing. Each 
instance  is  manually  labelled  with  the  part  of 
speech of each concept in a pair, as well as the WN 
synset-id of the intended word-sense and a sample 
sentential context. SRD’s predictions fall into eval-
uation category B, as the system uses WN synset-
id but not the query pattern used to originally pop-
ulate the data-sets with instances. SRD also skips 
those  training  instances  where  WN sense-ids  are 
not provided, so that the actual number of training 
instances used ranges from 129 to 138 manually la-
belled examples per relation-type.

SRD’s  precision,  recall,  F-score  and  accuracy 
for each relation is given by Table 1.

P R F1 Acc #t 
inst.

Cause-Effect 69.8 73.2 71.4 70.0 80
Instrument-Agency 72.5 76.3 74.4 74.4 78
Product-Producer 80.6 87.1 83.7 77.4 93
Origin-Entity 60.0 50.0 54.5 63.0 81
Theme-Tool 50.0 34.5 40.8 59.2 71
Part-Whole 71.4 57.7 63.8 76.4 72
Content-Container 84.8 73.7 78.9 79.7 74
Average 69.9 64.6 66.8 71.4 78.4

Table1. Results for SRD across the seven learning tasks

To  assess  the  effect  of  varying  quantities  of 
training  data,  the  model  was  tested  on  different 
fractions of the training data: dataset B1 comprises 
the first quarter of the training data, dataset B2 the 
first  half,   while  B3  dataset  comprises  the  first 
three  quarters  and  B4  comprises  the  complete 
training dataset. We report the behavior of SRD in 
predicting the unseen test data when learning from 
these datasets in table 2. The measures of table 2 

represent an average of SRD’s performance across 
all relation-types.

P R F1 Acc
Dataset B1  65.4 53.3 56.4 66.2
Dataset B2 67.8 63.8 63.5 69.6
Dataset B3 71.7 64.0 66.8 71.6
Dataset B4 69.9 64.6 66.8 71.4

Table2. Results for SRD on different training datasets

3.1 Error analysis

Three types of baseline values were proposed for 
this  task.  Baseline  1 (“majority baseline”)  is  ob-
tained by always guessing either "true" or "false", 
according to whichever is the majority category in 
the testing data-set for the given relation. Baseline 
2 (“alltrue baseline”) is achieved by always guess-
ing  “true”.  Baseline  3  (“probmatch  baseline”)  is 
obtained  by  randomly  guessing  "true"  or  "false" 
with  a  probability  matching  the  distribution  of 
"true" or "false" in the testing dataset.
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class1 class2 class3 class4 class5 class6 class7

SRD Baseline1 Baseline2 Baseline3

Figure1.  Comparison  of  SRD’s  F-scores  for  each  se-
mantic relation and the corresponding baselines.

Figure 1 plots the F-scores obtained for each se-
mantic relation. We observe that SRD has exhibits 
poor performance on two particular relations, Ori-
gin-Entity and Theme-Tool, denoted “class4” and 
“class5” in the plot of Figure 1. SRD achieves the 
same  F-measure  score  as  the  random  prediction 
baseline for Theme-Tool class, suggesting that the 
features used are simply not capable of building a 
discriminator for this semantic relation. SRD’s F-
score for Origin-Entity class is 10% higher than the 
random baseline, but still performs below the other 
two baselines. SRD’s best performance is achieved 
for Product-Producer and Part-Whole,  with an F-
score 11% higher than the highest baseline.

380



Table3. SRD F-measures using different feature sets

3.2 Improvements

One obvious problem with SRD is that we use a 
high-dimensional feature-space to train each mod-
el. Research in text categorization (e.g., Dumais et  
al., 1998) shows that feature selection algorithms 
like information gain can identify the most produc-
tive dimensions of the feature space and simultane-
ously boost classification accuracy.

To explore  this  potential  for  improvement,  we 
applied two types of feature selection filters (using 
WEKA): the InfoGainAttrEval filter that evaluates 
the utility of  a feature  by measuring information 
gain w.r.t. the class; and the  CfsSubsetEval filter, 
which evaluates the utility of a subset of features 
by considering the individual predictive ability of 
each individually and the degree of redundancy be-
tween  them  collectively.  Results  of  our  experi-
ments with SRD using different subsets of feature 
sets are displayed in Table 3. Set 1 is the complete 
set of all features. Set 2 is the subset obtained with 
the  top  n  features  as  ranked  by the  InfoGainAt-
trEval filter  (n is  determined using 10-fold cross 
validation on the training data). Set 3 is a tailored 
feature-set created for each relation-type using the 
CfsSubsetEval filter. Set 4 is the subset of all fea-
tures extracted from WN. 

We find that feature-filtering boosts the perfor-
mance of some learning tasks by up to 14 % (e.g., 
the Theme-Tool relation), but it can also decrease 
performance by the same amount (e.g., the Origin-
Entity relation). SRD achieves its best performance 
-- an overall F-measure of 71.7% -- when using a 
feature set that is tailored to each of the semantic 
relation classification tasks (e.g., Set 4 (WN only) 
for Origin-Entity, Set 1 (all) for Product-Producer 
and Container-Content, Set 4 and Set 3 (relation-
specific subsets) for everything else).

4 Conclusions

SRD  is  an  SVM-based  approach  to  classifying 
noun-pairs into categories that best reflect the se-
mantic relationship underlying each pair. Without 
feature-filtering, SRD shows modest classification 
capability, performing better than the highest base-
lines for five of the seven relational classes. Exper-
iments  with  feature  filtering  encourage  us  to  try 
and refine SRD’s feature space to focus on more 
discriminatory and semantically-revealing features 
of nouns. Feature-filtering can diminish as well as 
improve performance, and thus, should ideally be 
linked to an insightful theory of how particular fea-
tures  contribute  to  the  human-understanding  of 
noun-noun  pairs.  Filtering  techniques  provide  a 
good basis for formulating feature-based hypothe-
ses, but the most productive feature sets will come, 
we hope, from a cognitive and conceptual under-
standing of  the  processes  of  phrase  construction, 
rather than from an exhaustive and largely theory-
free exploration of different feature-sets.
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Abstract 

This paper presents a method for auto-

matic classification of semantic relations 

between nominals using Sequential 

Minimal Optimization. We participated 

in the four categories of SEMEVAL task 

4 (A: No Query, No Wordnet; B: Word-

Net, No Query; C: Query, No WordNet; 

D: WordNet and Query) and for all train-

ing datasets. Best scores were achieved 

in category B using a set of feature vec-

tors including lexical file numbers of 

nominals obtained from WordNet and a 

new feature WordNet Vector designed 

for the task
1
. 

1 Introduction 

The survey of the state-of-art reveals an increas-

ing interest in automatically discovering the un-

derlying semantics in natural language. In this 

interdisciplinary field, the growing interest is 

justified by the number of applications which 

can directly benefit from introducing semantic 

information. Question Answering, Information 

Retrieval and Text Summarization are examples 

of these applications (Turney and Littman, 2005; 

Girju et al., 2005).  

In the present work and for the purpose of the 

SEMEVAL task 4, our scope is limited to the 

semantic relationships between nominals. By 

this definition, we understand it is the process of 

discovering the underlying relations between 

two concepts expressed by two nominals.  

                                                 
1
 This work has been partially supported by the Re-

gional Government of Madrid Ander the Research 

Network MAVIR (S-0505/TIC-0267) 

Within the framework of SEMEVAL, nomi-

nals can occur either on the phrase, clause or the 

sentence level. This fact constitutes the major 

challenge in this task since most of the previous 

research limited their approaches to certain types 

of nominals mainly the “compound nomi-

nals”(Girju et al. 2005). 

The paper is divided as follows; section 2 is a 

brief introduction to SMO used as the classifier 

for the task. Section 3 is dedicated to the de-

scription of the set of features applied in our ex-

periments. In section 4, we discuss the experi-

ment’s results compared to the baselines of the 

SEMEVAL task and the top scores. Finally, we 

summarize our approach, pointing out conclu-

sions and future directions of our work. 

2 Sequential Minimal Optimization 

We decided to use Support Vector Machine 

(SVM), as one of the most successful Machine 

Learning techniques, achieving the best per-

formances for many classification tasks. Algo-

rithm performance and time efficiency are key 

issues in our task, considering that our final goal 

is to apply this classification in a Question An-

swering System.  

Sequential Minimal Optimization (SMO) is a 

fast method to train SVM. SMO breaks the large 

quadratic programming (QP) optimization prob-

lem needed to be resolved in SVM into a series 

of smallest possible QP problems. These small 

QP problems are analytically solved, avoiding, 

in this way, a time-consuming numerical QP 

optimization as an inner loop. We used Weka 

(Witten and Frank, 2005) an implementation of 

the SMO (Platt, 1998). 
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3 Features 

Prior to the classification of semantic rela-

tions, characteristics of each sentence are auto-

matically extracted using GATE (Cunningham 

et al., 2002). GATE is an infrastructure for de-

veloping and deploying software components for 

Language Engineering. We used the following 

GATE components: English Tokenizer, Part-Of-

Speech (POS) tagger and Morphological ana-

lyser. 

The set of features used for the classification 

of semantic relations includes information from 

different levels: word tokens, POS tags, verb 

lemmas, semantic information from WordNet, 

etc. Semantic features are only applied in cate-

gories B and D.  

On the lexical level, the set of word features 

include the two nominals, their heads in case one 

of the nominals in question or both are com-

pound nominals ( e.g. the relation between 

<e1>tumor shrinkage</e1> and <e2>radiation 

therapy </e2> is actually between the head of 

the first “shrinkage” and “radiation_therapy”). 

More features include: the two words before the 

first nominal, the two words after the second 

nominal, and the word list in-between (Wang et 

al., 2006).  

On the POS level, we opted for using a set of 

POS features since word features are often too 

sparse. This set includes POS tags of the two 

words occurring before the first nominal and the 

two words occurring after the second nominal 

together with the tag list of the words in-

between (Wang et al., 2006). POS tags of nomi-

nals are considered redundant information.  

Information regarding verbs and prepositions, 

occurring in-between the two nominals, is highly 

considered. In case of the verb, the system takes 

into account the verb token and the information 

concerning the voice and lemma. In the same 

way, the system keeps track of the prepositions 

occurring between both nominals. In addition, a 

feature, called numinter, indicating the number 

of words between nominals is considered. 

Other important feature is the path from the 

first nominal to the second nominal. This feature 

is built by the concatenation of the POS tags be-

tween both nominals.  

The feature related to the query provided for 

each sentence is only considered in the catego-

ries C and D according to the SEMEVAL re-

strictions. 

On the semantic level, we used features ob-

tained from WordNet.  In addition to the Word-

Net sense keys, provided for each nominal, we 

extracted its synset number and its lexical file 

number.  

Based on the work of Rosario, Hearst and 

Fillmore (2002), we suppose that these lexical 

file numbers can help to determine if the nomi-

nals satisfy the restrictions for each relation. For 

example, in the relation Theme-Tool, the theme 

should be an object, an event, a state of being, an 

agent, or a substance. Else, it is possible to af-

firm that the relation is false.  

For the Part-Whole relation and due to its 

relevance in this classification task, a feature 

indicating metonymy relation in WordNet was 

taken into account. 

Furthermore, we designed a new feature, 

called WordNet vector. For constructing this 

vector, we selected the synsets of the third level 

of depth in WordNet and we detected if each is 

ancestor or not of the nominal. It is a binary vec-

tor, i.e. if the synset is ancestor of the nominal it 

is assigned the value 1, else it is assigned the 

value 0. In this way, we worked with two vec-

tors, one for each nominal. Each vector has a 

dimension of 13 coordinates. Each coordinate 

represents one of the 13 nodes in the third level 

of depth in WordNet. Our initial hypothesis con-

siders that this representation for the nominals 

could perform well on unseen data.  

4 Experiment Results 

Cross validation is a way to test the ability of 

the model to classify unseen examples. We 

trained the system using 10-fold cross-

validation; the fold number recommended for 

small training datasets. For each relation and for 

each category (A, B, C, D) we selected the set of 

features that obtained the best results using the 

indicated cross validation.  

We submitted 16 sets of results as we partici-

pated in the four categories (A, B, C, D). We 

also used all the possible sizes of the training 

dataset (1: 1 to 35, 2:1 to 70, 3:1 to 106, 4:1 to 

140). 
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 A: No Query, No 

WordNet 

B: No Query, 

WordNet 

C: No Query, No 

WordNet 

D: Query, Word-

Net 

 Prec Rec F Prec Rec F Prec Rec F Prec Rec F 

Cause-Effect 50.0 51.2 50.6 66.7   73.2 69.8 42.9   36.6   39.5   59.0   56.1   57.5   

Instrument-Agency 47.5 50.0 48.7 73.7   73.7   73.7   51.4   50.0   50.7   67.5   71.1   69.2   

Product-Producer 65.3 51.6 57.7 83.7   66.1   73.9   67.4   50.0   57.4   74.5   61.3   67.3   

Origin-Entity 50.0 27.8 35.7 63.0   47.2   54.0   54.5   33.3   41.4   63.3   52.8   57.6   

Theme-Tool 50.0 27.6 35.6 50.0   48.3   49.1   47.4   31.0   37.5   40.9   31.0   35.3   

Part-Whole 26.5 34,6 30.0 72.4   80.8   76.4   34.0   61.5   43.8   57.1   76.9   65.6   

Content-Container 48.4 39.5 43.5 57.6   50.0   53.5   48.6   44.7   46.6   63.6   55.3   59.2   

Avg for UC3M 48.2 40.3   43.1   66.7 62.8  64.3  49.4   43.9   45.3   60.9   57.8   58.8   

Avg for all systems 59.2 58.7 58.0 65.3 64.4 63.6 59.9 59.0 58.4 64.9 60.4 60.6 

Max Avg F   64.8   72.4   65.1   62.6 

Table  1 Scores for A4, B4, C4 and D4

For some learning algorithms such as decision 

trees and rule learning, appropriate selection of 

features is crucial. For the SVM model, this is 

not so important due to its learning mechanism, 

where irrelevant features are usually balanced 

between positive and negative examples for a 

given binary classification problem. However, in 

the experiments we observed that certain fea-

tures have strong influence on the results, and its 

inclusion or elimination from the vector, influ-

enced remarkably the outcomes. 

In this section, we will briefly discuss the ex-

periments in the four categories highlighting the 

most relevant observations. 

In category A, we expected to obtain better 

results, but the overall performance of the sys-

tem has decreased in the seven relations. This 

shows that our system has over-fitted the train-

ing set. The contrast between the F score values 

in the cross-validation and the final test results 

demonstrates this fact. For all the relations in the 

category A4, we obtained an average of 

F=43.1% [average score of all participating 

teams: F=58.0% and top average score: 

F=64.8%].  

In Product-Producer relation, only two fea-

tures were used: the two heads of the nominals. 

In training, we obtained an average F= 60% us-

ing cross-validation, while in the final test data, 

we achieved an average score F=57.7%. For the 

relation Theme-Tool, other set of features was 

employed: nominals, their heads, verb, preposi-

tion and the list of word between both nominals. 

Based on the results of the 10-fold cross valida-

tion, we expected to obtain an average of the 

F=70%. Nevertheless, the score obtained is F 

=30%.   

In category B, our system has achieved better 

scores. Our average score F is 64.3% and it is 

above the average of participating teams 

(F=63.6%) and the baseline.  

Best results in this category were achieved in 

the relations: Instrument-Agency (F=73.7%), 

Product-Producer (F=73.9%), Part-Whole 

(F=76.4%). However, for the relation Theme-

Tool the system obtained lower scores 

(F=49.1%). 

It is obvious that introducing WordNet infor-

mation has improved notably the results com-

pared with the results obtained in the category 

A.  

In categories C and D, only three groups have 

participated. In category C (as in category A), 

the system results have decreased obviously 

(F=45.3%) with respect to the expected scores in 

the 10-fold cross validation. Moreover, the score 

obtained is lower than the average score of all 

participants (F=58.4%) and the best score 

(F=65.1%). For example, in training the Instru-

ment-Agent relation, the system achieved an 

average F=78% using 10-fold cross-validation, 

while for the final score it only obtained 

F=50.7%.  

Results reveal that the main reason behind the 

low scores in A and C, is the absence of infor-

mation from WordNet. Hence, the vector design 

needs further consideration in case no semantic 

information is provided. 

In category D, both WordNet senses and 

query were used, we achieved an average score 

F=58.8%. The average score for all participants 

is F=60.6% and the best system achieved 

F=62.6%. However, the slight difference shows 

that our system worked relatively well in this 

category.  
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Both run time and accuracy depend critically 

on the values given to two parameters: the upper 

bound on the coefficient’s values in the equation 

for the hyperplane (-C), and the degree of the 

polynomials in the non-linear mapping (-E) 

(Witten and Frank, 2005). Both are set to 1 by 

default. The best settings for a particular dataset 

can be found only by experimentation.  

We made numerous experiments to find the 

best value for the parameter C (C=1, C=10, 

C=100, C=1000, C=10000), but the results were 

not remarkably affected. Probably, this is due to 

the small size of the training set. 

5 Conclusions and Future Work  

In our first approach to automatic classifica-

tion of semantic relations between nominals and 

as expected from the training phase, our system 

achieved its best performance using WordNet 

information. In general, we obtained better 

scores in category 4 (size of training: 1 to 140), 

i.e., when all the training examples are used.  

On the other hand, overfitting the training 

data (most probably due to the small size of 

training dataset) is the main reason behind the 

low scores obtained by our system. 

These facts lead us to the conclusion that se-

mantic features from WordNet, in general, play 

a key role in the classification task. However, 

the relevance of WordNet-related features var-

ies. For example, lexical file numbers proved to 

be highly effective, while the use of the Word-

Net Vector did not improve significantly the re-

sults. Thus, we consider that a level 3 WordNet 

Vector is rather abstract to represent each nomi-

nal. Developing a WordNet Vector with a deeper 

level (> 3) could be more effective as the repre-

sentation of nouns is more descriptive. 

Query features, on the other hand, did not im-

prove the performance of the system. This is due 

to the fact that the same query could represent 

both positive and negative examples of the rela-

tion. However, to improve results in categories 

A and C, more features need to introduced, es-

pecially context and syntactic information such 

as chunks or dependency relations. 

To improve results across the whole dataset, 

wider use of semantic information is necessary. 

For example, the immediate hypernym for each 

synset obtained from WordNet could help in 

improving the system performance (Nastase et 

al., 2006). Besides, information regarding the 

entity features could help in the classification of 

some relations like Origin-Entity or Product-

Producer. Other semantic resources such as 

VerbNet, FrameNet, PropBank, etc. could also 

be used. 

Furthermore, we consider introducing a Word 

Sense Disambiguation module to obtain the cor-

responding synsets of the nominals. Also, in-

formation concerning the synsets of the list of 

the context words could be of great value for the 

classification task (Wang et al., 2006). 

References 

Hamish Cunningham, Diana Maynard and Kalina 

Bontcheva, Valentin Tablan, Cristian Ursu. 2002. The 

GATE User Guide. http://gate.ac.uk/ 

Roxana Girju, Dan Moldovan, Marta Tatu and Daniel An-

tohe. 2005. On the semantics of noun compunds. Com-

puter Speech and Language 19 pp. 479-496. 

Vivi Nastase, Jelber Sayyad-Shirbad, Marina Sokolova and 

Stan Szpakowicz. 2006. Learning noun-modifier seman-

tic relations with corpus-based and WordNet-based fea-

tures. In Proc. of the 21st National Conference on Artifi-

cial Intelligence (AAAI 2006). Boston, MA. 

John C. Platt. 1998. Sequential Minimal Optimization: A 

Fast Algorithm for Training Support Vector Machines, 

Microsoft Research Technical Report MSR-TR-98-14. 

Barbara Rosario, Marti A. Hearst, and Charles Fillmore. 

2002. “The descent of hierarchy, and selection in rela-

tions semantics”. In Proceedings of the 40 th Annual 

Meeting of the Association for Computacional Linguis-

tics (ACL’02), Philadelphia, PA, pages 417-424. 

Ian H. Witten, Eibe Frank. 2005. Data Mining: Practical 

machine learning tools and techniques. Morgan Kauf-

mann.  

Peter D. Turney and Michael L. Littman. 2005. Corpus-

based learning of analogies and semantic rela-tions. Ma-

chine Learning, in press. 

Ting Wang, Yaoyong Li, Kalina Bontcheva, Hamish Cun-

ningham and Ji Wang. 2006. Automatic Extraction of 

Hierarchical Relations from Text. In Proceedings of the 

Third European Semantic Web Conference (ESWC 

2006), Lecture Notes in Computer Science 4011, 

Springer, 2006. 

385



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 386–389,
Prague, June 2007. c©2007 Association for Computational Linguistics

UIUC: A Knowledge-rich Approach to Identifying Semantic Relations
between Nominals

Brandon Beamer,1,4 Suma Bhat,2,4 Brant Chee,3,4 Andrew Fister,1,4 Alla Rozovskaya,1,4

Roxana Girju1,4

Department of Linguistics1,
Department of Electrical and Computer Engineering2,

Department of Library and Information Science3,
Beckman Institute4,

University of Illinois at Urbana-Champaign
{bbeamer, spbhat2, chee, afister2, rozovska, girju}@uiuc.edu

Abstract

This paper describes a supervised,
knowledge-intensive approach to the auto-
matic identification of semantic relations
between nominals in English sentences.
The system employs different sets of new
and previously used lexical, syntactic, and
semantic features extracted from various
knowledge sources. At SemEval 2007 the
system achieved an F-measure of 72.4% and
an accuracy of 76.3%.

1 Introduction
The SemEval 2007 task on Semantic Relations be-
tween Nominals is to identify the underlying se-
mantic relation between two nouns in the context
of a sentence. The dataset provided consists of a
definition file and 140 training and about 70 test
sentences for each of the seven relations consid-
ered: Cause-Effect, Instrument-Agency, Product-
Producer, Origin-Entity, Theme-Tool, Part-Whole,
and Content-Container. The task is defined as a
binary classification problem. Thus, given a pair
of nouns and their sentential context, the classifier
decides whether the nouns are linked by the target
semantic relation. In each training and test exam-
ple sentence, the nouns are identified and manu-
ally labeled with their corresponding WordNet 3.0
senses. Moreover, each example is accompanied by
the heuristic pattern (query) the annotators used to
extract the sentence from the web and the position
of the arguments in the relation.
(1) 041 ”He derives great joy and<e1>happiness</e1>

from <e2>cycling</e2>.” WordNet(e1) =

”happiness%1:12:00::”, WordNet(e2) = ”cy-

cling%1:04:00::”, Cause-Effect(e2,e1) = ”true”,

Query = ”happiness from *”

Based on the information employed, systems can
be classified in four types of classes: (A) systems
that use neither the given WordNet synsets nor the
queries, (B) systems that use only WordNet senses,
(C) systems that use only the queries, and (D) sys-
tems that use both.

In this paper we present a type-B system that re-
lies on various sets of new and previously used lin-
guistic features employed in a supervised learning
model.

2 Classification of Semantic Relations
Semantic relations between nominals can be en-
coded by different syntactic constructions. We
extend here over previous work that has focused
mainly on noun compounds and other noun phrases,
and noun–verb–noun constructions.

We selected a list of 18 lexico-syntactic and se-
mantic features split here into three sets:feature set
#1 (core features),feature set #2(context features),
and thefeature set #3(special features). Table 1
shows all three sets of features along with their defi-
nitions; a detailed description is presented next. For
some features, we list previous works where they
proved useful. While features F1 – F4 were selected
from our previous experiments, all the other features
are entirely the contribution of this research.

Feature set #1: Core features
This set contains six features that were employed
in all seven relation classifiers. The features take
into consideration only lexico-semantic information
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No. Feature Definition
Feature Set #1: Core features

F1 Argument position indicates the position of the arguments in the semantic relation
(Girju et al., 2005; Girju et al., 2006) (e.g., Part-Whole(e1, e2), wheree1 is thepart ande2 is thewhole).

F2 Semantic specialization this is the prediction returned by the automatic WordNetIS-A semantic
(Girju et al., 2005; Girju et al., 2006) specialization procedure.

F3, F4 Nominalization indicates whether the nounse1 (F3) ande2 (F4) are nominalizations
(Girju et al., 2004) or not. Specifically, we distinguish here betweenagential nouns,

other nominalizations, andneither.
F5, F6 Spatio-Temporal features indicate ife1 (F5) ore2 (F6) encode time or location.

Feature Set #2: Context features
F7, F8 Grammatical role describes the grammatical role ofe1 (F7) ande2 (F8). There are three

possible values:subject, direct object, or neither.
F9 PP Attachment applies to NP PP constructions and indicates if the prepositional phrase

containinge2 attaches to the NP containinge1.
F10, F11 Semantic Role is concerned with the semantic role of the phrase containing

eithere1 (F10) ore2 (F11). In particular, we focused on three semantic
roles:Time, Location, Manner. The feature is set to 1 if the target noun
is part of a phrase of that type and to 0 otherwise.

F12, F13, Inter-noun context sequence is a set of three features. F12 captures the sequence of stemmed
F14 words betweene1 ande2, while F13 lists the part of speech sequence in

between the target nouns. F14 is a scoring weight (with possible values
1, 0.5, 0.25, and 0.125) which measures the similarity of an unseen
sequence to the set of sequence patterns associated with a relation.

Feature Set #3: Special features
F15, F16 Psychological feature is used in theTheme-Toolclassifier; indicates ife1 (F15) ore2 (F16)

belong or not to a predefined set of psychological features.
F17 Instrument semantic role is used for theInstrument-Agencyrelation and indicates whether

the phrase containinge1 is labeled as em Instrument or not.
F18 Syntactic attachment is used for theInstrument-Agentrelation and indicates whether the phrase

containing theInstrumentrole attaches to a noun or a verb

Table 1:The three sets of features used for the automatic semantic relation classification.

about the two target nouns.
Argument position(F1) indicates the position of

the semantic arguments in the relation. This infor-
mation is very valuable, since some relations have a
particular argument arrangement depending on the
lexico-syntactic construction in which they occur.
For example, most of the noun compounds encod-
ing Stuff-Object / Part-Whole relations havee1 as
the part ande2 as the whole (e.g.,silk dress).

Semantic specialization(F2) is a binary feature
representing the prediction of a semantic specializa-
tion learning model. The method consists of a set
of iterative procedures of specialization of the train-
ing examples on the WordNet IS-A hierarchy. Thus,
after all the initial noun–noun pairs are mapped
through generalization toentity – entity pairs in
WordNet, a set of necessary specialization iterations
is applied until it finds a boundary that separates pos-
itive and negative examples. This boundary is tested
on new examples for relation prediction.

The nominalizationfeatures (F3, F4) indicate if

the target noun is a nominalization and, if yes, of
what type. We distinguish here betweenagential
nouns, other nominalizations, and neither. The
features were identified based on WordNet and
NomLex-Plus1 and were introduced to filter some
of negative examples, such ascar owner/THEME.

Spatio–Temporal features(F5, F6) were also in-
troduced to recognize some near miss examples,
such as Temporal and Location relations. For in-
stance,activation by summer(near-miss forCause-
Effect) andmouse in the field(near-miss forContent-
Container). Similarly, for Theme-Tool, a word act-
ing as a Theme should not indicate a period of time,
as in <e1>the appointment</e1> was for more
than one<e2>year</e2>. For this we used the in-
formation provided by WordNet and special classes
generated from the works of (Herskovits, 1987),
(Linstromberg, 1997), and (Tyler and Evans, 2003).

1NomLex-Plus is a hand-coded database of 5,000 verb nom-
inalizations, de-adjectival, and de-adverbial nouns.
http://nlp.cs.nyu.edu/nomlex/index.html
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Feature set #2: Context features
This set takes advantage of the sentence context to
identify features at different linguistic levels.

Thegrammatical rolefeatures (F7, F8) determine
if e1 or e2 is thesubject, direct object, or neither.
This feature helps filter out some instances with poor
context, such as noun compounds and identify some
near-miss examples. For example, a restriction im-
posed by the definition ofTheme-Toolindicates that
in constructions such asY/Tool is used for V-ing
X/Theme, neither X nor Y can be the subject of
the sentence, and hence Theme-Tool(X, Y) would be
false. This restriction is also captured by the nomi-
nalization feature in case X or Y is an agential noun.

PP attachment(F9) is defined for NP PP construc-
tions, where the prepositional phrase containing the
noune2 attaches or not to the NP (containinge1).
The rationale is to identify negative instances where
the PP attaches to any other word before NP in the
sentence. For example,eat<e1>pizza</e1> with
<e2>a fork</e2>, wherewith a fork attaches to
the verbto eat(cf. (Charniak, 2000)).

Furthermore, we implemented and used twose-
mantic rolefeatures which identify the semantic role
of the phrase in a verb–argument structure, phrase
containing eithere1 (F10) ore2 (F11). In particular,
we focus on three semantic roles:Time, Location,
Manner. The feature is set to 1 if the target noun
is part of a semantic role phrase and to 0 otherwise.
The idea is to filter out near-miss examples, expe-
cially for the Instrument-Agencyrelation. For this,
we usedASSERT, a semantic role labeler developed
at the University of Colorado at Boulder2 which was
queried through a web interface.

Inter-noun context sequencefeatures (F12, F13)
encode the sequence of lexical and part of speech
information between the two target nouns. Feature
F14 is a weight feature on the values of F12 and
F13 and indicates how similar a new sequence is to
the already observed inter-noun context associated
with the relation. If there is a direct match, then the
weight is set to 1. If the part-of-speech pattern of the
new substring matches that of an already seen sub-
string, then the weight is set to 0.5. Weights 0.25
and 0.125 are given to those sequences that overlap
entirely or partially with patterns encoding other se-

2http://oak.colorado.edu/assert/

mantic relations in the same contingency set (e.g.,
semantic relations that share syntactic pattern se-
quences). The value of the feature is the summation
of the weights thus obtained. The rationale is that
the greater the weight, the more representative is the
context sequence for that relation.

Feature set #3: Special features
This set includes features that help identify specific
information about some semantic relations.

Psychological featurewas defined for theTheme-
Tool relation and indicates if the target noun (F15,
F16) belongs to a list of special concepts. This fea-
ture was obtained from the restrictions listed in the
definition of Theme-Tool. In the exampleneed for
money, the nounneedis a psychological feature, and
thus the instance cannot encode aTheme-Toolrela-
tion. A list of synsets from WordNet subhierarchy
of motivationandcognitionconstituted the psycho-
logical factors. This was augmented with precondi-
tions such asfoundationandrequirementsince they
would not be allowed as tools for the theme.

The Instrument semantic roleis used for the
Instrument-Agencyrelation as a boolean feature
(F17) indicating whether the argument identified as
Instrument in the relation (e.g.,e1 if Instrument-
Agency(e1, e2)) belongs to an instrument phrase as
identified by a semantic role tool, such asASSERT.

The syntactic attachmentfeature (F18) is a fea-
ture that indicates whether the argument identified
as Instrument in the relation attaches to a verb or to
a noun in the syntactically parsed sentence.

3 Learning Model and Experimental
Setting

For our experiments we chose libSVM, an open
source SVM package3. Since some of our features
are nominal, we followed the standard practice of
representing a nominal feature with n discrete val-
ues as n binary features. We used the RBF kernel.

We built a binary classifier for each of the seven
relations. Since the size of the task training data per
relation is small, we expanded it with new examples
from various sources. We added a new corpus of
3,000 sentences of news articles from the TREC-9
text collection (Girju, 2003) encodingCause-Effect
(1,320) andProduct-Producer(721). Another col-

3http://www.csie.ntu.edu.tw/∼cjlin/libsvm/
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Relation P R F Acc Total Base-F Base-Acc Best features

Cause-Effect 69.5 100.0 82.0 77.5 80 67.8 51.2 F1, F2, F5, F6, F12–F14
Instrument-Agency 68.2 78.9 73.2 71.8 78 65.5 51.3 F7, F8, F10, F11, F15–F18
Product-Producer 84.5 79.0 81.7 76.3 93 80.0 66.7 F1–F4, F12–F14
Origin-Entity 86.4 52.8 65.5 75.3 81 61.5 55.6 F1, F2, F5, F6, F12–F14
Theme-Tool 85.7 41.4 55.8 73.2 71 58.0 59.2 F1–F6, F15, F16
Part-Whole 70.8 65.4 68.0 77.8 72 53.1 63.9 F1–F4
Content-Container 93.1 71.1 80.6 82.4 74 67.9 51.4 F1–F6, F12–F14
Average 79.7 69.8 72.4 76.3 78.4

Table 2:Performance obtained per relation. Precision, Recall, F-measure, Accuracy, and Total (number of examples) are macro-
averaged for system’s performance on all 7 relations. Base-F shows the baseline F measure (all true), while Base-Acc shows the
baseline accuracy score (majority).

lection of 3,129 sentences from Wall Street Journal
(Moldovan et al., 2004; Girju et al., 2004) was con-
sidered forPart-Whole(1,003),Origin-Entity (167),
Product-Producer(112), andTheme-Tool(91). We
also extracted 552Product-Producerinstances from
eXtended WordNet4 (noun entries and their gloss
definition). Moreover, forTheme-ToolandContent-
Containerwe used special lists of constraints5. Be-
sides the selectional restrictions imposed on the
nouns by special features such as F15 and F16 (psy-
chological feature), we created lists of containers
from various thesauri6 and identified selectional re-
strictions that differentiate between containers and
locations relying on taxonomies of spatial entities
discussed in detail in (Herskovits, 1987) and (Tyler
and Evans, 2003).

Each instance in this text collection had the tar-
get nouns identified and annotated with WordNet
senses. Since the annotations used different Word-
Net versions, senses were mapped to sense keys.

4 Experimental Results

Table 2 shows the performance of our system for
each semantic relation.Base-Findicates the base-
line F-measure (all true), whileBase-Accshows the
baseline accuracy score (majority). TheAverage
score of precision, recall, F-measure, and accuracy
is macroaveraged over all seven relations. Overall,
all features contributed to the performance, with a
different contribution per relation (cf. Table 2).

5 Conclusions

This paper describes a method for the automatic
identification of a set of seven semantic relations

4http://xwn.hlt.utdallas.edu/
5The Instrument-Agencyclassifier was trained only on the

task dataset.
6Thesauri such as TheFreeDictionary.com.

based on support vector machines (SVMs). The ap-
proach benefits from an extended dataset on which
binary classifiers were trained for each relation. The
feature sets fed into the SVMs produced very good
results.
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Abstract

In this paper we describe an unsuper-
vised WordNet-based Word Sense Disam-
biguation system, which participated (as
UMND1) in the SemEval-2007 Coarse-
grained English Lexical Sample task. The
system disambiguates a target word by using
WordNet-based measures of semantic relat-
edness to find the sense of the word that
is semantically most strongly related to the
senses of the words in the context of the tar-
get word. We briefly describe this system,
the configuration options used for the task,
and present some analysis of the results.

1 Introduction

WordNet::SenseRelate::TargetWord1 (Patwardhan
et al., 2005; Patwardhan et al., 2003) is an unsuper-
vised Word Sense Disambiguation (WSD) system,
which is based on the hypothesis that the intended
sense of an ambiguous word is related to the
words in its context. For example, if the “financial
institution” sense ofbank is intended in a context,
then it is highly likely the context would contain
related words such asmoney, transaction, interest
rate, etc. The algorithm, therefore, determines
the intended sense of a word (target word) in a
given context by measuring the relatedness of each
sense of that word with the words in its context.
The sense of the target word that is most related
to its context is selected as the intended sense of
the target word. The system uses WordNet-based

1http://senserelate.sourceforge.net

measures of semantic relatedness2 (Pedersen et
al., 2004) to measure the relatedness between the
different senses of the target word and the words in
its context.

This system is completely unsupervised and re-
quires no annotated data for training. The lexical
database WordNet (Fellbaum, 1998) is the only re-
source that the system uses to measure the related-
ness between words and concepts. Thus, our system
is classified under theclosed trackof the task.

2 System Description

Our WSD system consists of a modular framework,
which allows different algorithms for the different
subtasks to be plugged into the system. We divide
the disambiguation task into two primary subtasks:
context selectionand sense selection. The context
selection module tries to select words from the con-
text that are most likely to be indicative of the sense
of the target word. The sense selection module then
uses the set of selected context words to choose one
of the senses of the target word as the answer.

Figure 1 shows a block schematic of the system,
which takes SemEval-2007 English Lexical Sample
instances as input. Each instance is a made up of
a few English sentences, and one word from these
sentences is marked as the target word to be dis-
ambiguated. The system processes each instance
through multiple modules arranged in a sequential
pipeline. The final output of the pipeline is the sense
that is most appropriate for the target word in the
given context.

2http://wn-similarity.sourceforge.net
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Figure 1: System Architecture

2.1 Data Preparation

The input text is first passed through aformat fil-
ter, whose task is to parse the input XML file. This
is followed by apreprocessingstep. Each instance
passed to the preprocessing stage is first segmented
into words, and then all compound words are iden-
tified. Any sequence of words known to be a com-
pound in WordNet is combined into a single entity.

2.2 Context Selection

Although each input instance consists of a large
number of words, only a few of these are likely to
be useful for disambiguating the target word. We
use the context selection algorithm to select a subset
of the context words to be used for sense selection.
By removing the unimportant words, the computa-
tional complexity of the algorithm is reduced.

In this work, we use theNearestWordscontext
selection algorithm. This algorithm algorithm se-
lects 2n + 1 content words surrounding the target
word (including the target word) as the context. A
stop list is used to identify closed-class non-content
words. Additionally, any word not found in Word-
Net is also discarded. The algorithm then selectsn

content words before andn content words follow-
ing the target word, and passes this unordered set of
2n + 1 words to the Sense Selection module.

2.3 Sense Selection Algorithm

The sense selection module takes the set of words
output by the context selection module, one of which
is the target word to be disambiguated. For each of
the words in this set, it retrieves a list of senses from
WordNet, based on which it determines the intended
sense of the target word.

The package provides two main algorithms for
Sense Selection: thelocal and theglobalalgorithms,

as described in previous work (Banerjee and Peder-
sen, 2002; Patwardhan et al., 2003). In this work,
we use thelocal algorithm, which is faster and was
shown to perform as well as theglobalalgorithm.

The local sense selection algorithm measures the
semantic relatedness of each sense of the target word
with the senses of the words in the context, and se-
lects that sense of the target word which is most re-
lated to the context word-senses. Given the2n + 1
context words, the system scores each sense of the
target word. Suppose the target wordt hasT senses,
enumerated ast1, t2, . . . , tT . Also, supposew1, w2,
. . . ,w2n are the words in the context oft, each hav-
ing W1, W2, . . . ,W2n senses, respectively. Then for
eachti a score is computed as

score(ti) =
2n∑

j=1

max
k=1 to Wj

(relatedness(ti, wjk))

wherewjk is thekth sense of wordwj . The senseti
of target wordt with the highest score is selected as
the intended sense of the target word.

The relatedness between two word senses is com-
puted using a measure of semantic relatedness de-
fined in the WordNet::Similarity software package
(Pedersen et al., 2004), which is a suite of Perl mod-
ules implementing a number WordNet-based mea-
sures of semantic relatedness. For this work, we
used the Context Vector measure (Patwardhan and
Pedersen, 2006). The relatedness of concepts is
computed based on word co-occurrence statistics
derived from WordNet glosses. Given two WordNet
senses, this module returns a score between 0 and 1,
indicating the relatedness of the two senses.

Our system relies on WordNet as its sense inven-
tory. However, this task used OntoNotes (Hovy et
al., 2006) as the sense inventory. OntoNotes word
senses are groupings of similar WordNet senses.
Thus, we used the training data answer key to gen-
erate a mapping between the OntoNotes senses of
the given lexical elements and their corresponding
WordNet senses. We had to manually create the
mappings for some of the WordNet senses, which
had no corresponding OntoNotes senses. The sense
selection algorithm performed all of its computa-
tions with respect to the WordNet senses, and finally
the OntoNotes sense corresponding to the selected
WordNet sense of the target word was output as the
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answer for each instance.

3 Results and Analysis

For this task, we used the freely available Word-
Net::SenseRelate::TargetWord v0.10 and the Word-
Net::Similarity v1.04 packages. WordNet v2.1 was
used as the underlying knowledge base for these.
The context selection module used a window size
of five (including the target word). The semantic re-
latedness of concepts was measured using the Con-
text Vector measure, with configuration options as
defined in previous research (Patwardhan and Ped-
ersen, 2006). Since we always predict exactly one
sense for each instance, the precision and recall val-
ues of all our experiments were always the same.
Therefore, in this section we will use the name “ac-
curacy” to mean both precision and recall.

3.1 Overall Results, and Baselines

The overall accuracy of our system on the test data
is 0.538. This represents 2,609 correctly disam-
biguated instances, out of a total of 4,851 instances.

As baseline, we compare against therandomal-
gorithm where for each instance, we randomly pick
one of the WordNet senses for the lexical element
in that instance, and report the OntoNotes senseid it
maps to as the answer. This algorithm gets an ac-
curacy of 0.417. Thus, our algorithm gets an im-
provement of 12% absolute (29% relative) over this
random baseline.

Additionally, we compare our algorithm against
theWordNet SenseOnealgorithm. In this algorithm,
we pick thefirst sense among the WordNet senses
of the lexical element in each instance, and report
its corresponding OntoNotes sense as the answer for
that instance. This algorithm leverages the fact that
(in most cases) the WordNet senses for a particular
word are listed in the database in descending order
of their frequency of occurrence in the corpora from
which the sense inventory was created. If the new
test data has a similar distribution of senses, then this
algorithm amounts to a “majority baseline”. This
algorithm achieves an accuracy of 0.681 which is
15% absolute (27% relative) better than our algo-
rithm. Although this seemingly naı̈ve algorithm out-
performs our algorithm, we choose to avoid using
this information in our algorithms because it repre-

sents a large amount of human supervision in the
form of manual sense tagging of text, whereas our
goal is to create a purely unsupervised algorithm.
Additionally, our algorithms can, with little change,
work with other sense inventories besides WordNet
that may not have this information.

3.2 Results Disaggregated by Part of Speech

In our past experience, we have found that av-
erage disambiguation accuracy differs significantly
between words of different parts of speech. For the
given test data, we separately evaluated the noun and
verb instances. We obtained an accuracy of 0.399
for the noun targets and 0.692 for the verb targets.
Thus, we find that our algorithm performs much bet-
ter on verbs than on nouns, when evaluated using the
OntoNotes sense inventory. This is different from
our experience with SENSEVAL data from previous
years where performance on nouns was uniformly
better than that on verbs. One possible reason for the
better performance on verbs is that the OntoNotes
sense inventory has, on average, fewer senses per
verb word (4.41) than per noun word (5.71). How-
ever, additional experimentation is needed to more
fully understand the difference in performance.

3.3 Results Disaggregated by Lexical Element

To gauge the accuracy of our algorithm on different
words (lexical elements), we disaggregated the re-
sults by individual word. Table 1 lists the accuracy
values over instances of individual verb lexical ele-
ments, and Table 2 lists the accuracy values for noun
lexical elements. Our algorithm gets all instances
correct for 13 verb lexical elements, and for none of
the noun lexical elements. More generally, our al-
gorithm gets an accuracy of 50% or more on 45 out
of the 65 verb lexical elements, and on 15 out of the
35 noun lexical elements. For nouns, when the ac-
curacy results are viewed in sorted order (as in Table
2), one can observe a sudden degradation of results
between the accuracy of the wordsystem.n– 0.443
– and the wordsource.n– 0.257. It is unclear why
there is such a jump; there is no such sudden degra-
dation in the results for the verb lexical elements.

4 Conclusions

This paper describes our system UMND1, which
participated in the SemEval-2007 Coarse-grained
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Word Accuracy Word Accuracy
remove 1.000 purchase 1.000
negotiate 1.000 improve 1.000
hope 1.000 express 1.000
exist 1.000 estimate 1.000
describe 1.000 cause 1.000
avoid 1.000 attempt 1.000
affect 1.000 say 0.969
explain 0.944 complete 0.938
disclose 0.929 remember 0.923
allow 0.914 announce 0.900
kill 0.875 occur 0.864
do 0.836 replace 0.800
maintain 0.800 complain 0.786
believe 0.764 receive 0.750
approve 0.750 buy 0.739
produce 0.727 regard 0.714
propose 0.714 need 0.714
care 0.714 feel 0.706
recall 0.667 examine 0.667
claim 0.667 report 0.657
find 0.607 grant 0.600
work 0.558 begin 0.521
build 0.500 keep 0.463
go 0.459 contribute 0.444
rush 0.429 start 0.421
raise 0.382 end 0.381
prove 0.364 enjoy 0.357
see 0.296 set 0.262
promise 0.250 hold 0.250
lead 0.231 prepare 0.222
join 0.222 ask 0.207
come 0.186 turn 0.048
fix 0.000

Table 1: Verb Lexical Element Accuracies

English Lexical Sample task. The system is based
on WordNet::SenseRelate::TargetWord, which is a
freely available unsupervised Word Sense Disam-
biguation software package. The system uses
WordNet-based measures of semantic relatedness to
select the intended sense of an ambiguous word. The
system required no training data and using WordNet
as its only knowledge source achieved an accuracy
of 54% on the blind test set.
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Abstract

SenseClusters is a freely–available open–
source system that served as the Univer-
sity of Minnesota, Duluth entry in the
SENSEVAL-4 sense induction task. For this
task SenseClusters was configured to con-
struct representations of the instances to be
clustered using the centroid of word co-
occurrence vectors that replace the words
in an instance. These instances are then
clustered using k–means where the number
of clusters is discovered automatically using
the Adapted Gap Statistic. In these experi-
ments SenseClusters did not use any infor-
mation outside of the raw untagged text that
was to be clustered, and no tuning of the sys-
tem was performed using external corpora.

1 Introduction

The object of the sense induction task of
SENSEVAL-4 (Agirre and Soroa, 2007) was to
cluster 27,132 instances of 100 different words
(35 nouns and 65 verbs) into senses or classes.
The task data consisted of the combination of the
test and training data (minus the sense tags) from
the English lexical sample task. Each instance is
a context of several sentences which contains an
occurrence of a given word that serves as the target
of sense induction.

SenseClusters is based on the presumption that
words that occur in similar contexts will have similar
meanings. This intuition has been presented as both
the Distributional Hypothesis (Harris, 1968) and the

Strong Contextual Hypothesis (Miller and Charles,
1991).

SenseClusters has been in active development at
the University of Minnesota, Duluth since 2002. It is
an open–source project that is freely–available from
sourceforge, and has been been described in detail
in numerous publications (e.g., (Purandare and Ped-
ersen, 2004), (Pedersen et al., 2005), (Pedersen and
Kulkarni, 2007)).

SenseClusters supports a variety of techniques for
selecting lexical features, representing contexts to
be clustered, determining the appropriate number of
cluster automatically, clustering, labeling of clus-
ters, and evaluating cluster quality. The configu-
ration used in SENSEVAL-4 was just one possible
combination of these techniques.

2 Methodology in Sense Induction Task

For this task, SenseClusters represents the instances
to be clustered using second order co–occurrence
vectors. These are constructed by first identifying
word co–occurrences, and then replacing each word
in an instance to be clustered with its co-occurrence
vector. Then all the vectors that make up an instance
are averaged together to represent that instance.

A co–occurrence matrix is constructed by identi-
fying bigrams that occur in the contexts to be clus-
tered two or more times and have a Pointwise Mu-
tual Information (PMI) score greater than five. If the
value of PMI is near 1.0, this means that the words in
the bigram occur together approximately the num-
ber of times expected by chance, and they are not
strongly associated. If this value is greater than 1,
then the words in the bigram are occurring more of-
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ten than expected by chance, and they are therefore
associated.

The rows of the co–occurrence matrix represent
the first word in the selected bigrams, and the
columns represent the second word. A window size
of 12 is allowed, which means that up to 10 inter-
vening words can be observed between the pair of
words in the bigram. This rather large window size
was employed since the sample sizes for each word
were relatively small, often no more than a few hun-
dred instances.

A stop list was used to eliminate bigrams where
either word is a high–frequency low–content word.
The particular list used is distributed with the Ngram
Statistics Package and is loosely based on the
SMART stop list. It consists of 295 words; in addi-
tion, all punctuation, single letter words, and num-
bers (with the exception of years) were eliminated.

Each of the contexts that contain a particular tar-
get word is represented by a single vector that is the
average (or the centroid) of all the co-occurrence
vectors found for the words that make up the con-
text. This results in a context by feature matrix,
where the features are the words that occur with
the words in the contexts (i.e., second order co–
occurrences). The k–means algorithm is used for
clustering the contexts, where the number of clus-
ters is automatically discovered using the Adapted
Gap Statistic (Pedersen and Kulkarni, 2006). The
premise of this method is to create a randomized
sample of data with the same characteristics of the
observed data (i.e., the contexts to be clustered).
This is done by fixing the marginal totals of the con-
text by feature matrix and then generating random-
ized values that are consistent with those marginal
totals. This creates a matrix that is can be viewed
as being from the same population as the observed
data, except that the data is essentially noise (be-
cause it is randomly generated).

The randomized data is clustered for successive
values of k from 1 to some upper limit (the num-
ber of contexts or the point at which the criterion
functions have plateaued). For each value of k the
criterion function measures the quality of the clus-
tering solution. The same is done for that observed
data, and the difference between the criterion func-
tion for the observed data and the randomized data
is determined, and the value of k where that differ-

ence is largest is selected as the best solution for k,
since that is when the clustered data least resembles
noise, and is therefore the most organized or best
solution. In these experiments the criterion function
was intra-cluster similarity.

3 Results and Discussion

There was an unsupervised and a supervised eval-
uation performed in the sense induction task. Of-
ficial scores were reported for 6 participating sys-
tems, plus the most frequent sense (MFS) baseline,
so rankings (when available) are provided from 1
(HIGH) to 7 (LOW). We also conducted an evalu-
ation using the SenseClusters method.

3.1 Unsupervised Evaluation

The unsupervised evaluation was based on the tradi-
tional clustering measures of F-score, entropy, and
purity. While the participating systems clustered the
full 27,132 instances, only the 4,581 instance subset
that corresponds to the English lexical sample eval-
uation data was scored in the evaluation. Table 1
shows the averaged F-scores over all 100 words, all
35 nouns, and all 65 verbs.

In this table the SenseClusters system (UMND2)
is compared to the MFS baseline, which is attained
by assigning all the instances of a word to a sin-
gle cluster. We also include several random base-
lines, where randomX indicates that one of X pos-
sible clusters was randomly assigned to each in-
stance of a word. Thus, approximately 100 ∗ X

distinct clusters are created across the 100 words.
The random results are not ranked as they were not
a part of the official evaluation. We also present the
highest (HIGH, rank 1) and lowest (LOW, rank 7)
scores from participating systems, to provide points
of comparison.

The randomX baseline is useful in determining
the sensitivity of the evaluation technique to the
number of clusters discovered. The average num-
ber of classes in the gold standard test data is 2.9, so
random3 approximates a system that randomly as-
signs the correct number of clusters. It attains an
F-score of 50.0. Note that random2 performs some-
what better (59.7), suggesting that all other things
being equal, the F-score is biased towards methods
that find a smaller than expected number of clusters.
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Table 1: Unsupervised F-Score (test)
All Nouns Verbs Rank

MFS/HIGH 78.9 80.7 76.8 1
UMND2 66.1 67.1 65.0 4
random2 59.7 60.9 58.4
LOW 56.1 65.8 45.1 7
random3 50.0 49.9 50.1
random4 44.9 44.2 45.7
random10 29.7 28.0 31.7
random50 17.9 14.9 21.1

As the number of random clusters increases the F-
score declines sharply, showing that it is highly sen-
sitive to the number of clusters discovered, and sig-
nificantly penalizes systems that find more clusters
than indicated in the gold standard data.

We observed for UMND2 that purity (81.7) is
quite a bit higher than the F-score (66.1), and that
it discovered a smaller number of clusters on aver-
age (1.4) than exists in the gold standard data (2.9).
This shows that while SenseClusters was able to find
relatively pure clusters, it errored in finding too few
clusters, and was therefore penalized to some degree
by the F-score.

3.2 Supervised Evaluation

A supervised evaluation was also carried out on
the same clustering of the 27,132 instances as was
used in the unsupervised evaluation, following the
method defined in (Agirre et al., 2006). Here the
train portion (22,281 instances) is used to learn a ta-
ble of probabilities that is used to map discovered
clusters in the test data to gold standard classes. The
cluster assigned to each instance in the test portion
(4,851 instances) is mapped (assigned) to the most
probable class associated with that cluster as defined
by this table.

After this transformation is performed, the newly
mapped test results are scored using the scorer2 pro-
gram, which is the official evaluation program of
the English lexical sample task and reports the F-
measure, which in these experiments is simply ac-
curacy since precision and recall are the same.

In Table 2 we show the results of the super-
vised evaluation, which includes the highest and
lowest score from participating systems, as well as

Table 2: Supervised Accuracy (test)
All Nouns Verbs Rank

HIGH 81.6 86.8 75.7 1
UMND2 80.6 84.5 76.2 2
random2 78.9 81.6 75.8
MFS 78.7 80.9 76.2 4
LOW 78.5 81.4 75.2 7
random4 78.4 81.1 75.5
random3 78.3 80.5 75.9
random10 77.9 79.8 75.8
random50 75.6 78.5 72.4

UMND2, MFS, and the same randomX baselines as
included in the unsupervised evaluation.

We observed that the difference between the score
of the best performing system (HIGH) and the ran-
dom50 baseline is six points (81.6 - 75.6). In the
unsupervised evaluation of this same data this dif-
ference is 61 points (78.9 - 17.9) according to the
F-score.

The smaller range of values for the supervised
measure can be understood by noting that the map-
ping operation alters the number and distribution of
clusters as discovered in the test data. For exam-
ple, random3 results in an average of 2.9 clusters per
word in the test data, but after mapping the average
number of clusters is 1.1. The average number of
clusters discovered by UMND2 is 1.4, but after map-
ping this average is reduced to 1.1. For random50,
the average number of clusters per word is 24.1, but
after mapping is 2.0. This shows that the super-
vised evaluation has a tendency to converge upon
the MFS, which corresponds to assigning 1 cluster
per word.

When looking at the randomX results in the su-
pervised evaluation, it appears that this method does
not penalize systems for getting the number of clus-
ters incorrect (as the F-score does). This is shown by
the very similar results for the randomX baselines,
where the only difference in their results is the num-
ber of clusters. This lack of a penalty is due to the
fact that the mapping operation takes a potentially
large number of clusters and maps them to relatively
few classes (e.g., random50) and then performs the
evaluation.
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3.3 SenseClusters Evaluation (F-Measure)

An evaluation was carried out on the full 27,132
instance train+test data set using the SenseClusters
evaluation methodology, which was first defined in
(Pedersen and Bruce, 1997). This corresponds to
an unsupervised version of the F-measure, which
in these experiments can be viewed as an accuracy
measure since precision and recall are the same (as
is the case for the supervised measure).

It aligns discovered clusters with classes such that
their agreement is maximized. The clusters and
classes must be aligned one to one, so a large penalty
can result if the number of discovered clusters dif-
fers from the number of gold standard classes.1

For UMND2, there were 145 discovered clusters
and 368 gold standard classes. Due to the one to
one alignment that is required, the 145 discovered
clusters were aligned with 145 gold standard classes
such that there was agreement for 15,291 of 27,132
instances, leading to an F-measure (accuracy) of
56.36 percent. Note that this is significantly lower
than the F-score of UMND2 for the train+test data,
which was 63.1. This illustrates that the SenseClus-
ters F-measure and the F-score are not equivalent.

4 Conclusions

One of the strengths of SenseClusters (UMND2) is
that it is able to automatically identify the number of
clusters without any manual intervention or setting
of parameters. In these experiments the Adapted
Gap statistic was quite conservative, only discover-
ing on average 1.4 classs per word, where the ac-
tual number of classes in the gold standard data was
2.9. However, this is a reasonable result, since for
many words there were just a few hundred instances.
Also, the gold standard class distinctions were heav-
ily skewed, with the majority sense occurring 80%
of the time on average. Under such conditions,
there may not be sufficient information available for
an unsupervised clustering algorithm to make fine
grained distinctions, and so discovering one cluster
for a word may be a better course of action that mak-
ing divisions that are not well supported by the data.

1An implementation of this measure is available in the
SenseClusters system, or by contacting the author.
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Abstract

Word Sense Disambiguation (WSD) is tra-
ditionally considered an AI-hard problem.
A breakthrough in this field would have a
significant impact on many relevant web-
based applications, such as information re-
trieval and information extraction. This pa-
per describes JIGSAW, a knowledge-based
WSD system that attemps to disambiguate
all words in a text by exploiting WordNet1

senses. The main assumption is that a spe-
cific strategy for each Part-Of-Speech (POS)
is better than a single strategy. We evalu-
ated the accuracy of JIGSAW on SemEval-
2007 task 1 competition2. This task is an
application-driven one, where the applica-
tion is a fixed cross-lingual information re-
trieval system. Participants disambiguate
text by assigning WordNet synsets, then the
system has to do the expansion to other lan-
guages, index the expanded documents and
run the retrieval for all the languages in
batch. The retrieval results are taken as a
measure for the effectiveness of the disam-
biguation.

1 The JIGSAW algorithm

The goal of a WSD algorithm consists in assigning
a word wi occurring in a document d with its appro-
priate meaning or sense s, by exploiting the context

C in where wi is found. The context C for wi is de-
fined as a set of words that precede and follow wi.
The sense s is selected from a predefined set of pos-
sibilities, usually known as sense inventory. In the
proposed algorithm, the sense inventory is obtained
from WordNet 1.6, according to SemEval-2007 task
1 instructions. JIGSAW is a WSD algorithm based
on the idea of combining three different strategies to
disambiguate nouns, verbs, adjectives and adverbs.
The main motivation behind our approach is that

1http://wordnet.princeton.edu/
2http://www.senseval.org/

the effectiveness of a WSD algorithm is strongly
influenced by the POS tag of the target word. An
adaptation of Lesk dictionary-based WSD algorithm
has been used to disambiguate adjectives and ad-
verbs (Banerjee and Pedersen, 2002), an adaptation
of the Resnik algorithm has been used to disam-
biguate nouns (Resnik, 1995), while the algorithm
we developed for disambiguating verbs exploits the
nouns in the context of the verb as well as the nouns
both in the glosses and in the phrases that WordNet
utilizes to describe the usage of a verb. JIGSAW
takes as input a document d = {w1, w2, . . . , wh} and
returns a list of WordNet synsets X = {s1, s2, . . . ,
sk} in which each element si is obtained by disam-
biguating the target word wi based on the informa-
tion obtained from WordNet about a few immedi-
ately surrounding words. We define the context C of
the target word to be a window of n words to the left
and another n words to the right, for a total of 2n
surrounding words. The algorithm is based on three
different procedures for nouns, verbs, adverbs and
adjectives, called JIGSAWnouns, JIGSAWverbs,
JIGSAWothers, respectively. More details for each
one of the above mentioned procedures follow.

1.1 JIGSAWnouns

The procedure is obtained by making some varia-
tions to the algorithm designed by Resnik (1995) for
disambiguating noun groups. Given a set of nouns
W = {w1, w2, . . . , wn}, obtained from document
d, with each wi having an associated sense inven-
tory Si = {si1, si2, . . . , sik} of possible senses, the
goal is assigning each wi with the most appropri-
ate sense sih ∈ Si, according to the similarity of
wi with the other words in W (the context for wi).
The idea is to define a function ϕ(wi, sij), wi ∈ W ,
sij ∈ Si, that computes a value in [0, 1] representing
the confidence with which word wi can be assigned
with sense sij . The intuition behind this algorithm
is essentially the same exploited by Lesk (1986) and
other authors: The most plausible assignment of
senses to multiple co-occurring words is the one that
maximizes relatedness of meanings among the cho-
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sen senses. JIGSAWnouns differs from the original
algorithm by Resnik (1995) in the similarity mea-
sure used to compute relatedness of two senses. We
adopted the Leacock-Chodorow measure (Leacock
and Chodorow, 1998), which is based on the length
of the path between concepts in an IS-A hierarchy.
The idea behind this measure is that similarity be-
tween two synsets, s1 and s2, is inversely propor-
tional to their distance in the WordNet IS-A hierar-
chy. The distance is computed by finding the most

specific subsumer (MSS) between s1 and s2 (each
ancestor of both s1 and s2 in the WordNet hierar-
chy is a subsumer, the MSS is the one at the lowest
level) and counting the number of nodes in the path
between s1 and s2 that traverse their MSS. We ex-
tended this measure by introducing a parameter k
that limits the search for the MSS to k ancestors (i.e.
that climbs the WordNet IS-A hierarchy until either
it finds the MSS or k + 1 ancestors of both s1 and
s2 have been explored). This guarantees that “too
abstract” (i.e. “less informative”) MSSs will be ig-
nored. In addition to the semantic similarity func-
tion, JIGSAWnouns differs from the Resnik algo-
rithm in the use of:

1. a Gaussian factor G, which takes into account the dis-
tance between the words in the text to be disambiguated;

2. a factor R, which gives more importance to the synsets
that are more common than others, according to the fre-
quency score in WordNet;

3. a parametrized search for the MSS between two concepts
(the search is limited to a certain number of ancestors).

Algorithm 1 describes the complete procedure for
the disambiguation of nouns. This algorithm consid-
ers the words in W pairwise. For each pair (wi,wj),
the most specific subsumer MSSij is identified, by
reducing the search to depth1 ancestors at most.
Then, the similarity sim(wi, wj , depth2) between
the two words is computed, by reducing the search
for the MSS to depth2 ancestors at most. MSSij is
considered as supporting evidence for those synsets
sik in Si and sjh in Sj that are descendants of
MSSij . The MSS search is computed choosing the
nearest MSS in all pairs of synsets sik,sjh. Like-
wise, the similarity for (wi,wj) is the max similarity
computed in all pairs of sik,sjh and is weighted by
a gaussian factor that takes into account the posi-
tion of wi and wj in W (the shorter is the distance

Algorithm 1 The procedure for disambiguating
nouns derived from the algorithm by Resnik
1: procedure JIGSAWnouns(W, depth1, depth2) �

finds the proper synset for each polysemous noun in the set
W = {w1, w2, . . . , wn}, depth1 and depth2 are used in
the computation of MSS

2: for all wi, wj ∈W do
3: if i < j then
4: sim ← sim(wi, wj , depth1) ∗

G(pos(wi), pos(wj)) � G(x, y) is a Gaussian
function which takes into account the difference between
the positions of wi and wj

5: MSSij ←MSS(wi, wj , depth2) �
MSSij is the most specific subsumer between wi and wj ,
search for MSS restricted to depth2 ancestors

6: for all sik ∈ Si do
7: if is-ancestor(MSSij ,sik) then � if

MSSij is an ancestor of sik

8: supik ← supik + sim
9: end if

10: end for
11: for all sjh ∈ Sj do
12: if is-ancestor(MSSij ,sjh) then
13: supjh ← supjh + sim
14: end if
15: end for
16: normi ← normi + sim
17: normj ← normj + sim
18: end if
19: end for
20: for all wi ∈W do
21: for all sik ∈ Si do
22: if normi > 0 then
23: ϕ(i, k)← α ∗ supik/normi + β ∗R(k)
24: else
25: ϕ(i, k)← α/|Si|+ β ∗R(k)
26: end if
27: end for
28: end for
29: end procedure

between the words, the higher is the weight). The
value ϕ(i, k) assigned to each candidate synset sik

for the word wi is the sum of two elements. The
first one is the proportion of support it received, out
of the support possible, computed as supik/normi

in Algorithm 1. The other element that contributes
to ϕ(i, k) is a factor R(k) that takes into account
the rank of sik in WordNet, i.e. how common is the
sense sik for the word wi. R(k) is computed as:

R(k) = 1− 0.8 ∗ k

n− 1
(1)

where n is the cardinality of the sense inventory Si

for wi, and k is the rank of sik in Si, starting from 0.
Finally, both elements are weighted by two pa-

rameters: α, which controls the contribution given
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to ϕ(i, k) by the normalized support, and β, which
controls the contribution given by the rank of sik.
We set α = 0.7 and β = 0.3. The synset assigned
to each word in W is the one with the highest ϕ
value. Notice that we used two different parameters,
depth1 and depth2 for setting the maximum depth
for the search of the MSS: depth1 limits the search
for the MSS computed in the similarity function,
while depth2 limits the computation of the MSS
used for assigning support to candidate synsets. We
set depth1 = 6 and depth2 = 3.

1.2 JIGSAWverbs

Before describing the JIGSAWverbs procedure, the
description of a synset must be defined. It is the
string obtained by concatenating the gloss and the
sentences that WordNet uses to explain the usage
of a synset. First, JIGSAWverbs includes, in the
context C for the target verb wi, all the nouns in
the window of 2n words surrounding wi. For each
candidate synset sik of wi, the algorithm computes
nouns(i, k), that is the set of nouns in the descrip-
tion for sik.

maxjk = maxwl∈nouns(i,k) {sim(wj,wl,depth)} (2)

where sim(wj,wl,depth) is defined as in
JIGSAWnouns. In other words, maxjk is the
highest similarity value for wj wrt the nouns related
to the k-th sense for wi. Finally, an overall simi-
larity score among sik and the whole context C is
computed:

ϕ(i, k) = R(k) ·
P

wj∈CG(pos(wi), pos(wj)) ·maxjk
P

hG(pos(wi), pos(wh))
(3)

where R(k) is defined as in Equation 1 with a differ-
ent constant factor (0.9) and G(pos(wi), pos(wj)) is
the same Gaussian factor used in JIGSAWnouns,
that gives a higher weight to words closer to the tar-
get word. The synset assigned to wi is the one with
the highest ϕ value. Algorithm 2 provides a detailed
description of the procedure.

1.3 JIGSAWothers

This procedure is based on the WSD algorithm pro-
posed by Banerjee and Pedersen (2002). The idea is
to compare the glosses of each candidate sense for

Algorithm 2 The procedure for the disambiguation
of verbs
1: procedure JIGSAWverbs(wi, d, depth) � finds the

proper synset of a polysemous verb wi in document d
2: C ← {w1, ..., wn} � C is

the context for wi. For example, C = {w1, w2, w4, w5},
if the sequence of words {w1, w2, w3, w4, w5} occurs in d,
w3 being the target verb, wj being nouns, j �= 3

3: Si ← {si1, ...sim} � Si

is the sense inventory for wi, that is the set of all candidate
synsets for wi returned by WordNet

4: s← null � s is the synset to be returned
5: score← −MAXDOUBLE � score is the

similarity score assigned to s
6: p← 1 � p is the position of the synsets for wi

7: for all sik ∈ Si do
8: max← {max1k, ..., maxnk}
9: nouns(i, k)← {noun1, ..., nounz} �

nouns(i, k) is the set of all nouns in the description of sik

10: sumGauss← 0
11: sumTot← 0
12: for all wj ∈ C do � computation of the similarity

between C and sik

13: maxjk ← 0 � maxjk is the highest similarity
value for wj , wrt the nouns related to the k-th sense for wi.

14: sumGauss← G(pos(wi), pos(wj)) �
Gaussian function which takes into account the difference
between the positions of the nouns in d

15: for all nounl ∈ nouns(i, k) do
16: sim← sim(wj , nounl, depth) � sim is

the similarity between the j-th noun in C and l-th noun in
nouns(i, k)

17: if sim > maxjk then
18: maxjk ← sim
19: end if
20: end for
21: end for
22: for all wj ∈ C do
23: sumTot← sumTot+G(pos(wi), pos(wj))∗

maxjk

24: end for
25: sumTot← sumTot/sumGauss
26: ϕ(i, k)← R(k) ∗ sumTot � R(k) is defined as in

JIGSAWnouns

27: if ϕ(i, k) > score then
28: score← ϕ(i, k)
29: p← k
30: end if
31: end for
32: s← sip

33: return s
34: end procedure

the target word to the glosses of all the words in its
context. Let Wi be the sense inventory for the tar-
get word wi. For each sik ∈ Wi, JIGSAWothers

computes the string targetGlossik that contains the
words in the gloss of sik. Then, the procedure
computes the string contextGlossi, which contains
the words in the glosses of all the synsets corre-
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sponding to each word in the context for wi. Fi-
nally, the procedure computes the overlap between
contextGlossi and targetGlossik, and assigns the
synset with the highest overlap score to wi. This
score is computed by counting the words that occur
both in targetGlossik and in contextGlossi. If ties
occur, the most common synset in WordNet is cho-
sen.

2 Experiment

We performed the experiment following the instruc-
tions for SemEval-2007 task 1 (Agirre et al., 2007).
JIGSAW is implemented in JAVA, by using JWNL
library3 in order to access WordNet 1.6 dictionary.
We ran the experiment on a Linux-based PC with
Intel Pentium D processor having a speed of 3 GHz
and 2 GB of RAM. The dataset consists of 29,681
documents, including 300 topics. Results are re-
ported in Table 1. Only two systems (PART-A and
PART-B) partecipated to the competition, thus the
organizers decided to add a third system (ORGA-
NIZERS) developed by themselves. The systems
were scored according to standard IR/CLIR mea-
sures as implemented in the TREC evaluation pack-
age4. Our system is labelled as PART-A.

system IR documents IR topics CLIR
no expansion 0.3599 0.1446
full expansion 0.1610 0.1410 0.2676
1st sense 0.2862 0.1172 0.2637
ORGANIZERS 0.2886 0.1587 0.2664
PART-A 0.3030 0.1521 0.1373
PART-B 0.3036 0.1482 0.1734

Table 1: SemEval-2007 task 1 Results

All systems show similar results in IR tasks, while
their behaviour is extremely different on CLIR task.
WSD results are reported in Table 2. These re-
sults are encouraging as regard precision, consid-
ering that our system exploits only WordNet as
kwnoledge-base, while ORGANIZERS uses a su-
pervised method that exploits SemCor to train a
kNN classifier.

3 Conclusions

In this paper we have presented a WSD algorithm
that exploits WordNet as knowledge-base and uses

3http://sourceforge.net/projects/jwordnet
4http://trec.nist.gov/

system precision recall attempted
SENSEVAL-2
ORGANIZERS 0.584 0.577 93.61%
PART-A 0.498 0.375 75.39%
PART-B 0.388 0.240 61.92%
SENSEVAL-3
ORGANIZERS 0.591 0.566 95.76%
PART-A 0.484 0.338 69.98%
PART-B 0.334 0.186 55.68%

Table 2: WSD results on all-words task

three different methods for each part-of-speech. The
algorithm has been evaluated by SemEval-2007 task
1. The system shows a good performance in all
tasks, but low precision in CLIR evaluation. Prob-
ably, the negative result in CLIR task depends on
complex interaction of WSD, expansion and index-
ing. Contrarily to other tasks, organizers do not plan
to provide a ranking of systems on SemEval-2007
task 1. As a consequence, the goal of this task - what
is the best WSD system in the context of a CLIR
system? - is still open. This is why the organizers
stressed in the call that this was ”a first try”.
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Abstract 

We describe a system, UNN-WePS for 
identifying individuals from web pages us-
ing data from Semeval Task 13. Our sys-
tem is based on using co-presence of per-
son names to form seed clusters. These are 
then extended with pages that are deemed 
conceptually similar based on a lexical 
chaining analysis computed using Roget’s 
thesaurus. Finally, a single link hierarchical 
agglomerative clustering algorithm merges 
the enhanced clusters for individual entity 
recognition. UNN-WePS achieved an aver-
age purity of 0.6, and inverse purity of 0.73. 

1 Introduction 

Guha and Garg (2004) report that approximately 
4% of internet searches are to locate named indi-
viduals. Yet, many people share the same name 
with for example 157630 individuals in the UK 
sharing the most common name ‘David Jones’ 
(UK statistics cited by Ash 2006). Consequently 
identifying web pages on specific individuals is a 
significant problem that will grow as everyone ac-
quires a web presence.  

There are several proposed approaches to identi-
fying which individuals correspond to which web 
pages. For example, Bollegala et al. (2007) pro-
pose augmenting queries in the style of relevance 
feedback (Salton and Buckley 1990), Kalashnikov 
(2007) treat Web Person Search (WePS) as a dis-
ambiguation problem whose objective is to distin-
guish individuals, whilst Wan et al. (2005) see 
WePS as a clustering problem. 

WePS has both similarities and differences to 
word sense disambiguation (WSD). Both seek to 
classify instances of usage, but in WSD the sense 
inventory is fixed. WSD then is more amenable to 
a classification solution where a system can be ef-
fectively trained using learning algorithms. In 
WePS we do not know from the outset how many 
individuals our pages correspond to. Consequently 
we took the view that WePS is better seen as a 
clustering rather than a classification problem. 

1.1 Ambiguity 

Ambiguity is a common feature of WePS and 
WSD.  There are multiple types of ambiguity in the 
relation between person names and entities that 
confound overly simple approaches. Firstly, note 
that some first names are also last names (Les Paul, 
Michael Howard), and that some last names also 
occur as given names (Woodrow Wilson Guthrie, 
Martin Luther King). Consequently, an overly 
simple name parser will easily be confused. Sec-
ondly many last names are also place names (Jack 
London, William Manchester). Thus, if a last name 
is not found in the names database, but is found in 
the gazetteer, a name can be confused with a loca-
tion. Finally, we come to toponym ambiguity, 
where the name of a place may correspond to sev-
eral locations. (For example, there are thirteen 
places called Manchester, multiple Londons, 
Washingtons etc.) Resolving toponyms is a re-
search problem itself (Leidner, 2004). 

1.2 Statistics 

Statistics are a further relation between WePS and 
WSD. We expect Zipf’s law (e.g. Adamic and 
Huberman 2002) to apply to the relation between 
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web pages and individuals, meaning that relative 
frequency and rank form a harmonic series. In 
other words some people will be associated with 
many pages and increasingly more will be linked 
to fewer. This has a strong link to disambiguation, 
where an inaccurate algorithm may give inferior 
performance to the strategy of always selecting the 
most frequent sense. 

Now if we consider the types of data that distin-
guish individuals, we might find colleagues, 
friends, and family mentioned in web pages, in 
addition to locations, dates, and topics of interest. 
Of these, names are particularly useful, and we 
define co-present names as names found in a web 
page in addition to the name for which we are 
searching.  

Names are statistically useful, even though 
many people share the same name. For example 
there are 7640 individuals in the UK (for example) 
that share the most popular female name “Margaret 
Smith”. Given the population of the UK is ap-
proximately 60 million, the probability of even the 
most common female name in the UK occurring 
randomly is 1.27+10-4 (of course not all the indi-
viduals have web pages).  

Now, Semeval WePS pages (Artiles 2007) have 
been retrieved in response to a search for one 
name. Often such web pages will contain addi-
tional names. The probability that a web page will 
contain two names corresponding to two different 
individuals is quite low (~ca 7x10-8). Conse-
quently co-present names form indicators of an 
individual’s identity. These give accurate seed 
points, which are critical to the success of many 
clustering algorithms such as k-means (Jain et al. 
1999) 

1.3 Lexical Chain Text Similarity 

Not all WePS pages contain multiple names, or 
even content in any form. Consequently we need to 
distinguish between pages that are similar in mean-
ing to a page already in a seed cluster, those that 
refer to separate entities, and those to be discarded 

This was done by comparing the conceptual 
similarity of the WePS pages using Roget’s thesau-
rus as the conceptual inventory. The approach was 
described in Ellman (2000), where lexical chains 
are identified from each document using Roget's 
thesaurus. These chains are then unrolled to yield 
an attribute value vector of concepts where the 
values are given by repetition, type of thesaural 

relation found, and textual cohesion. Thus, we are 
not simply indexing by thesaural categories. 

Vectors corresponding to different documents 
can be compared to give a measure of conceptual 
similarity. Roget’s thesaurus typically contains one 
thousand sense entries divided by part of speech 
usage, giving a total of 6400 entries. Such vectors 
may be compared using many algorithms, although 
a nearest neighbor algorithm was implemented in 
Ellman (2000).  

1.4 One Sense Per Discourse 

UNN-WePS was based on a deliberate strategy 
that the success of an active disambiguation 
method needed to exceed its overall error rate in 
order to improve baseline performance. As such, 
simple methods that improved overall success 
modestly were preferred to complex ones that did 
not. Consequently, to reduce the search space, we 
used the ‘one sense per discourse’ heuristic (Gale 
et al. 1992). This assumes that one web page 
would not refer to two different individuals that 
share a name. 

2 System Description 

UNN-WePS was made up of three components, 
comprising modules to: 

1. Create seed clusters that associated files 
with person names other than those being 
searched for. 

2. Match similarity of unallocated documents 
to micro clusters using lexical chains de-
rived from Roget’s thesaurus. 

3. Identify entities using single link agglom-
erative clustering algorithm. 

In detail, a part of speech tagger (Coburn et al. 
2007) was used to identify sequences of proper 
nouns. Person names were identified from these 
sequences using the following simple names 
‘grammar’ coupled with data from the US Census 
(1990). 

 
Name = [Title*][Initials | 1st name]+[2nd name]+ 

Figure 1: Regular Expression Name Syntax  
We also used a gazetteer to forms seed clusters 

using data from the World Gazetteer (2007). This 
did not form part of the submitted system. 
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In the second step, conceptual similarity was de-
termined using the method and tool described in 
Ellman (2000). Documents not allocated to seed 
clusters, were compared for conceptual similarity 
to all other documents. If similar to a document in 
a seed cluster, the unallocated document was in-
serted into the seed cluster. If neither document nor 
one to which it was similar too were in a seed clus-
ter, they were formed into a new seed cluster. Fi-
nally if document has 'meaningful' content, but is 
not conceptually similar to any other it is stored in 
a singleton seed cluster otherwise, it is discarded.  

In the final step, seed clusters were sorted by 
size and merged using a single link hierarchical 
agglomerative clustering algorithm to identify enti-
ties (Jain et al. 1999). The use of a single link 
means that a document can only be associated with 
one entity, which conforms to the ‘one sense per 
discourse’ heuristic. 

Further details of the UNN-WePS algorithm are 
given in figure 2 below. 

 

3 Results 

UNN-WePS achieved an average purity of 0.6, and 
inverse purity of 0.73 in Semeval Task 13, achiev-
ing seventh position out of sixteen competing sys-
tems (Artiles et al. 2007). However there was con-
siderable variance in UNN-WePS results as shown 
in graph 1 below. 
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P(submitted) P(no-chain) P (places-chainer)
 FOREACH Person_Name 

1. TAG raw html Files with Part of Speech.  
2. IDENTIFY Generic Document Profiles using 

lexical chains in html Files. 
3. CONSTRUCT table T to associate person 

names  with Files. 
a. FOREACH File in Person_Name 

i. IDENTIFY Names in File 
ii. FOREACH Name in Names 

IF Name ≠ Person_Name  
STORE Name, File in T 

4. CREATE Seed clusters by inverting T to 
give files that are associated by co-
present names 

5. MATCH Similarity of unallocated docu-
ments to seed clusters  
a. FOREACH unallocated document D 

IF similar to a document in cluster C 
  INSERT D into C 
ELSE IF similar to a non-clustered   
document D’                                        
CREATE  D, D’ as new cluster C’  
ELSE IF CONTAINS D > 200 words 
      CREATE D as new cluster C’’ 
      ELSE DISCARD D 

6. IDENTIFY entities using single link ag-
glomerative clustering algorithm over 
seed clusters. 

Graph 1: UNN-WePS purity performance 
 

Graph 1 shows the purity scores for UNN-WePS 
on the Semeval 13 test data on three conditions: (1) 
as submitted (solid line), (2) using the gazetteer 
(dashed line), and (3) without the lexical chain 
based similarity matching (dotted line).  

Note although the purity is lower when similar-
ity matching is included the number of discarded 
documents is approximately halved. 

An examination of the data suggests that where 
performance was especially poor it was due to ge-
nealogical data. Firstly this contains multiple indi-
viduals sharing the same name violating the ‘one 
sense per discourse’ heuristic. Secondly genealogi-
cal data includes birth and death information which 
was outside the scope of UNN-WePS. Further-
more, the large number of names confounds the 
statistical utility of co-present names. 

4 Conclusion and Future Work 

We have described a system, UNN-WePS that dis-
ambiguates individuals in web pages as required 
for Semeval task 13 (Artiles et al. 2007).  

UNN-WePS was composed of three modules. 
The first formed seed clusters based on names pre-
sent in web pages other than the individual for 
whom we are searching. The second used a lexical 

Figure 2: UNN-WePS Algorithm 
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chain based similarity measure to associates re-
maining files with clusters, whilst the third joined 
the clusters to identify identities using a single link 
hierarchical algorithm. 

UNN-WePS performed surprisingly well con-
sidering the simplicity of its basic seeding algo-
rithm. The use however of the ‘one sense per dis-
course’ heuristic was flawed. Names do re-occur 
across generations in families.  

Genealogy is a popular Internet pastime, and 
web pages containing genealogy data frequently 
refer to multiple individuals that share a name at 
different time periods. As UNN-WePS did not ac-
count for time, this could not be detected. Further-
more, the large number of names in on-line genea-
logical data does lead to spurious associations. 

As WePS was time limited, several extensions 
and refinements were envisaged, but not executed. 
Firstly, as described, the world gazetteer (2007) 
did not lead to performance improvements. We 
speculate therefore the disambiguation effect from 
using place names was exceeded by the ambiguity 
introduced by using them blindly. We note espe-
cially the inference between unidentified names (or 
street names, or building names) being interpreted 
as place data. 

A further system deficiency was the lack of rec-
ognition of date data. This is essential to differenti-
ate between identically named individuals in ge-
nealogical data. 

Finally, we are currently experimenting with dif-
ferent clustering algorithms using the CLUTO 
toolkit (Karypis 2002) to improve on UNN-WePS 
baseline performance. 
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Abstract

We describe the SUPERSENSELEARNER

system that participated in the English all-
words disambiguation task. The system re-
lies on automatically-learned semantic mod-
els using collocational features coupled with
features extracted from the annotations of
coarse-grained semantic categories gener-
ated by an HMM tagger.

1 Introduction

The task of word sense disambiguation consists of
assigning the most appropriate meaning to a poly-
semous word within a given context. Applications
such as machine translation, knowledge acquisition,
common sense reasoning, and others, require knowl-
edge about word meanings, and word sense disam-
biguation is considered essential for all these tasks.

Most of the efforts in solving this problem
were concentrated so far toward targeted supervised
learning, where each sense tagged occurrence of a
particular word is transformed into a feature vector,
which is then used in an automatic learning process.
The applicability of such supervised algorithms is
however limited only to those few words for which
sense tagged data is available, and their accuracy
is strongly connected to the amount of labeled data
available at hand.

Instead, methods that address all words in unre-
stricted text have received significantly less atten-
tion. While the performance of such methods is usu-
ally exceeded by their supervised lexical-sample al-

ternatives, they have however the advantage of pro-
viding larger coverage.

In this paper, we describe SUPERSENSE-
LEARNER – a system for solving the semantic am-
biguity of all words in unrestricted text. SUPER-
SENSELEARNER brings together under one system
the features previously used in the SENSELEARNER

(Mihalcea and Csomai, 2005) and the SUPERSENSE

(Ciaramita and Altun, 2006) all-words word sense
disambiguation systems. The system is using a rel-
atively small pre-existing sense-annotated data set
for training purposes, and it learns global semantic
models for general word categories.

2 Learning for All-Words Word Sense
Disambiguation

Our goal is to use as little annotated data as possi-
ble, and at the same time make the algorithmgen-
eral enough to be able to disambiguate as many
content words as possible in a text, andefficient
enough so that large amounts of text can be anno-
tated in real time. SUPERSENSELEARNER is at-
tempting to learn general semantic models for var-
ious word categories, starting with a relatively small
sense-annotated corpus. We base our experiments
on SemCor (Miller et al., 1993), a balanced, se-
mantically annotated dataset, with all content words
manually tagged by trained lexicographers.

The input to the disambiguation algorithm con-
sists of raw text. The output is a text with word
meaning annotations for all open-class words.

The algorithm starts with a preprocessing stage,
where the text is tokenized and annotated with part-
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of-speech tags; collocations are identified using a
sliding window approach, where a collocation is de-
fined as a sequence of words that forms a compound
concept defined in WordNet (Miller, 1995).

Next, a semantic model is learned for all pre-
defined word categories, where a word category is
defined as a group of words that share some com-
mon syntactic or semantic properties. Word cate-
gories can be of various granularities. For instance,
a model can be defined and trained to handle all the
nounsin the test corpus. Similarly, using the same
mechanism, a finer-grained model can be defined to
handle all the verbs for which at least one of the
meanings is of type e.g., “<move>”. Finally, small
coverage models that address one word at a time, for
example a model for the adjective “small,” can be
also defined within the same framework. Once de-
fined and trained, the models are used to annotate the
ambiguous words in the test corpus with their corre-
sponding meaning. Sections 3 and 4 below provide
details on the features implemented by the various
models.

Note that the semantic models are applicable only
to: (1) words that are covered by the word category
defined in the models; and (2) words that appeared
at least once in the training corpus. The words that
are not covered by these models (typically about 10-
15% of the words in the test corpus) are assigned the
most frequent sense in WordNet.

3 SenseLearner Semantic Models

Different semantic models can be defined and
trained for the disambiguation of different word cat-
egories. Although more general than models that
are built individually for each word in a test corpus
(Decadt et al., 2004), the applicability of the seman-
tic models built as part of SENSELEARNER is still
limited to those words previously seen in the train-
ing corpus, and therefore their overall coverage is
not 100%.

Starting with an annotated corpus consisting of
all the annotated files in SemCor, augmented with
the SENSEVAL-2 and SENSEVAL-3 all-words data
sets, a separate training data set is built for each
model. There are seven models provided with the
current SENSELEARNERdistribution, implementing
the following features:

3.1 Noun Models

modelNN1: A contextual model that relies on the
first noun, verb, or adjective before the target noun,
and their corresponding part-of-speech tags.
modelNNColl: A collocation model that imple-
ments collocation-like features based on the first
word to the left and the first word to the right of the
target noun.

3.2 Verb Models

modelVB1 A contextual model that relies on the
first word before and the first word after the target
verb, and their part-of-speech tags.
modelVBColl A collocation model that implements
collocation-like features based on the first word to
the left and the first word to the right of the target
verb.

3.3 Adjective Models

modelJJ1 A contextual model that relies on the first
noun after the target adjective.
modelJJ2 A contextual model that relies on the first
word before and the first word after the target adjec-
tive, and their part-of-speech tags.
modelJJColl A collocation model that implements
collocation-like features using the first word to the
left and the first word to the right of the target adjec-
tive.

Based on previous performance in the
SENSEVAL-2 and SENSEVAL-3 evaluations,
we selected the noun and verb collocational models
for inclusion in the SUPERSENSELEARNER system
participating in the SEMEVAL all-words task.

4 SuperSenses and other Coarse-Grained
Semantic Features

A great deal of work has focused in recent years
on shallow semantic annotation tasks such as named
entity recognition and semantic role labeling. In the
former task, systems analyze text to detect mentions
of instances of coarse-grained semantic categories
such as “person”, “organization” and “location”. It
seems natural to ask if this type of shallow seman-
tic information can be leveraged to improve lexical
disambiguation. Particularly, since the best perform-
ing taggers typically implement sequential decoding
schemes, e.g., Viterbi decoding, which have linear
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complexity and can be performed quite efficiently.
In practice thus, this type of pre-processing resem-
bles POS-tagging and could provide the WSD sys-
tem with useful additional evidence.

4.1 Tagsets

We use three different tagsets. The first is the set of
WordNet supersenses (Ciaramita and Altun, 2006):
a mapping of WordNet’s synsets to 45 broad lexi-
cographers categories, 26 for nouns, 15 for verbs,
3 for adjectives and 1 for adverbs. The second
tagset is based on the ACE 2007 English data for
entity mention detection (EMD) (ACE, 2007). This
tagset defines seven entity types: Facility, Geo-
Political Entity, Location, Organization, Person, Ve-
hicle, Weapon; further subdivided in 44 subtypes.
The third tagset is derived from the BBN Entity
Corpus (BBN, 2005) which complements the Wall
Street Journal Penn Treebank with annotations of a
large set of entities: 12 named entity types (Person,
Facility, Organization, GPE, Location, Nationality,
Product, Event, Work of Art, Law, Language, and
Contact-Info), nine nominal entity types (Person,
Facility, Organization, GPE, Product, Plant, Animal,
Substance, Disease and Game), and seven numeric
types (Date, Time, Percent, Money, Quantity, Ordi-
nal and Cardinal). Several of these types are further
divided into subtypes, for a total of 105 classes.1

4.2 Taggers

We annotate the training and evaluation data using
three sequential taggers, one for each tagset. The
tagger is a Hidden Markov Model trained with the
perceptron algorithm introduced in (Collins, 2002),
which applies Viterbi decoding and is regularized
using averaging. Label to label dependencies are
limited to the previous tag (first order HMM). We
use a generic feature set for NER based on words,
lemmas, POS tags, and word shape features, in addi-
tion we use as a feature of each token the supersense
of a first (super)sense baseline. A detailed descrip-
tion of the features used and the tagger can be found
in (Ciaramita and Altun, 2006). The supersense tag-
ger is trained on the Brown sections one and two of
SemCor. The BBN tagger is trained on sections 2-
21 of the BBN corpus. The ACE tagger is trained

1BBN Corpus documentation.

on the 599 ACE 2007 training files. The accuracy
of the tagger is, approximately, 78% F-score for su-
persenses and ACE, and 87% F-score for the BBN
corpus.

4.3 Features

The taggers disregard the lemmatization of the eval-
uation data. In practice, this means that multiword
lemmas such as “take off”, are split into their ba-
sic components. In fact, the goal of the tagger is
to guess the elements of the instances of semantic
categories by means of the usual BIO encoding. In
other words, the tagger predicts a labeled bracket-
ing of the tokens in each sentence. As an exam-
ple, the supersense tagger annotates the tokens in the
phrase “substance abuse” as “substanceB−noun.act”
and “abuseI−noun.act”, although the gold standard
segmentation of the data does not identify the phrase
as one lemma. We use the labels generated in this
way as features of each token to disambiguate.

5 Feature Combination

For the final system we create a combined feature set
for each target word, consisting of the lemma, the
part of speech, the collocational SENSELEARNER

features, and the three coarse grained semantic tags
of the target word. Note that the semantic fea-
tures are represented aslemmaTAG to avoid over-
generalization.

In the training stage, a feature vector is con-
structed for each sense-annotated word covered by
a semantic model. The features are model-specific,
and feature vectors are added to the training set
pertaining to the corresponding model. The label
of each such feature vector consists of the target
word and the corresponding sense, represented as
word#sense. Table 1 shows the number of feature
vectors constructed in this learning stage for each
semantic model. To annotate new text, similar vec-
tors are created for all the content-words in the raw
text. Similar to the training stage, feature vectors
are created and stored separately for each semantic
model.

Next, word sense predictions are made for all the
test examples, with a separate learning process run
for each semantic model. For learning, we are using
the Timbl memory based learning algorithm (Daele-
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Training RESULTS

mode size Precision Recall

noun 89052 0.658 0.228
verb 48936 0.539 0.353
all 137988 0.583 0.583

Table 1: Precision and recall for the SUPERSENSE-
LEARNER semantic models.

Training RESULTS

mode size Precision Recall

noun 89052 0.666 0.233
verb 48936 0.554 0.360
all 137988 0.593 0.593

Table 2: Precision and recall for the SUPERSENSE-
LEARNER semantic models - without U labels.

mans et al., 2001), which was previously found use-
ful for the task of word sense disambiguation (Hoste
et al., 2002; Mihalcea, 2002).

Following the learning stage, each vector in the
test data set is labeled with apredictedword and
sense. If the word predicted by the learning algo-
rithm coincides with the target word in the test fea-
ture vector, then the predicted sense is used to an-
notate the test instance. Otherwise, if the predicted
word is different from the target word, no annota-
tion is produced, and the word is left for annotation
in a later stage (e.g., using the most frequent sense
back-off method).

6 Results

The SUPERSENSELEARNER system participated in
the SEMEVAL all-words word sense disambigua-
tion task. Table 1 shows the results obtained for
each part-of-speech (nouns and verbs), as well as
the overall results. We have also ran a separate
evaluation excluding the U (unknown) tag, which
is shown in Table 2. SUPERSENSELEARNER was
ranked the third among the fourteen participating
systems, proving the validity of the approach.
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Abstract

This paper describes the University of North
Texas SUBFINDER system. The system is
able to provide the most likely set of sub-
stitutes for a word in a given context, by
combining several techniques and knowl-
edge sources. SUBFINDER has successfully
participated in thebestandout of ten (oot)
tracks in the SEMEVAL lexical substitution
task, consistently ranking in the first or sec-
ond place.

1 Introduction

Lexical substitution is defined as the task of identify-
ing the most likely alternatives (substitutes) for a tar-
get word, given its context (McCarthy, 2002). Many
natural language processing applications can bene-
fit from the availability of such alternative words,
including word sense disambiguation, lexical ac-
quisition, machine translation, information retrieval,
question answering, text simplification, and others.

The task is closely related to the problem of word
sense disambiguation, with the substitutes acting as
synonyms for the input word meaning. Unlike word
sense disambiguation however, lexical substitution
is not performed with respect to a given sense inven-
tory, but instead candidate synonyms are generated
“on the fly” for a given word occurrence. Thus, lexi-
cal substitution can be regarded in a way as a hybrid
task that combines word sense disambiguation and
distributional similarity, targeting the identification
of semantically similarwords thatfit the context.

2 A system for lexical substitution

SUBFINDER is a system able to provide the most
likely set of substitutes for a word in a given context.

∗Contact author.

In SUBFINDER, the lexical substitution task is car-
ried out as a sequence of two steps. First, candidates
are extracted from a variety of knowledge sources;
so far, we experimented with WordNet (Fellbaum,
1998), Microsoft Encarta encyclopedia, Roget, as
well as synonym sets generated from bilingual dic-
tionaries, but additional knowledge sources can be
integrated as well. Second, provided a list of candi-
dates, a number of ranking methods are applied in
a weighted combination, resulting in a final list of
lexical substitutes ranked by their semantic fit with
both the input target word and the context.

3 Candidate Extraction

Candidates are extracted using several lexical re-
sources, which are combined into a larger compre-
hensive resource.

WordNet: WordNet is a large lexical database of
English, with words grouped into synonym sets
calledsynsets. A problem we encountered with this
resource is that often times the only candidate in the
synset is the target word itself. Thus, to enlarge the
set of candidates, we use both the synonyms and the
hypernyms of the target word. We also remove the
target word from the synset, to ensure that only vi-
able candidates are considered.

Microsoft Encarta encyclopedia: The Microsoft
Encarta is an online encyclopedia and thesaurus re-
source, which provides for each word the part of
speech and a list of synonyms. Using the part of
speech as identified in the context, we are able to ex-
tract synsets for the target word. An important fea-
ture in the Encarta Thesaurus is that the first word
in the synset acts as a definition for the synset, and
therefore disambiguates the target word. This defi-
nition is maintained as a separate entry in the com-
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prehensive resource, and it is also added to its corre-
sponding synset.

Other Lexical Resources: We have also experi-
mented with two other lexical resources, namely the
Roget thesaurus and a thesaurus built using bilingual
dictionaries. In evaluations carried out on the devel-
opment data set, the best results were obtained using
only WordNet and Encarta, and thus these are the
resources used in the final SUBFINDER system.

All these resources entail different forms of synset
clustering. In order to merge them, we use the
largest overlap among them. It is important to note
that the choice of the first resource considered has
a bearing on the way the synsets are clustered. In
experiments ran on the development data set, the
best results were obtained using a lexical resource
constructed starting with the Microsoft Encarta The-
saurus and then mapping the WordNet synsets to it.

4 Candidate Ranking

Several ranking methods are used to score the can-
didate substitutes, as described below.

Lexical Baseline (LB): In this approach we use
the pre-existing lexical resources to provide a rank-
ing over the candidate substitutes. We rank the can-
didates based on their occurrence in the two selected
lexical resources WordNet and Encarta, with those
occurring in both resources being assigned a higher
ranking. This technique emphasizes the resources
annotators’ agreement that the candidates belong in-
deed to the same synset.

Machine Translation (MT): We use machine
translation to translate the test sentences back-and-
forth between English and a second language. From
the resulting English translation, we extract the re-
placement that the machine translation engine pro-
vides for the target word. To locate the translated
word we scan the translation for any of the can-
didates (and their inflections) as obtained from the
comprehensive resource, and score the candidate
synset accordingly.

We experimented with a range of languages such
as French, Italian, Spanish, Simplified Chinese, and
German, but the best results obtained on the devel-
opment data were based on the French translations.
This could be explained because French is part of
the Romance languages family and synonyms to En-
glish words often find their roots in Latin. If we
consider again the wordbright, it was translated
into French asintelligent and then translated back
into English asintelligent for obvious reasons. In
one instance,intelligent was the best replacement

for bright in the trial data. Despite the fact that we
also used Italian and Spanish (which are both Latin-
based) we can only assume that French worked bet-
ter because translation engines are better trained on
French. From the resulting English translation, we
extract the replacement that the machine translation
engine provides for the target word. To locate the
translated word we scan the translation for any of the
candidates (and their inflections) as obtained from
the comprehensive resource, and score the candidate
synset accordingly. The translation process was car-
ried out using Google and AltaVista translation en-
gines resulting in two systemsMTG andMTA re-
spectively. The translation systems feature high pre-
cision when a candidate is found (about 20% of the
time), at the cost of low recall. The lexical baseline
method is therefore used when no candidates are re-
turned by the translation method.

Most Common Sense (MCS): Another method
we use for ranking candidates is to consider the
first word appearing in the first synset returned by
WordNet. When no words other than the target
word are available in this synset, the method recur-
sively searches the next synset available for the tar-
get word. In order to guarantee a sufficient number
of candidates, we use the lexical baseline method as
a baseline.

Language Model (LM): We model the semantic
fit of a candidate substitute within the given context
using a language model, expressed using the condi-
tional probability:

P (c|g) = P (c, g)/P (g) ≈ Count(c, g) (1)

wherec represents a possible candidate andg rep-
resents the context. The probabilityP (g) of the
context is the same for all the candidates, hence we
can ignore it and estimateP (c|g) as the N-gram fre-
quency of the context where the target word is re-
placed by the proposed candidate. To avoid skewed
counts that can arise from the different morpholog-
ical inflections of the target word or the candidate
and the bias that the context might have toward any
specific inflection, we generalizeP (c|g) to take into
account all the inflections of the selected candidate
as shown in equation 2.

Pn(c|g) ≈
n∑

i=1

Count(ci, g) (2)

wheren is the number of possible inflections for the
candidatec.

We use the Google N-gram dataset to calculate the
termCount(ci g). The Google N-gram corpus is a
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collection of English N-grams, ranging from one to
five N-grams, and their respective frequency counts
observed on the Web (Brants and Franz, 2006). In
order for the model to give high preference to the
longer N-grams, while maintaining the relative fre-
quencies of the shorter N-grams (typically more fre-
quent), we augment the counts of the higher order
N-grams with the maximum counts of the lower or-
der N-grams, hence guaranteeing that the score as-
signed to an N-gram of orderN is higher than the
the score of an N-gram of orderN − 1.

Semantic Relatedness using Latent Semantic
Analysis (LSA): We expect to find a strong se-
mantic relationship between a good candidate and
the target context. A relatively simple and efficient
way to measure such a relatedness is the Latent Se-
mantic Analysis (Landauer et al., 1998). Documents
and terms are mapped into a 300 dimensional latent
semantic space, providing the ability to measure the
semantic relatedness between two words or a word
and a context. We use the InfoMap package from
Stanford University’s Center for the Study of Lan-
guage and Information, trained on a collection of
approximately one million Wikipedia articles. The
rank of a candidate is given by its semantic related-
ness to the entire context sentence.

Information Retrieval (IR): Although the Lan-
guage Model approach is successful in ranking the
candidates, it suffers from the small N-gram size im-
posed by using the Google N-grams corpus. Such
a restriction is obvious in the following 5-gram ex-
amplewho was a bright boyin which the context
is not sufficient to disambiguate betweenhappyand
smartas possible candidates. As a result, we adapt
an information retrieval approach which uses all the
content words available in the given context. Similar
to the previous models, the target word in the con-
text is replaced by all the generated inflections of
the selected candidate and then queried using a web
search engine. The resulting rank represents the sum
of the total number of pages in which the candidate
or any of its inflections occur together with the con-
text. This also reflects the semantic relatedness or
the relevance of the candidate to the context.

Word Sense Disambiguation (WSD): Since pre-
vious work indicated the usefulness of word sense
disambiguation systems in lexical substitution (Da-
gan et al., 2006), we use the SenseLearner word
sense disambiguation tool (Mihalcea and Csomai,
2005) to disambiguate the target word and, accord-
ingly, to propose its synonyms as candidates.

Final System: Our candidate ranking methods are
aimed at different aspects of what constitutes a good
candidate. On one hand, we measure the semantic
relatedness of a candidate with the original context
(the LSA and WSD methods fall under this cate-
gory). On the other hand, we also want to ensure
that the candidate fits the context and leads to a well
formed English sentence (e.g., the language model
method). Given that the methods described earlier
aim at orthogonal aspects of the problem, it is ex-
pected that a combination of these will provide a
better overall ranking.

We use a voting mechanism, where we consider
the reciprocal of the rank of each candidates as given
by one of the described methods. The final score of
a candidate is given by the decreasing order of the
weighted sum of the reciprocal ranks:

score (ci) =
∑

m∈rankings

λm

1

rm
ci

To determine the weightλ of each individual
ranking we run a genetic algorithm on the develop-
ment data, optimized for themodeprecision and re-
call. Separate sets of weights are obtained for the
bestand oot tasks. Table 1 shows the weights of
the individual ranking methods. As expected, for
the besttask, the language model type of methods
obtain higher weights, whereas for theoot task, the
semantic methods seem to perform better.

5 Results and Discussion

The SUBFINDER system participated in thebestand
the oot tracks of the lexical substitution task. The
best track calls for any number of best guesses,
with the most promising one listed first. The credit
for each correct guess is divided by the number of
guesses. Theoot track allows systems to make up to
10 guesses, without penalizing, and without being of
any benefit if less than 10 substitutes are provided.
The ordering of guesses in theoot metric is unim-
portant.

For both tracks, the evaluation is carried out using
precision and recall, calculated based on the number
of matching responses between the system and the
human annotators, respectively. A “mode” evalua-
tion is also conducted, which measures the ability of
the systems to capture the most frequent response
(the “mode”) from the gold standard annotations.
For details, please refer to the official task descrip-
tion document (McCarthy and Navigli, 2007).

Tables 2 and 3 show the results obtained by SUB-
FINDER in thebestandoot tracks respectively. The
tables also show a breakdown of the results based
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on: only target words that were not identified as
multiwords (NMWT); only substitutes that were not
identified as multiwords (NMWS); only items with
sentences randomly selected from the Internet cor-
pus (RAND); only items with sentences manually se-
lected from the Internet corpus (MAN ).

WSD LSA IR LB MCS MTA MTG LM
best 34 2 64 63 56 69 38 97
oot 6 82 7 28 46 14 32 68

Table 1: Weights of the individual ranking methods

P R Mode P Mode R
OVERALL 12.77 12.77 20.73 20.73

Further Analysis
NMWT 13.46 13.46 21.63 21.63
NMWS 13.79 13.79 21.59 21.59
RAND 12.85 12.85 20.18 20.18
MAN 12.69 12.69 21.35 21.35

Baselines
WORDNET 9.95 9.95 15.28 15.28
L IN 8.84 8.53 14.69 14.23

Table 2:BEST results

P R Mode P Mode R
OVERALL 49.19 49.19 66.26 66.26

Further Analysis
NMWT 51.13 51.13 68.03 68.03
NMWS 54.01 54.01 70.15 70.15
RAND 51.71 51.71 68.04 68.04
MAN 46.26 46.26 64.24 64.24

Baselines
WORDNET 29.70 29.35 40.57 40.57
L IN 27.70 26.72 40.47 39.19

Table 3:OOT results

Compared to other systems participating in this
task, our system consistently ranks on the first or
second place. SUBFINDER clearly outperforms all
the other systems for the “mode” evaluation, show-
ing the ability of the system to find the substitute
most often preferred by the human annotators. In
addition, the system exceeds by a large margin all
the baselines calculated for the task, which select
substitutes based on existing lexical resources (e.g.,
WordNet or Lin distributional similarity).

Separate from the “official” submission, we ran
a second experiment where we optimized the com-
bination weights targeting high precision and recall
(rather than highmode). An evaluation of the system
using this new set of weights yields a precision and
recall of13.34 with amodeof 21.71 for thebesttask,
surpassing the best system according to the anony-
mous results report. For theoot task, the precision
and recall increased to50.30, still maintaining sec-
ond place.

6 Conclusions

The lexical substitution task goes beyond simple
word sense disambiguation. To approach such a
task, we first need a good comprehensive and precise
lexical resource for candidate extraction. Secondly,
we need to semantically filter the highly diverse and
ambiguous set of candidates, while taking into ac-
count their fitness in the context in order to form
a proper linguistic expression. To accomplish this,
we built a system that incorporates lexical, semantic,
and probabilistic methods to capture both the seman-
tic similarity with the target word and the semantic
fit in the context. Compared to other systems partic-
ipating in this task, our system consistently ranks on
the first or second place. SUBFINDER clearly out-
performs all the other systems for the “mode” eval-
uation, proving its ability to find the substitute most
often preferred by the human annotators.
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Abstract

This paper is an outcome of ongoing re-
search and presents an unsupervised method
for automatic word sense induction (WSI)
and disambiguation (WSD). The induction
algorithm is based on modeling the co-
occurrences of two or more words using
hypergraphs. WSI takes place by detect-
ing high-density components in the co-
occurrence hypergraphs. WSD assigns to
each induced cluster a score equal to the sum
of weights of its hyperedges found in the lo-
cal context of the target word. Our system
participates in SemEval-2007 word sense in-
duction and discrimination task.

1 Introduction

The majority of both supervised and unsupervised
approaches to WSD is based on the “fixed-list” of
senses paradigm where the senses of a target word
is a closed list of definitions coming from a stan-
dard dictionary (Agirre et al., 2006). Lexicographers
have long warned about the problems of such an ap-
proach, since dictionaries are not suited to this task;
they often contain general definitions, they suffer
from the lack of explicit semantic and topical rela-
tions or interconnections, and they often do not re-
flect the exact content of the context, in which the
target word appears (Veronis, 2004).

To overcome this limitation, unsupervised WSD
has moved towards inducing the senses of a target
word directly from a corpus, and then disambiguat-
ing each instance of it. Most of the work in WSI

is based on the vector space model, where the con-
text of each instance of a target word is represented
as a vector of features (e.g second-order word co-
occurrences) (Schutze, 1998; Purandare and Peder-
sen, 2004). These vectors are clustered and the re-
sulting clusters represent the induced senses. How-
ever, as shown experimentally in (Veronis, 2004),
vector-based techniques are unable to detect low-
frequency senses of a target word.

Recently, graph-based methods were employed in
WSI to isolate highly infrequent senses of a target
word. HyperLex (Veronis, 2004) and the adaptation
of PageRank (Brin and Page, 1998) in (Agirre et al.,
2006) have been shown to outperform the most fre-
quent sense (MFS) baseline in terms of supervised
recall, but they still fall short of supervised WSD
systems.

Graph-based approaches operate on a 2-
dimensional space, assuming a one-to-one relation-
ship between co-occurring words. However, this
assumption is insufficient, taking into account the
fact that two or more words are usually combined
to form a relationship of concepts in the context.
Additionally, graph-based approaches fail to model
and exploit the existence of collocations or terms
consisting of more than two words.

This paper proposes a method for WSI, which
is based on a hypergraph model operating on
a n-dimensional space. In such a model, co-
occurrences of two or more words are represented
using weighted hyperedges. A hyperedge is a more
expressive representation than a simple edge, be-
cause it is able to capture the information shared
by two or more words. Our system participates in
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SemEval-2007 word sense induction and discrimi-
nation task (SWSID) (Agirre and Soroa, 2007).

2 Sense Induction & Disambiguation

This section presents the induction and disambigua-
tion algorithms.

2.1 Sense Induction

2.1.1 The Hypergraph Model
A hypergraph H = (V, F ) is a generalization of

a graph, which consists of a set of vertices V and a
set of hyperedges F ; each hyperedge is a subset of
vertices. While an edge relates 2 vertices, a hyper-
edge relates n vertices (where n ≥ 1). In our prob-
lem, we represent each word by a vertex and any
set of co-occurring related words by a hyperedge.
In our approach, we restrict hyperedges to 2, 3 or
4 words. Figure 1 shows an example of an abstract
hypergraph model 1.

Figure 1: An example of a Hypergraph

The degree of a vertex is the number of hyper-
edges it belongs to, and the degree of a hyperedge is
the number of vertices it contains. A path in the hy-
pergraph model is a sequence of vertices and hyper-
edges such as v1, f1, ..., vi−1, fi−1, vi, where vk are
vertices, fk are hyperedges, each hyperedge fk con-
tains vertices to its left and right in the path and no
hyperedge or vertex is repeated. The length of a path
is the number of hyperedges it contains, the distance
between two vertices is the shortest path between
them and the distance between two hyperedges is the
minimum distance of all the pairs of their vertices.

2.1.2 Building The Hypergraph
Let bp be the base corpus from which we induce

the senses of a target word tw. Our bp consists of
BNC and all the SWSID paragraphs containing the

1Image was taken from Wikipedia (Rocchini, 2006)

target word. The total size of bp is 2000 paragraphs.
Note that if SWSID paragraphs of tw are more than
2000, BNC is not used.

In order to build the hypergraph, tw is removed
from bp and each paragraph pi is POS-tagged. Fol-
lowing the example in (Agirre et al., 2006), only
nouns are kept and lemmatised. We apply two fil-
tering heuristics. The first one is the minimum fre-
quency of nouns (parameter p1), and the second one
is the minimum size of a paragraph (parameter p2).

A key problem at this stage is the determination of
related vertices (nouns), which can be grouped into
hyperedges and the weighting of each such hyper-
edge. We deal with this problem by using associa-
tion rules (Agrawal and Srikant, 1994). Frequent hy-
peredges are detected by calculating support, which
should exceed a user-defined threshold (parameter
p3).

Let f be a candidate hyperedge and a, b, c its ver-
tices. Then freq(a, b, c) is the number of para-
graphs in bp, which contain all the vertices of f , and
n is the total size of bp. Support of f is shown in
Equation 1.

support(f) =
freq(a, b, c)

n
(1)

The weight assigned to each collected hyperedge,
f , is the average of m calculated confidences, where
m is the size of f . Let f be a hyperedge containing
the vertices a, b, c. The confidence for the rule r0 =
{a, b} => {c} is defined in Equation 2.

confidence(r0) =
freq(a, b, c)
freq(a, b)

(2)

Since there is a three-way relationship among a, b
and c, we have two more rules r1 = {a, c} => {b}
and r2 = {b, c} => {a}. Hence, the weighting of
f is the average of the 3 calculated confidences. We
apply a filtering heuristic (parameter p4) to remove
hyperedges with low weights from the hypergraph.
At the end of this stage, the constructed hypergraph
is reduced, so that our hypergraph model agrees with
the one described in subsection 2.1.1.

2.1.3 Extracting Senses
Preliminary experiments on 10 nouns of

SensEval-3 English lexical-sample task (Mihalcea
et al., 2004) (S3LS), suggested that our hypergraphs
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are small-world networks, since they exhibited
a high clustering coefficient and a small average
path length. Furthermore, the frequency of vertices
with a given degree plotted against the degree
showed that our hypergraphs satisfy a power-law
distribution P (d) = c ∗ d−α, where d is the vertex
degree, P (d) is the frequency of vertices with
degree d. Figure 2 shows the log-log plot for the
noun difference of S3LS.

Figure 2: Log-log plot for the noun difference.

In order to extract the senses of the target word,
we modify the HyperLex algorithm (Veronis, 2004)
for selecting the root hubs of the hypergraph as fol-
lows. At each step, the algorithm finds the vertex vi

with the highest degree, which is selected as a root
hub, according to two criteria.

The first one is the minimum number of hyper-
edges it belongs to (parameter p5), and the second is
the average weight of the first p5 hyperedges (para-
meter p6) 2. If these criteria are satisfied, then hyper-
edges containing vi are grouped to a single cluster cj

(new sense) with a 0 distance from vi, and removed
from the hypergraph. The process stops, when there
is no vertex eligible to be a root hub.

Each remaining hyperedge, fk, is assigned to the
cluster, cj , closest to it, by calculating the minimum
distance between fk and each hyperedge of cj as de-
fined in subsection 2.1.1. The weight assigned to fk

is inversely proportional to its distance from cj .

2.2 Word Sense Disambiguation

Given an instance of the target word, tw, paragraph
pi containing tw is POS-tagged, nouns are kept and

2Hyperedges are sorted in decreasing order of weight

lemmatised. Next, each induced cluster cj is as-
signed a score equal to the sum of weights of its
hyperedges found in pi.

3 Evaluation

3.1 Preliminary Experiments
This method is an outcome of ongoing research.
Due to time restrictions we were able to test and
tune (Table 1), but not optimize, our system only on
a very small set of nouns of S3LS targeting at a high
supervised recall. Our supervised recall on the 10
first nouns of S3LS was 66.8%, 9.8% points above
the MFS baseline.

Parameter Value
p1:Minimum frequency of a noun 8
p2:Minimum size of a paragraph 4
p3:Support threshold 0.002
p4:Average confidence threshold 0.2
p5:Minimum number of hyperedges 6
p6:Minimum average weight of hyperedges 0.25

Table 1: Chosen parameters for our system

3.2 SemEval-2007 Results
Tables 2 and 3 show the average supervised recall,
FScore, entropy and purity of our system on nouns
and verbs of the test data respectively. The submit-
ted answer consisted only of the winning cluster per
instance of a target word, in effect assigning it with
weight 1 (default).

Entropy measures how well the various gold stan-
dard senses are distributed within each cluster, while
purity measures how pure a cluster is, containing ob-
jects from primarily one class. In general, the lower
the entropy and the larger the purity values, the bet-
ter the clustering algorithm performs.

Measure Proposed methodology MFS
Entropy 25.5 46.3
Purity 89.8 82.4
FScore 65.8 80.7
Sup. Recall 81.6 80.9

Table 2: System performance for nouns.

For nouns our system achieves a low entropy and
a high purity outperforming the MFS baseline, but a
lower FScore. This can be explained by the fact that
the average number of clusters we produce for nouns
is 11, while the gold standard average of senses is
around 2.8. For verbs the performance of our system

416



is worse than for nouns, although entropy and purity
still outperform the MFS baseline. FScore is very
low, despite that the average number of clusters we
produce for verbs (around 8) is less than the number
of clusters we produce for nouns. This means that
for verbs the senses of gold standard are much more
spread among induced clusters than for nouns, caus-
ing a low unsupervised recall. Overall, FScore re-
sults are in accordance with the idea of microsenses
mentioned in (Agirre et al., 2006). FScore is biased
towards clusters similar to the gold standard senses
and cannot capture that theory.

Measure Proposed methodology MFS
Entropy 28.9 44.4
Purity 82.0 77
F-score 45.1 76.8
Sup. Recall 73.3 76.2

Table 3: System performance for verbs.

Our supervised recall for verbs is 73.3%, and be-
low the MFS baseline (76.2%), which no system
managed to outperform. For nouns our supervised
recall is 81.6%, which is around 0.7% above the
MFS baseline. In order to fully examine the perfor-
mance of our system we applied a second evaluation
of our methodology using the SWSID official soft-
ware.

The solution per target word instance included the
entire set of clusters with their associated weights
(Table 4). Results show that the submitted answer
(instance - winning cluster), was degrading seri-
ously our performance both for verbs and nouns due
to the loss of information in the mapping step.

POS Proposed Methodology MFS
Nouns 84.3 80.9
Verbs 75.6 76.2
Total 80.2 78.7

Table 4: Supervised recall in second evaluation.

Our supervised recall for nouns has outperformed
the MFS baseline by 3.4% with the best system
achieving 86.8%. Performance for verbs is 75.6%,
0.6% below the best system and MFS.

4 Conclusion

We have presented a hypergraph model for word
sense induction and disambiguation. Preliminary

experiments suggested that our reduced hypergraphs
are small-world networks. WSI identifies the highly
connected components (hubs) in the hypergraph,
while WSD assigns to each cluster a score equal to
the sum of weights of its hyperedges found in the
local context of a target word.

Results show that our system achieves high en-
tropy and purity performance outperforming the
MFS baseline. Our methodology achieves a low
FScore producing clusters that are dissimilar to the
gold standard senses. Our supervised recall for
nouns is 3.4% above the MFS baseline. For verbs,
our supervised recall is below the MFS baseline,
which no system managed to outperform.
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Abstract 

This short paper presents a system developed at 

the Université Paris 13 for the Semeval 2007 

Metonymy Resolution Task (task #08, location 

name track; see Markert and Nissim, 2007). 

The system makes use of plain word forms 

only. In this paper, we evaluate the accuracy of 

this minimalist approach, compare it to a more 

complex one which uses both syntactic and 

semantic features, and discuss its usefulness for 

metonymy resolution in general. 

1 Introduction 

This short paper presents the system developed at 

the Université Paris 13 for the Metonymy 

resolution task, during Semeval 2007 (Markert and 

Nissim, 2007). Two sub-tasks were proposed, 

concerning 1) country names and 2) company 

names. We only participated in the first task 

(country names). We developed a simple approach 

which we present and thoroughly evaluate in this 

paper. We discuss the relevance of this approach 

and compare it to more complex ones.  

2 Motivation 

We participated in the metonymy task with a very 

basic system. The idea was to investigate the 

efficiency of a minimalist (though, not Chomskian) 

system. This system tags entities on the basis of 

discriminative (plain) word forms occurring in a 

given window only. Our aim was to find out which 

word forms are discriminative enough to be 

considered as parameters. 

In the past, we developed a system for 

metonymy resolution for French, evaluated in the 

framework of the ESTER evaluation (Gravier, 

2004). This system, described in Poibeau (2006), 

uses various kinds of information, among others: 

plain word forms, part-of-speech tags, and 

syntactic and semantic tags (conceptual word 

classes).  

The usefulness of complex linguistic features 

(especially syntactic and semantic tags) is 

questionable: they may be hard to compute, error-

prone and their contribution is not clear. We 

therefore developed a new version of the system 

mainly based on 1) a distributional analysis (on 

surface word forms) along with 2) a filtering 

process. The latter restricted metonymic readings 

to country and capital names (as opposed to other 

location names), since they include a vast majority 

of the metonymic readings (this proved to be 

efficient but is of course a harsh pragmatic over-

simplification without real linguistic basis). We 

nevertheless obtained a highly versatile system, 

performing reasonably well, compared to our 

previous, much more complex implementation 

(F-score was .58 instead of .63; we computed 

F-score with β=1).  
In the framework of the Semeval evaluation, the 

filtering process is irrelevant since only country 

names are considered as entities. However, we 

thought that it would be interesting to develop a 

very basic system, to evaluate the performance one 

can obtain using plain word forms only.  

3 A (too) Lazy Approach 

We chose not to use any part-of-speech tagger or 

syntactic or semantic analyzer; we did not use any 

external knowledge or any other annotated corpus 

than the one provided for the training phase. Since 

no NLP tool was used, we had to duplicate most of 

the words in order to get the singular and the plural 

form. Our system is thus very simple compared to 
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the state-of-art in this domain (e.g. Nissim and 

Markert, 2003). 

We used discriminative plain words only. These 

are gathered as follows: all the words in a given 

window (here we use a 7 word window, before and 

after the target entity since it gave the best results 

on the training data) are extracted and associated 

with two classes (literal vs. non literal). We thus 

consider the most discriminative words, i.e. words 

that appear frequently in some contexts but not in 

others (literal vs. non-literal readings). 

Discriminative words are elements that are 

abnormally frequent or rare in one corpus 

compared to another one.  

Characteristic features are selected based on 

their probabilities. Probability levels measure the 

significance of the differences between the relative 

frequency of an expression or a feature within a 

group (or a category) with its global relative 

frequency calculated over the entire corpus (Lafon, 

1980). They are calculated under the hypothesis of 

a random distribution of the forms. The smaller the 

probability levels, the more characteristic the 

corresponding forms (Lebart and Salem, 1997). 

We thus obtained 4 lists of discriminative words 

(literal vs. non-literal × before vs. after the target 

entity). As the result, some semantic families 

emerged, especially for words appearing before 

literal readings: lists of prepositions (in, at, 

within…) and geographical items (east, west, 

western…). Some lists were manually completed, 

when a “natural” series appeared to be incomplete 

(for example, if we got east, west, north, we 

completed the word series with south).  

3.1 Reducing the Size of the Search Space 

The approach described so far may seems a bit 

simplistic (and, indeed, it is!), but nevertheless it 

yielded highly discriminative features. For 

example, if we only tag country names 

immediately preceded by the preposition in as 

‘literal’, we obtain the results presented in table 1 

(in the following tables, precision is the most 

relevant issue; coverage gives an idea of the 

percentage of tagged entities by the considered 

feature, compared to the total number of entities to 

be tagged). Figure 1 shows that detecting the 

preposition in in front of a location name 

discriminates almost perfectly 23% of the literal 

readings. 

 Training Test 

Precision 1 .98 

Coverage .23 .23 

Table 1. Results for the pattern in + LOC 

(result tag = literal) 

A simple discriminative analysis of the training 

corpus produces the following list of prepositions 

and geographical discriminative features: "at", 

"within", "in", "into", "from", "coast", 

"land", "area", "southern", "south", "east", 

"north", "west", "western", "eastern", etc
1
. 

Table 2 presents the results obtained from this list 

of words (occurring in a 7 word window, on the 

left of the target word): 

 

 Training Test 

Precision .91 .88 

Coverage .60 .55 

Table 2. Results for the pattern <at+within+…> 

+ LOC (note that table 1 is contained in table 2) 

Another typical feature was the use of the entity in 

a genitive construction (e.g. in Iran's official 

commitment, Iran is considered as a literal 

reading). The presence of 's on the right side of the 

target entity is highly discriminative (table 3): 

 

 Training Test 

Precision .87 .89 

Coverage .15 .17 

Table 3. Results for the pattern LOC’s  

(result tag = literal) 

This strategy may seem strange, since the task is to 

find metonymic readings rather than literal ones 

(the baseline is to tag all the target entities as 

literal). However, it is useful in reducing the size 

of the search space by approximately 50%. This 

means that more than 70% of the entities with a 

literal meaning can be tagged with a confidence 

around 90% using this technique, thus reducing the 

number of problematic cases. The resulting file is 

relatively balanced: it contains about 50-60% of 

literal meaning and 40-50% of metaphorical 

meaning (instead of a classical ratio 80% vs. 20%).  

                                                 
1
 The list also contains nouns and verbs like: "enter", 

"entered", "fly", "flown", "went", "go", "come", 

"land", "country", "mountain"… 
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3.2 Looking for Metonymy, Desperately … 

We used the same strategy for metonymic 

readings. We have observed in the past that word 

forms are much more efficient for literal readings 

than for metonymic readings. However, the fact 

that the location name is followed by a verb like 

"has", "should", "was", "would", "will" 

seemed to be discriminative on the training corpus. 

Unfortunately, this feature did not work well on 

the test corpus (table 4). 

 

 Training Test 

Precision .6 .3 

Coverage .1 .04 

Table 4. Results for the pattern LOC + <was, 

should…> (result tag = metonymic) 

This simply means that a syntactic analysis would 

be useful to discriminate between the sentences 

where the target entity is the subject of the 

following verb (in this context, the entity is most of 

the time used with a metaphoric reading; to go 

further, one needs to filter the verb according to 

semantic classes).  

Another point that was clear from the task 

guidelines was that sport’s teams correspond to 

metonymic readings.  The list of characteristic 

words for this class, obtained from the training 

corpus was the following: "player", "team", 

"defender", "plays", "role", "score", 

"scores", "scored", "win", "won", "cup", "v"2, 

"against", "penalty", "goal", "goals", 

"champion", "champions", etc. But, bad luck! 

This list did not work well on the test corpus either: 

 

 Training Test 

Precision .64 .32 

Coverage .13 .05 

Table 5. Results for the pattern LOC + 

<player, team…>  (result tag = metonymic) 

Table 5 shows that coverage as well as precision 

are very low.  

Yet another category included words related to 

the political role of countries, which entails a 

metonymic reading: "role", "institution", 

"preoccupation", "attitude", "ally", 

"allies", "institutions", "initiative", 

                                                 
2
 v for versus, especially in sports: Arsenal-MU  3 v 2. 

"according", "authority"… All these categories 

had low coverage on the test corpus. This is not so 

surprising and is related to our knowledge-poor 

strategy: the training corpus is relatively small and 

it was foreseeable that we would miss most of the 

relevant contexts. However, we wanted to maintain 

precision above .5 (i.e. relevant contexts should 

remain relevant), but failed in this, as one can see 

from the overall results. 

4 Overall Evaluation 

We mainly discuss here the results of the coarse 

evaluation, where only literal vs non-literal 

meanings were targeted. We did not develop any 

specific strategy for the other tracks (medium and 

fine) since there were too few examples in the 

training data. We just transferred non-literal 

readings to the most probable class according to 

the training corpus (metonymic for medium, 

place-for-people for fine). However, the 

performance of our system (i.e. accuracy) is 

relatively stable between these three tracks, since 

the distribution of examples between the different 

classes is very unequally distributed.  

Before giving the results, recall that our purpose 

was to investigate a knowledge-poor strategy, in 

order to establish how far one can get using only 

surface indicators. Thus, unsurprisingly, our results 

for the training corpus were already lower than 

those obtained using a more sophisticated system 

(Nissim and Markert, 2003). They are however a 

good indicator of performance when one uses only 

surface features.  

The accuracy on the training corpus was .815. 

Precision and recall are presented in the table 6.  

 

 Literal Non-lit. 

Precision .88 .54 

Recall .88 .57 

P&R .88 .55 

Table 6. Overall results on the training corpus 

Accuracy on the test corpus is .754 only. Table 7 

shows the results obtained for the different kinds of 

location names. The result is obvious: there is a 

significant drop in both recall and precision, 

compared to the results on the training corpus. 
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 Literal Non lit. 

Precision .83 .38 

Recall .86 .31 

P&R .84 .34 

Table 7. Overall results on the test corpus 

5 Discussion 

Metonymy is a complex linguistic phenomenon 

and it is thus no surprise that such a basic system 

performed badly, even if the drop in precision 

between training and test set was disappointing. 

The main conclusion of this approach is that 

surface forms can be used to reduce the size of the 

search space with a relatively good accuracy. A 

large part of the literal readings can be tagged 

using surface forms only. For the remaining cases, 

the use of more sophisticated linguistic information 

(both syntactic and semantic) is necessary.  

During this work, we discovered some 

problematic target entities whose annotation is 

challenging. For instance, we tagged the following 

example as metonymic (because of the keywords 

“role” and “above”), whereas it is tagged as 

literal in the gold standard: 

This two-track approach was seen (…) as 

reflecting continued manoeuvring over 

the role of the <annot> <location 

reading="literal"> United States 

</location> </annot> in the alliance, …  

See also the following example (tagged by our 

system as metonymic because of the keyword 

“relations”, but assumed to be literal in the gold 

standard): 

Relations with China and <annot> 

<location reading="literal"> Singapore 

</location></annot> … 

On the other hand, the following example was 

tagged as literal by our system (due to the 

preposition in) instead of metonymic.  

After their European Championship 

victory (…), Holland will be expected 

to do well in <annot> <location 

reading="metonymic" metotype="place-

for-event"> Italy </location></annot>.  

If Italy is assumed to refer to the World Cup 

occurring in Italy, we think that the literal reading 

is not completely irrelevant (a paraphrase could be: 

“…to do well during their stay in Italy” which is 

clearly literal).  

Metonymy is a form of figurative speech “in 

which one expression is used to refer to the 

referent of a related one” (Markert and Nissim, 

2007). The phenomenon corresponds to a semantic 

shift in interpretation (“a profile shift”) that 

appears to be a function of salience (Cruse and 

Croft, 2004). We assume that this semantic shift 

does not completely erase the original referent: it 

rather puts the focus on a specific feature of the 

content (“the profile”) of the standard referent. If 

we adopt this theory, we can explain why it may be 

difficult to tag some examples, since both readings 

may co-exist.  

6 Conclusion 

In this paper, we presented a (minimalist) system 

for metonymy resolution and evaluated its 

usefulness for the task. The system worked well 

for reducing the size of the search space but 

performed badly for the recognition of metonymic 

readings themselves. It should be used in 

combination with more complex features, 

especially syntactic and semantic information.  
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Abstract 

For the Affective Text task at SemEval-
2007, University Paris 7’s system first 
evaluates emotion and valence on all words 
of a news headline (using enriched versions 
of SentiWordNet and a subset of WordNet-
Affect). We use a parser to find the head 
word, considering that it has a major im-
portance. We also detect contrasts (be-
tween positive and negative words) that 
shift valence. Our knowledge-based system 
achieves high accuracy on emotion and va-
lence annotation. These results show that 
working with linguistic techniques and a 
broad-coverage lexicon is a viable ap-
proach to sentiment analysis of headlines. 

1 Introduction 

1.1 Objectives 

The detection of emotional connotations in texts is 
a recent task in computational linguistics. Its 
economic stakes are promising; for example, a 
company could detect, by analyzing the blo-
gosphere, people’s opinion on its products. 

The goal of the SemEval task is to annotate 
news headlines for emotions (using a predefined 
list: anger, disgust, fear, joy, sadness & surprise), 
and for valence (positive or negative). A specific 
difficulty here is related to the small number of 
words available for the analysis. 

1.2 Overall architecture 

Our system is mainly rule-based and uses a lin-
guistic approach. From a macroscopic point of 
view, we follow the hypothesis that, in a news title, 

all the words potentially carry emotions. If linguis-
tic resources make it possible to detect these emo-
tions individually, how can we deal with headlines 
where bad and good emotions appear at once? 

Our objective is to identify the expression which 
carries the main topic of the title. One can consider 
that this expression has a primary importance. 

We also seek to lay down rules for detecting 
specific emotions. For instance, surprise some-
times comes from the contrast between good and 
bad news. And sometimes, simple lexical elements 
are characteristic of an emotion; a negation or a 
modal auxiliary in a title may be a relevant indica-
tor of surprise. 

We describe here the techniques we imple-
mented to address all these points. 

2 Components & resources used 

The system we employed for the Affective Text 
evaluation consists of the following components1: 

• The SS-Tagger (a Part-of-Speech tagger)2, 

• The Stanford Parser. 

We also used several lexical resources: 

• WordNet version 2.1, 

• A subset of WordNet-Affect, 

• SentiWordNet. 

As the SS-Tagger is straightforward, we will not 
say more about it here. We will, however, discuss 
the remaining components and resources below. 

                                                 
1  We used them through the Antelope NLP framework 
(www.proxem.com), which makes them easy to use. 
2 This fast PoS tagger uses an extension of Maximum Entropy 
Markov Models. See (Tsuruoka, Tsujii, 2005). 

422



2.1 Choice of the Stanford Parser 

We wished to use a syntactic parser for this task. 
We hesitated between two parsers producing a 
dependency graph, the Link Grammar Parser 
(Sleator, Temperley, 1991) and the Stanford 
Parser (Manning, Klein, 2002). 

As a news title is sometimes reduced to a nomi-
nal group, without a verb, our experiments showed 
that we should modify the title to make it “gram-
matically correct”. Such a step is essential to 
obtain accurate results with a rule-based analyzer 
such as the Link Grammar Parser. On the other 
hand, a statistical analyzer like the Stanford Parser 
is more tolerant with constructions which are not 
grammatically correct. That is why we chose it. 

2.2 WordNet 

We used WordNet (Miller, 1995) as a semantic 
lexicon. This well-known project, started in 1985 
at Princeton, offers a broad-coverage semantic 
network of the English language, and is probably 
one of the most popular NLP resources. 

In WordNet, words are grouped into sets of 
synonyms. Various semantic relations exist be-
tween these synsets (for example, hypernymy and 
hyponymy, antonymy, derivation…). 

2.3 WordNet-Affect 

WordNet-Affect (Strapparava, Valitutti, 2004) is a 
hierarchy of “affective domain labels”, with which 
the synsets representing affective concepts are 
further annotated. We used the subset of WordNet-
Affect provided as emotions lists by the SemEval 
organizers. To improve it, we manually added to 
the emotion lists new words that we found impor-
tant on the task trial data. 

 Nouns Verbs Adjectives Adverbs
Anger 37 26 16 0
Disgust 35 19 9 0
Fear 71 26 20 4
Joy 50 22 14 1
Sadness 88 37 29 4
Surprise 16 29 13 2
Table 1: Counting of new words for each emotion. 

Nouns Verbs Adjectives Adverbs 
cancer 
danger 
poverty 

demolish 
injure 
kidnap 

comatose 
nuclear 
violent 

bloody 
dead 

worse 
Table 2: Some words added for “fear” emotion. 

The synsets of emotions lists were considered as 
seeds; our system recursively propagated their 
emotions to their neighbor synsets3.  

SentiWordNet 

SentiWordNet (Esuli, Sebastiani, 2006) describes 
itself as a lexical resource for opinion mining. 
SentiWordNet assigns to each synset of WordNet 
three sentiment scores 4 : positivity, negativity, 
objectivity, the sum of which always equals 1.0. 

This resource has been created with a mix of 
linguistics and statistics (using classifiers). The 
advantage of this approach is to allow the auto-
matic generation of emotion values for all the 
synsets of WordNet. The disadvantage is that, as 
all the results are not manually validated, some 
resulting classifications can appear incorrect5. 

We recursively propagate the positivity and 
negativity values throughout neighbor synsets6. 

3 UPAR7 Affective Text system 

3.1 “De-capitalization” of common words 

A preliminary problem that we had to solve was 
related to the Anglo-Saxon habit of putting initial 
capital letters in all the words of a title. 

The first pass of our system thus detected news 
titles that were “improperly” capitalized, and “de-
capitalizes” their common words. 

For that, we used the SS-Tagger on the title; ac-
cording to the part of speech of each word, infor-
mation found in WordNet, and some hand-crafted 
rules7, the system chooses or not to keep the initial. 

The impact of this processing step is far from 
negligible, from the point of view of the Stanford 
Parser. Indeed, let us have a look at the difference 
between the parsing of the title, before (figure 1) 
and after (figure 2) this processing. 

                                                 
3 Following relations such as Hyponym, Derivation, Adjective 
Similar, Adjective Participle, Derivation and Pertainym. 
4 For instance, the synset ESTIMABLE#1 (deserving of respect 
or high regard) has: Positivity = 0.75, Negativity = 0.00, 
Objectivity = 0.25. 
5  For example, RAPE#3 (the crime of forcing a woman to 
submit to sexual intercourse against her will) is classified with 
Positivity=0.25 and Negativity=0.0 despite the presence of the 
word “crime” in its gloss. 
6 Using WordNet’s relations such as Hyponym (for noun and 
verb), Antonym and Derivation. For antonyms, positivity and 
negativity values are exchanged. 
7 For instance, a word that cannot be any form of a WordNet 
lemma is probably a proper noun, and then we keep its initial. 
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Figure 1 : Output of the Stanford Parser with a title that is “improperly” capitalized. 

 

 
Figure 2 : Output of the Stanford Parser with a title that is “properly” capitalized. 

(Words are tagged with the right part-of-speech, and dependencies are now correct.) 
 

3.2 Individual words rating 

For the moment, we consider the output of the 
Stanford Parser as an array of PoS-tagged words. 
We use WordNet’s morphology functions to find 
the possible base form of each word. 

At this stage, an important question arose: was 
lexical disambiguation possible? We thought not, 
because with short sentences, few relevant heuris-
tics apply. We chose another solution, by consider-
ing that the emotion and valence values of a word 
were the linear combination of that of all its possi-
ble meanings, balanced by the frequency of each 
lemma. 

We detected emotion and valence values for 
each word, by using our enriched version of 
WordNet-Affect and SentiWordNet. 

 
In fact, we also detected some extra information: 

• An additional 7th emotion, that looks like 
“compassion for people needing protection”. 
Our assumption is that certain words express 
a subjacent need for protection. For exam-
ple, there is “student” behind “school”, and 
“child” behind “adoption”. So, we built a list 
of words designating something that needs 
protection; we also include in this list words 
such as “troops”, “shoppers”… 

• We tried to detect acronyms relating to 
technology; for this, we defined a list of 
high-tech companies and a very basic regu-
lar expression rule saying that a word (not in 
WordNet) containing numbers, or capitals 
not in first position, should be something 
high-tech. (This very basic rule seems to 

work nicely on PS3, iPod, NASA…). We 
use these high-tech indications to increase 
the “joy” emotion. 

• We counted lexical elements that we think 
are good indicators of surprise: negations, 
modal auxiliaries, question marks. 

At this stage, we begin some post-processing on 
individual words. Which factors cause anger rather 
that sadness? We believe that human intention (to 
harm) causes the former emotion, while natural 
factors such as disease or climatic catastrophes 
cause the latter. So, we used a few rules related to 
the WordNet noun hierarchy, based on the fact that 
when a noun is a hyponym of a given synset, we 
boost some emotions: 

Does noun inherit from? Emotions to boost 
UNHEALTHINESS Fear, sadness 
ATMOSPHERIC PHENOME-
NON 

Fear, sadness 

AGGRESSION, HOSTILITY, 
WRONGFUL CONDUCT 

Anger, fear, sadness, 
disgust 

WEAPONRY, WEAPON 
SYSTEM 

Anger, fear, sadness 

UNFORTUNATE PERSON Sadness, “compassion” 
HUMAN WILL Anger 
Table 3: Hypernyms triggering an emotion boost. 

Then, the emotions found serve to update the 
valence, by increasing positivity or negativity: 

Emotion Positivity Negativity
Joy ++ -- 
Anger, disgust, sadness, 
fear, “compassion” 

-- ++ 

Table 4: Emotions that change valence. 
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3.3 Global sentence rating 

At this stage, our system tries to find the main 
subject of the news title. Again, we use the output 
of the Stanford Parser, but this time, we make use 
of the dependency graph. We consider that the 
main word is the root of the dependency graph, i.e. 
the word that is never a dependant word. (For 
instance, in figure 2, the main word is “predicts”.) 

We think that the contribution of this main word 
is much more important than that of the other 
words of the title8. So, we multiply its individual 
valence and emotion by 6. 

The last important part of linguistic processing 
is the detection of contrasts and accentuations 
between “good” or “bad” things. We search pat-
terns like [noun subject verb] or [verb direct 
object noun] in the dependency graph, with verbs 
that increase or decrease a quantity9 . Using the 
valence of the given noun, this gives our system 
the ability to detect very good news (“boosts 
(brain) power”) or good news where something 
bad gets less important (“reduces risk”, “slows 
decline”, “hurricane weakens”…). 

4 Results 

Coase-grained Fine-grained 
Pearson Accuracy Precision Recall 

Anger 32.33 93.60 16.67 1.66
Disgust 12.85 95.30 0.00 0.00
Fear 44.92 87.90 33.33 2.54
Joy 22.49 82.20 54.54 6.66
Sadness 40.98 89.00 48.97 22.02
Surprise 16.71 88.60 12.12 1.25

Table 5: Results of the emotion annotation. 

Our rule-based system detects the six emotions 
in news headlines with an average accuracy reach-
ing 89.43% (coarse-grained evaluation). However, 
recall is low. 

Coase-grained Fine-grained 
Pearson Accuracy Precision Recall 

Valence 36.96 55.00 57.54 8.78
Table 6: Results of the valence annotation. 

                                                 
8 In sentences like “study says…”, “scientists say…”, “police 
affirm…”, the main head word is the verb of the relative. 
9 We “rediscovered” valence shifters (words that modify the 
sentiment expressed by a sentiment-bearing word, see (Po-
lanyi and Zaenen, 2006)). 

The valence detection accuracy (55% in coarse-
grained evaluation) is lower than in emotion anno-
tation. We attribute this difference to the fact that it 
is easier to detect emotions (that are given by 
individual words) rather than valence, which needs 
a global understanding of the sentence. 

5 Conclusion 

Emotion and valence tagging is a complex and 
interesting task. For our first attempt, we designed 
and developed a linguistic rule-based system, using 
WordNet, SentiWordNet and WordNet-Affect 
lexical resources, that delivers high accuracy 
results. In our future work, we will explore the 
potential of simultaneously using a statistical 
approach, in order to improve recall of sentiment 
annotation. 
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1 Introduction
This paper describes UPC’s participation in the
SemEval-2007 task 9 (M̀arquez et al., 2007).1 We
addressed all four subtasks using supervised learn-
ing. The paper introduces several novel issues:
(a) for the SRL task, we propose a novel re-
ranking algorithm based on the re-ranking Percep-
tron of Collins and Duffy (2002); and (b) for the
same task we introduce a new set of global features
that extract information not only at proposition level
but also from the complete set of frame candidates.
We show that in the SemEval setting, i.e., small
training corpora, this approach outperforms previ-
ous work. Additionally, we added NSD and NER
information in the global SRL model but this exper-
iment was unsuccessful.

2 Named Entity Recognition
For the NER subtask we recognize first strong NEs,
followed by weak NE identification. Any single to-
ken with thenp0000, W, or Z PoS tag is consid-
ered a strong entity and is classified using the (At-
serias et al., 2006) implementation of a multi-label
AdaBoost.MH algorithm, with a configuration sim-
ilar to the NE classification module of Carreras et
al. (2003). The classifier yields predictions for four
classes (person, location, organization, misc). En-
tities with NUM and DAT are detected separately
solely based on POS tags.

The features used by the strong NE classifier
model a [-3,+3] context around the focus word, and
include bag-of-words, positional lexical features,

1Two of the authors of this paper, Lluı́s Màrquez and Luis
Villarejo, are organizers of the SemEval-2007 task 9.

PoS tags, orthographic features, as well as features
indicating whether the focus word, some of its com-
ponents, or some word in the context are included in
external gazetteers ortrigger words files.

The second step starts by selecting all noun
phrases (np) that cover a span of more than one to-
ken and include a strong NE as weak entity candi-
dates. This strategy covers more than 95% of the
weak NEs. A second AdaBoost.MH classifier is
then applied to decide the right class for the noun
phrase among the possible six (person, location, or-
ganization, misc, number, date) plus aNONE class
indicating that the noun phrase is not a weak NE.

The features used for weak NE classification are:
(1) simple features – length in tokens, head word,
lemma, and POS of thenp, syntactic function of the
np (if any), minimum and maximum number ofnp
nodes in the path from the candidate noun phrase to
any of the strong NEs included in it, and number and
type of the strong NEs predicted by the first–level
classifier that fall inside the candidate; (2)bag of
content words inside the candidate; and (3)pattern-
based features, consisting in codifying the sequence
of lexical tokens spanned by the candidate according
to some generalizations. When matching, tokens are
generalized to: the POS tag (in case ofnp0000,
W, Z, and punctuation marks),trigger-word of class
X, word-in-gazetteer of class X, andstrong-NE of
type X, predicted by the first level classifier. The
rest of words are abstracted to a common form (“w”
standing for a single word and “w+” standing for a
sequence ofn > 1 words). Beginning and end of the
span are also codified explicitly in the pattern–based
features. Finally, to avoid sparsity, only paths of up
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to length 6 are codified as features. Also, for each
path,n–grams of length 2, 3 and 4 are considered.
We filter out features that occur less than 10 times.

3 Noun Sense Disambiguation
We have approached the NSD subtask using su-
pervised learning. In particular, we used SVMlight

(Joachims, 1999), which is a freely available imple-
mentation of Support Vector Machines (SVM).

We trained binary SVM classifiers for every sense
of words with more than 15 examples in the training
set and a probability distribution over its senses in
which no sense is above 90%. The words not cov-
ered by the SVM classifiers are disambiguated using
the most frequent sense (MFS) heuristic. The MFS
was calculated from the relative frequencies in the
training corpus. To the words that do not appear in
the training corpus we assigned the first WordNet
sense.

We used a fairly regular set of features from the
WSD literature. We included: (1) a bag of con-
tent words appearing in a±10-word window; (2) a
bag of content words appearing in the clause of the
target word; (3){1, . . . , n}–grams of POS tags and
lemmas in a±n-word window (n is 3 for POS and
2 for lemmas); (4) unigrams and bigrams of (POS-
tag,lemma) pairs in a±2-word window; and (5) syn-
tactic features, i.e., label of the syntactic constituent
from which the target noun is the head, syntactic
function of that constituent (if any), and the verb.

Regarding the empirical setting, we filtered out
features occurring less than 3 times, we used linear
SVMs with a 0.5 value for theC regularization pa-
rameter (trade-off between training error and mar-
gin), and we applied one-vs-all binarization.

4 Semantic Role Labeling
The SRL approach deployed here implements a re-
ranking strategy that selects the best argument frame
for each predicate from the topN frames generated
by a base model. We describe the two models next.

4.1 The Local Model
The local (i.e., base) model is an adaption of Model
3 of Màrquez et al. (2005). This SRL approach
maps each frame argument to one syntactic con-
stituent and trains one-vs-all AdaBoost (Schapire
and Singer, 1999) classifiers to jointly identify and

classify constituents in the full syntactic tree of the
sentence as arguments. The model was adapted to
the languages and corpora used in the SemEval eval-
uations by removing the features that were specific
either to English or PropBank (governing category,
content word, and temporal cue words) and adding
several new features: (a)syntactic function features
– the syntactic functions available in the data often
point to specific argument labels (e.g.,SUJ usually
indicates anArg0); and (b) back-off features for
syntactic labels and POS tags – for the features that
include POS tags or syntactic labels we add a back-
off version of the feature where the POS tags and
syntactic labels are reduced to a small set.

In addition to feature changes we modified the
candidate filtering heuristic: we select as candidates
only syntactic constituents that are immediate de-
scendents ofS phrases that include the correspond-
ing predicate (for both languages, over 99.6% of the
candidates match this constraint).

4.2 The Global Model
We base our re-ranking approach on a variant of the
re-ranking Perceptron of Collins and Duffy (2002).
We modify the original algorithm in two ways to
make it more robust to the small training set avail-
able: (a) instead of comparing the score of the cor-
rect frame only with that of the best candidate for
each frame, we sequentially compare it with the
score ofeach candidate in order to acquire more in-
formation, and (b) we learn not only when the pre-
diction is incorrect but also when the prediction is
not confident enough.

The algorithm is listed in Algorithm 1:w is the
vector of model parameters,h generates the feature
vector for one example, andxij denotes thejth can-
didate for theith frame in the training data.xi1,
which denotes the “correct” candidate for framei, is
selected to maximize the F1 score for each frame.
The algorithm sequentially inspects all candidates
for each frame and learns when the difference be-
tween the scores of the correct and the current candi-
date is less than a thresholdτ . During testing we use
the average of all acquired model vectors, weighted
by the number of iterations they survived in train-
ing. We tuned all system parameters through cross-
validation on the training data. For both languages
we setτ = 10 (we do not normalize feature vectors)
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Algorithm 1 : Re-ranking Perceptron

w = ~0
for i = 1 to n do

for j = 2 to ni do
if w · h(xij) > w · h(xi1)− τ then

w← w + h(xi1)− h(xij)

and the number of training epochs to 2.
With respect to the features used, we focus only

on global features that can be extracted indepen-
dently of the local models. We show in Section 6
that this approach performs better on the small
SemEval corpora than approaches that include fea-
tures from the local models. We group the features
into two sets: (a) features that extract information
from the whole candidate set, and (b) features that
model the structure of each candidate frame:
Features from the whole candidate set:
(1) Position of the current candidate in the whole set.
Frame candidates are generated using the dynamic
programming algorithm of Toutanova et al. (2005),
and then sorted in descending order of the log prob-
ability of the whole frame (i.e., the sum of all ar-
gument log probabilities as reported by the local
model). Hence, smaller positions indicate candi-
dates that the local model considers better.
(2) For each argument in the current frame, we store
its number of repetitions in the whole candidate set.
The intuition is that an argument that appears in
many candidate frames is most likely correct.
Features from each candidate frame:
(3) The complete sequence of argument labels, ex-
tended with the predicate lemma and voice, similar
to Toutanova et al. (2005).
(4) Maximal overlap with a frame from the verb lex-
icon. Both the Spanish and Catalan TreeBanks con-
tain a static lexicon that lists the accepted sequences
of arguments for the most common verbs. For each
candidate frame, we measure the maximal overlap
with the lexicon frames for the given verb and use
the precision, recall, and F1 scores as features.
(5) Average probability (from the local model) of all
arguments in the current frame.
(6) For each argument label that repeats in the cur-
rent frame, we add combinations of the predicate
lemma, voice, argument label, and the number of

label repetitions as features. The intuition is that ar-
gument repetitions typically indicate an error (even
if allowed by the domain constraints).

5 Semantic Class Detection
The semantic class detection subtask has been per-
formed using a naive cascade of heuristics: (1) the
predicted frame for each verb is compared with the
frames present in the provided verbal lexicon, and
the class of the lexicon frame with the largest num-
ber of matching arguments is chosen; (2) if there is
more than one verb with the maximum score, the
first one in the lexicon (i.e., the most frequent) is
used; (3) if the focus verb is not found in the lexicon,
its most frequent class in the training corpus is used;
(4) if the verb does not appear in the training data,
the most frequent class overall (D2) is assigned. The
results obtained on the training corpus are 81.1% F1

for Spanish and 86.6% for Catalan. As a baseline,
assigning the most frequent class for each verb (or
D2 if not seen in training), yields F1 values of 48.1%
for Spanish and 64.0% for Catalan.

6 Results and Discussion
Table 1 lists the results of our system on the Se-
mEval test data. Our results are encouraging con-
sidering the size of the training corpus (e.g., the En-
glish PropBank is 10 times larger than the corpus
used here) and the complexity of the problem (e.g.,
the NER task includes both weak and strong entities;
the SRL task contains 33 core arguments for Span-
ish vs. 6 for English). We analyze the behavior of
our system next.

The first issue that deserves further analysis is the
contribution of our global SRL model. We list the
results of this analysis in Table 2 as improvements
over the local SRL model. We report results for 6
corpora: the 4 test corpora and the 2 training cor-
pora, where the results are generated through 5-fold
cross validation. The first block in the table shows
the contribution of our best re-ranking model. The
second block shows the results of a re-ranking model
using our best feature set but the original re-ranking
Perceptron of Collins and Duffy (2002). The third
block shows the performance of our re-ranking al-
gorithm configured with the features proposed by
Toutanova et al. (2005). We draw several conclu-
sions from this experiment: (a) our re-ranking model
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NER NSD SRL SC
P R F1 P R F1 P R F1 F1

ca.CESS-ECE 79.92% 76.63% 78.24 87.47% 87.47% 87.47 82.16% 70.05% 75.62 85.71
es.CESS-ECE 72.53% 68.48% 70.45 83.30% 83.30% 83.30 86.24% 75.58% 80.56 87.74
ca.3LB 82.04% 79.42% 80.71 85.69% 85.53% 85.61 86.36% 85.30% 85.83 87.35
es.3LB 62.03% 53.85% 57.65 88.14% 88.14% 88.14 82.23% 80.78% 81.50 76.01

Table 1: Official results on the test data. Due to space constraints, we show only the F1 score for SC.

Re-ranking Collins Toutanova
P R F1 P R F1 P R F1

ca.train +1.87 +1.79 +1.83 +1.56 +1.48 +1.52 -6.81 -6.67 -6.73
es.train +3.16 +3.12 +3.14 +2.96 +2.93 +2.95 -6.51 -6.96 -6.75
ca.CESS-ECE +0.77 +0.66 +0.71 +0.99 +0.84 +0.91 -8.11 -6.29 -7.10
es.CESS-ECE +1.85 +1.94 +1.91 +1.45 +1.85 +1.68 -10.84 -8.46 -9.54
ca.3LB +1.58 +1.47 +1.53 +1.48 +1.39 +1.44 -7.71 -7.57 -7.64
es.3LB +2.57 +2.83 +2.71 +2.71 +2.91 +2.82 -10.53 -11.95 -11.26

Table 2: Analysis of the re-ranking model for SRL.

using only global information always outperforms
the local model, with F1 score improvements rang-
ing from 0.71 to 3.14 points; (b) the re-ranking Per-
ceptron proposed here performs better than the orig-
inal algorithm, but the improvement is minimal; and
(c) the feature set proposed here achieve significant
better performance on the SemEval corpora than the
set proposed by Toutanova et al., which never im-
proves over the local model. The model configured
with the Toutanova et al. feature set performs mod-
estly because the features are too sparse for the small
SemEval corpora (e.g., all features from the local
model are included, concatenated with the label of
the corresponding argument). On the other hand, we
replicate the behavior of the local model just with
feature (1), and furthermore, all the other 5 global
features proposed have a positive contribution.

In a second experiment we investigated simple
strategies for model combination. We incorporated
NER and NSD information in the re-ranking model
for SRL as follows: for each frame argument, we
add features that concatenate the predicate lemma,
the argument label, and the NER or NSD labels for
the argument head word (we add features both with
and without the predicate lemma). We used only the
best NER/NSD labels from the local models. To re-
duce sparsity, we converted word senses to coarser
classes based on the corresponding WordNet seman-
tic files. This new model boosts the F1 score of our
best re-ranking SRL model with an average of 0.13
points on two corpora (es.3LB and ca.CESS-ECE),
but it reduces the F1 of our best SRL model with an

average of 0.17 points on the other 4 corpora. We
can conclude that, in the current setting, NSD and
NER do not bring useful information to the SRL
problem. However, it is soon to state that problem
combination is not useful. To have a conclusive an-
swer one will have to investigate true joint learning
of the three subtasks.
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Abstract

In this paper we are reporting the re-
sults obtained participating in the “Eval-
uating Word Sense Induction and Dis-
crimination Systems” task of Semeval
2007. Our totally unsupervised system
performed an automatic self-term expan-
sion process by mean of co-ocurrence
terms and, thereafter, it executed the
unsupervised KStar clustering method.
Two ranking tables with different eval-
uation measures were calculated by the
task organizers, every table with two
baselines and six runs submitted by dif-
ferent teams. We were ranked third
place in both ranking tables obtaining a
better performance than three different
baselines, and outperforming the average
score.

1 Introduction

Word Sense Disambiguation (WSD) is a partic-
ular problem of computational linguistics which
consists in determining the correct sense for a
given ambiguous word. It is well-known that su-
pervised algorithms have obtained the best re-
sults in public evaluations, but their accuracy
is close related with the amount of hand-tagged
data available. The construction of that kind
of training data is difficult for real applications.
The unsupervised WSD overcomes this draw-
back by using clustering algorithms which do

∗This work has been partially supported by the MCyT
TIN2006-15265-C06-04 project, as well as by the BUAP-
701 PROMEP/103.5/05/1536 grant

not need training data in order to determine the
possible sense for a given ambiguous word.

This paper describes a simple technique for
unsupervised sense induction for ambiguous
words. The approach is based on a self term ex-
pansion technique which constructs a set of co-
ocurrence terms and, thereafter, it uses this set
to expand the target dataset. The implemented
system was performed in the task “SemEval-
2007 Task 2: Evaluating Word Sense Induc-
tion and Discrimination Systems”(Agirre and
A., 2007). The aim of the task was to per-
mit a comparison across sense-induction and dis-
crimination systems. Moreover, the comparison
with other supervised and knowledge-based sys-
tems may be also done, since the test corpus was
borrowed from the well known “English lexical-
sample” task in SemEval-2007, with the usual
training + test split.

The self term expansion method consists in
replacing terms of a document by a set of co-
related terms. The goal is to improve natu-
ral language processing tasks such as cluster-
ing narrow-domain short texts. This process
may be done by mean of different ways, of-
ten just by using a knowledge database. In
information retrieval, for instance, the expan-
sion of query terms is a very investigated topic
which has shown to improve results with respect
to when query expansion is not employed (Qiu
and Frei, 1993; Ruge, 1992; R.Baeza-Yates and
Ribeiro-Neto, 1999; Grefenstette, 1994; Rijsber-
gen, 1979).

The availability of Machine Readable Re-
sources (MRR) like “Dictionaries”, “Thesauri”
and “Lexicons” has allowed to apply term ex-
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pansion to other fields of natural language pro-
cessing like WSD. In (Banerjee and Pedersen,
2002) we may see the typical example of using
a external knowledge database for determining
the correct sense of a word given in some con-
text. In this approach, every word close to the
one we would like to determine its correct sense
is expanded with its different senses by using
the WordNet lexicon (Fellbaum, 1998). Then,
an overlapping factor is calculated in order to
determine the correct sense of the ambiguous
word. Different other approaches have made use
of a similar procedure. By using dictionaries,
the proposals presented in (Lesk, 1986; Wilks et
al., 1990; Nancy and Véronis, 1990) are the most
sucessful in WSD. Yarowsky (Yarowsky, 1992)
used instead thesauri for their experiments. Fi-
nally, in (Sussna, 1993; Resnik, 1995; Baner-
jee and Pedersen, 2002) the use of lexicons in
WSD has been investigated. Although in some
cases the knowledge resource seems not to be
used strictly for term expansion, the aplication
of co-occurrence terms is included in their algo-
rithms. Like in information retrieval, the appli-
cation of term expansion in WSD by using co-
related terms has shown to improve the baseline
results if we carefully select the external resource
to use, with a priori knowledge of the domain
and the broadness of the corpus (wide or nar-
row domain). Evenmore, we have to be sure that
the Lexical Data Base (LDB) has been suitable
constructed. Due to the last facts, we consider
that the use of a self automatically constructed
LDB (using the same test corpora), may be of
high benefit. This assumption is based on the
intrinsic properties extracted from the corpus it-
self. Our proposal is related somehow with the
investigations presented in (Schütze, 1998) and
(Purandare and Pedersen, 2004), where words
are also expanded with co-ocurrence terms for
word sense discrimination. The main difference
consists in the use of the same corpora for con-
structing the co-ocurrence list.

Following we describe the self term expan-
sion method used and, thereafter, the results
obtained in the task #2 of Semeval 2007 com-
petition.

2 The Self Term Expansion Method

In literature, co-ocurrence terms is the most
common technique used for automatic construc-
tion of LDBs (Grefenstette, 1994; Frakes and
Baeza-Yates, 1992). A simple approach may use
n-grams, which allows to predict a word from
previous words in a sample of text. The fre-
quency of each n-gram is calculated and then
filtered according to some threshold. The re-
sulting n-grams constitutes a LDB which may
be used as an “expansion dictionary” for each
term.

On the other hand, an information theory-
based co-ocurrence measure is discussed in
(Manning and Schütze, 2003). This measure
is named pointwise Mutual Information (MI),
and its applications for finding collocations are
analysed by determining the co-ocurrence de-
gree among two terms. This may be done by cal-
culating the ratio between the number of times
that both terms appear together (in the same
context and not necessarily in the same order)
and the product of the number of times that
each term ocurrs alone. Given two terms X1

and X2, the pointwise mutual information be-
tween X1 and X2 can be calculated as follows:

MI(X1,X2) = log2

P (X1X2)

P (X1)× P (X2)

The numerator could be modified in order to
take into account only bigrams, as presented
in (Pinto et al., 2006), where an improvement
of clustering short texts in narrow domains has
been obtained.

We have used the pointwise MI for obtaining
a co-ocurrence list from the same target dataset.
This list is then used to expand every term of the
original data. Since the co-ocurrence formula
captures relations between related terms, it is
possible to see that the self term expansion mag-
nifies less the noisy than the meaninful informa-
tion. Therefore, the execution of the clustering
algorithm in the expanded corpus should out-
perform the one executed over the non-expanded
data.

In order to fully appreciate the self term ex-
pansion method, in Table 1 we show the co-
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ocurrence list for some words related with the
verb “kill” of the test corpus. Since the MI
is calculated after preprocessing the corpus, we
present the stemmed version of the terms.

Word Co-ocurrence terms

soldier kill
rape women think shoot peopl old man

kill death beat
grenad todai live guerrilla fight explod
death shoot run rape person peopl outsid

murder life lebanon kill convict...
temblor tuesdai peopl least kill earthquak

Table 1: An example of co-ocurrence terms

For the task #2 of Semeval 2007, a set of 100
ambiguous words (35 nouns and 65 verbs) were
provided. We preprocessed this original dataset
by eliminating stopwords and then applying the
Porter stemmer (Porter, 1980). Thereafter,
when we used the pointwise MI, we determined
that the single ocurrence of each term should
be at least three (see (Manning and Schütze,
2003)), whereas the maximum separation among
the two terms was five. Finally, we selected
the unsupervised KStar clustering method (Shin
and Han, 2003) for our experiments, defining the
average of similarities among all the sentences
for a given ambiguous word as the stop criterion
for this clustering method. The input similarity
matrix for the clustering method was calculated
by using the Jaccard coefficient.

3 Evaluation

The task organizers decided to use two differ-
ent measures for evaluating the runs submitted
to the task. The first measure is called unsuper-
vised one, and it is based on the Fscore measure.
Whereas the second measure is called supervised
recall. For further information on how these
measures are calculated refer to (Agirre et al.,
2006a; Agirre et al., 2006b). Since these mea-
sures give conflicting information, two different
evaluation results are reported in this paper.

In Table 2 we may see our ranking and the Fs-
core measure obtained (UPV-SI). We also show
the best and worst team Fscores; as well as the

total average and two baselines proposed by the
task organizers. The first baseline (Baseline1)
assumes that each ambiguous word has only one
sense, whereas the second baseline (Baseline2) is
a random assignation of senses. We are ranked
as third place and our results are better scored
than the other teams except for the best team
score. However, given the similar values with
the “Baseline1”, we may assume that that team
presented one cluster per ambiguous word as its
result as the Baseline1 did; whereas we obtained
9.03 senses per ambiguous word in average.

Name Rank All Nouns Verbs

Baseline1 1 78.9 80.7 76.8
Best Team 2 78.7 80.8 76.3
UPV-SI 3 66.3 69.9 62.2
Average - 63.6 66.5 60.3

Worst Team 7 56.1 65.8 45.1
Baseline2 8 37.8 38.0 37.6

Table 2: Unsupervised evaluation (Fscore per-
formance).

In Table 3 we show our ranking and the super-
vised recall obtained (UPV-SI). We again show
the best and worst team recalls. The total av-
erage and one baseline is also presented (the
other baseline obtained the same Fscore). In
this case, the baseline tags each test instance
with the most frequent sense obtained in a train
split. We are ranked again in third place and
our score is slightly above the baseline.

Name Rank All Nouns Verbs

Best Team 1 81.6 86.8 76.2
UPV-SI 3 79.1 82.5 75.3
Average - 79.1 82.8 75.0
Baseline 4 78.7 80.9 76.2

Worst Team 6a 78.5 81.8 74.9
Worst Team 6b 78.5 81.4 75.2

Table 3: Supervised evaluation (Recall).

The results show that the technique employed
have learned, since our simple approach ob-
tained a better performance than the baselines,
especially the one that have chosen the most fre-
quent sense as baseline.
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4 Conclusions

We have reported the performance of a single
approach based on self term expansion. The
technique uses the pointwise mutual information
for calculating a set of co-ocurrence terms which
then are used to expand the original dataset.
Once the expansion has been done, the unsu-
pervised KStar clustering method was used to
induce the sense for the different ocurrences of
each ambiguous word. We obtained the third
place in the two measures proposed in the task.
We will further investigate whether an improve-
ment may be obtained by applying term selec-
tion methods to the expanded corpus.
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D. Pinto, H. Jiménez-Salazar, and P. Rosso. 2006.
Clustering abstracts of scientific texts using the
transition point technique. In CICLing, volume
3878 of LNCS, pages 536–546. Springer-Verlang.

M. F. Porter. 1980. An algorithm for suffix strip-
ping. Program, 14(3).

A. Purandare and T. Pedersen. 2004. Word sense
discrimination by clustering contexts in vector and
similarity spaces. In Proceedings of the Confer-
ence on Computational Natural Language Learn-
ing, pages 41–48, Boston, MA.

Y. Qiu and H. P. Frei. 1993. Concept based Query
Expansion. In ACM SIGIR on R&D in informa-
tion retrieval, pages 160–169. ACM Press.

R.Baeza-Yates and B. Ribeiro-Neto. 1999. Mod-
ern information retrieval. New York: ACM Press;
Addison-Wesley.

P. Resnik. 1995. Disambiguating Noun Groupings
with Respect to WordNet Senses. In 3rd Work-
shop on Very Large Corpora, pages 54–68. ACL.

C. J. Van Rijsbergen. 1979. Information Retrieval,
2nd edition. Dept. of Computer Science, Univer-
sity of Glasgow.

G. Ruge. 1992. Experiments on linguistically-
based term associations. Information Processing
& Management, 28(3):317–332.

H. Schütze. 1998. Automatic word sense discrimina-
tion. Computational Linguistics, 24(1):97–123.

K. Shin and S. Y. Han. 2003. Fast clustering algo-
rithm for information organization. In CICLing,
volume 2588 of LNCS, pages 619–622. Springer-
Verlang.

M. Sussna. 1993. Word sense disambiguation for
free-test indexing using a massive semantic net-
work. In 2nd International Conference on Infor-
mation and Knowledge Management, pages 67–74.

Y. Wilks, D. Fass, C. Guo, J. McDonald, T. Plate,
and B. Slator. 1990. Providing machine tractable
dictionary tools. Machine Translation, 5(2):99–
154.

D. Yarowsky. 1992. Word-sense disambiguation us-
ing statistical models of Rogets categories trained
on large corpora. In 14th Conference on Compu-
tational Linguistics, pages 454–460. ACL.

433



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 434–437,
Prague, June 2007. c©2007 Association for Computational Linguistics

UPV-WSD : Combining different WSD Methods
by means of Fuzzy Borda Voting

Davide Buscaldi and Paolo Rosso
DSIC, Dpto. Sistemas Informáticos y Computación
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Abstract

This paper describes the WSD system devel-
oped for our participation to the SemEval-1.
It combines various methods by means of a
fuzzy Borda voting. The fuzzy Borda vote-
counting scheme is one of the best known
methods in the field of collective decision
making. In our system the different disam-
biguation methods are considered as experts
that give a preference ranking for the senses
a word can be assigned. Then the prefer-
ences are evaluated using the fuzzy Borda
scheme in order to select the best sense. The
methods we considered are the sense fre-
quency probability calculated over SemCor,
the Conceptual Density calculated over both
hyperonyms and meronyms hyerarchies in
WordNet, the extended Lesk by Banerjee
and Pedersen, and finally a method based on
WordNet domains.

1 Introduction

One of the lessons learned from our previous experi-
ence at Senseval-31 (Buscaldi et al., 2004; Vazquez
et al., 2004) is that the integration of different sys-
tems usually works better than a standalone system.
In our opinion this reflects the reality where humans
do not apply always the same rule in order to disam-
biguate the same ambigue word; for instance, if we
consider the sentences “He hit a home run” and “The
thermometer hit 100 degrees”, in the first case the
sport domain helps in determining the right sense for

1http://www.senseval.org

hit, whereas in the latter the disambiguation is car-
ried out mostly depending on the fact that the subject
of the sentence is an object.

The combination of distinct methods represents
itself a major problem. If the methods return dif-
ferent answers, how can we select the best one? In
this sense the available choices are the following:

• Rule-based selection: a set of rules that can be
both hand-made or automatically learned from
examples;

• Probability-based: the output of the methods is
normalized in the range[0, 1] and is considered
as a probability. Then the values are multiplied
in order to obtain the sense with a maximum
probability.

• Vote-based: the output of the methods is con-
sidered as a weighted vote. Then a voting
scheme is used in order to obtain the most voted
sense.

In our previous participation with the R2D2 project
(Vazquez et al., 2004) the selection was rule-based,
with hand-made rules that attempted to take into ac-
count the reliability of the various method. We sub-
sequently attempted to learn automatically the rules,
but the results of these experiments did not allow to
determine clearly which method was to be used in
each context.

Working with probabilities can be problematic
due to the null probabilities that make necessary the
adoption of smoothing techniques. Therefore, we
opted for a voting scheme, in this case the fuzzy
Borda (Nurmi, 2001; Garcı́a Lapresta and Martı́nez
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Panero, 2002), one of the best known methods in
the field of collective decision making. With this
scheme the disambiguation methods are considered
as experts providing a preference ranking over the
sense of the word.

The methods we choose as experts are the sense
probability calculated over SemCor, the Conceptual
Density algorithm by (Rosso et al., 2003), the ex-
tended Lesk by (Banerjee and Pedersen, 2002), and
an algorithm that takes into account the domains of
the word to be disambiguated and the context words.
In the following sections we describe in detail the
fuzzy Borda scheme and each WSD expert.

2 The Fuzzy Borda voting scheme

The original Borda vote-counting scheme was in-
troduced in 1770 by Jean Charles de Borda, and
adopted by the French Academy of Sciences with
the purpose of selecting its members. In the classical
Borda count each expert gives a mark to each alter-
native, according to the number of alternatives worse
than it. The fuzzy variant (Nurmi, 2001; Garcı́a
Lapresta and Martı́nez Panero, 2002) is a natural ex-
tension that allows the experts to show numerically
how much some alternatives are preferred to the oth-
ers, evaluating their preference intensities from0 to
1.

Let R1, R2, . . . , Rm be the fuzzy prefer-
ence relations ofm experts overn alternatives
x1, x2, . . . , xn. For each expertk we obtain a
matrix of preference intensities:
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where eachrk
ij = µRk(xi, xj), with µRk : X×X →

[0, 1] being the membership function ofRk. The
numberrk

ij ∈ [0, 1] is considered as the degree of
confidence with which the expertk prefersxi to xj.
The final value assigned by the expertk to each al-
ternativexi is:

rk(xi) =
n

∑

j=1,rk
ij

>0.5

rk
ij (1)

which coincides with the sum of the entries greater
than0.5 in thei-th row in the preference matrix. The

threshold0.5 ensure the relationRkto be an ordinary
preference relation (Garcı́a Lapresta and Martı́nez
Panero, 2002).

Therefore, the definitive fuzzy Borda count for an
alternativexi is obtained as the sum of the values
assigned by each expert:

r(xi) =
m

∑

k=1

rk(xi) (2)

In order to fill the preference matrix with the
correct confidence values, the output weights
w1, w2, . . . , wn of each expertk are transformed to
fuzzy confidence values by means of the following
transformation:

rk
ij =

wi

wi + wj

(3)

An example of how fuzzy Borda is used to combine
the votes in order to obtain the right sense of the
target word is shown in Section 4.

3 WSD Experts

We considered five experts in order to carry out
the disambiguation process. Sense probability and
the extended lesk were available for every word,
while the Conceptual Density was calculated only
for nouns. Therefore, all the experts were available
only for the nouns. For each expert different con-
texts were taken into account, depending on the spe-
cific characteristics of each expert.

3.1 Sense Probability

This expert is the simplest one: its votes are calcu-
lated using only the frequency count in SemCor of
the WordNet senses of the word. The transformation
of the frequency counts to the preference ranking is
done according to Formula (3). Zero frequency are
normalized to1.

3.2 Conceptual Density

Conceptual Density (CD) was originally introduced
by (Agirre and Rigau, 1996). It is computed on
WordNet subhierarchies, determined by thehyper-
nymy (or is-a) relationship. Our formulation (Rosso
et al., 2003) of the Conceptual Density of a WordNet
subhierarchys is:

CD(m, f, n) = mα

(

m

n

)

(4)
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Wherem are therelevant synsets in the subhierar-
chy,n is the total number of synsets in the subhierar-
chy.The relevant synsets are both the synsets of the
word to be disambiguated and those of the context
words.

The WSD system based on this formula par-
ticipated at the Senseval-3 competition as the
CIAOSENSO system (Buscaldi et al., 2004), ob-
taining 75.3% in precision over nouns in the all-
words task (baseline:70.1%). These results were
obtained with a context window of two nouns, the
one preceding and the one following the word. In
Senseval-3 the WSD system took also into account
the frequency of senses depending on their rank. In
SemEval-1 we do not, because of the presence of the
Sense Probability expert.

The CD-based expert uses a context of two nouns
for the disambiguation process too. The weights
from Formula (4) are used for computing the fuzzy
confidence values that are used to fill the preference
matrix after they are transformed according to For-
mula (3).

A second CD-based expert exploits theholonymy,
or part-of relationship instead ofhyperonymy. This
expert uses as context all the nouns in the sentence
of the word to be disambiguated.

3.3 Extended Lesk

This expert is based on the algorithm by (Banerjee
and Pedersen, 2002), a WordNet-enhanced version
of the well-known dictionary-based algorithm pro-
posed by (Lesk, 1986). The original Lesk was based
on the comparison of the gloss of the word to be dis-
ambiguated with the context words and their glosses.
This enhancement consists in taking into account
also the glosses of concepts related to the word to
be disambiguated by means of various WordNet re-
lationships. Then similarity between a sense of the
word and the context is calculated by means ofover-
laps. The word is assigned the sense obtaining the
best overlap match with the glosses of the context
words and their related synsets.

The weights used as input for Formula (3) are the
similarity values between the senses of the world
and the context words. The context for this ex-
pert consists of4 WordNet words (disregarding their
Part-Of-Speech) located in the same sentence of the
word to be disambiguated, i.e., words with POS

noun, verb, adjective or adverb that can be found in
WordNet.

3.4 WordNet Domains

This expert uses WordNet Domains (Magnini and
Cavaglià, 2000) in order to provide the system with
domain-awareness. All WordNet words in the same
sentence of the target word are used as context. The
weight for each sense is obtained by counting the
number of times the same domain of the sense ap-
pears in the context (all senses of context words are
considered). We decided to not take into account the
“factotum” domain.

4 Example

In this example we will consider only the sense
probability and extended Lesk experts for simplic-
ity.

Let us consider the following phrase: “And he has
kept mum on how his decision might affect a bid
for United Airlines , which includes a big stake by
British Airways PLC.” with affect as target word.
We can observe that in WordNet the verbaffect has
5 senses. The sense count values are43 for the first
sense,11 for the second,4 for both the third and the
fourth one, and0 for the last one. We decided to nor-
malize the cases with0 occurrences to1. After ap-
plying the transformation (3) to the sense counts, we
obtain the following preference matrix for the sense
probability expert:















0.5 0.80 0.91 0.91 0.98
0.20 0.5 0.73 0.73 0.92
0.09 0.27 0.5 0.5 0.8
0.09 0.27 0.5 0.5 0.8
0.02 0.08 0.2 0.2 0.5















Therefore, the final fuzzy Borda counts by the
sense probability expert are3.60 for affect(1),
2.38 for affect(2), 0.8 for affect(3) and
affect(4), and 0 for affect(5), obtained
from the sum of the rows where the value is greater
than0.5.

The extended Lesk expert calculates the following
similarity scores for thesenses ofaffect, with context
wordsdecision, might, bid andinclude: respectively
107, 70, 35, 63 and71 for senses1 to 5. After apply-
ing the transformation (3) to the weights, we obtain
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the preference matrix for this expert:















0.5 0.60 0.75 0.63 0.60
0.40 0.5 0.67 0.53 0.49
0.25 0.33 0.5 0.36 0.33
0.37 0.47 0.64 0.5 0.47
0.40 0.51 0.67 0.53 0.5















In this case the final fuzzy Borda counts are2.58 for
the first sense,1.2 for sense2, 0 for sense3, 0.64
and1.71 for senses4 and5 respectively.

Finally, the sum of Borda counts of every expert
for each sense (see Table 4) are used to disambiguate
the word.

sense no: 1 2 3 4 5
expert 1 3.60 2.38 0.80 0.80 0
expert 2 2.58 1.20 0 0.64 1.71

total: 6.18 3.58 0.80 1.44 1.71

Table 1: Borda Count for the verbaffect in the ex-
ample phrase.

5 Results

The system was not tested before SemEval. Our par-
ticipation was limited to the All-Word and Coarse-
Grained tasks (without the sense inventory provided
by the organizers). The results are compared to the
best system and the MFS (Most Frequent Sense)
baseline. We calculated also the partial results over
nouns in the all word task, obtaining that the MFS
baseline in this case is about0.633, whereas our sys-
tem obtains0.520.

task upv-wsd MFS best system
coarse-grained 0.786 0.789 0.832
awt 0.420 0.471 0.537

Table 2: Recall obtained by our system (upv-wsd)
in each task we participated in, compared with the
most frequent sense baseline and the best system in
the task.

6 Conclusions

The combination of different systems allowed us to
attain higher recall than with our previous system
used in Senseval-3. However, overall results were

not as good as expected. Partial results over the
nouns show that the CD expert did not perform as
in the Senseval-3 and that the CD formula needs to
include sense frequency ranking in order to achieve
a good performance. As a further work we plan to
add a weight reflecting the reliability of each expert.
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Abstract

We describe the Sheffield system used
in TempEval-2007. Our system takes
a machine-learning (ML) based approach,
treating temporal relation assignment as a
simple classification task and using features
easily derived from the TempEval data, i.e.
which do not require ‘deeper’ NLP analy-
sis. We aimed to explore three questions:
(1) How well would a ‘lite’ approach of
this kind perform? (2) Which features con-
tribute positively to system performance?
(3) Which ML algorithm is better suited for
the TempEval tasks? We used the Weka
ML workbench to facilitate experimenting
with different ML algorithms. The paper de-
scribes our system and supplies preliminary
answers to the above questions.

1 Introduction

The Sheffield team were involved in TempEval as
co-proposers/co-organisers of the task.1 For our par-
ticipation in the task, we decided to pursue an ML-
based approach, the benefits of which have been ex-
plored elsewhere (Boguraev and Ando, 2005; Mani
et al., 2006). For the TempEval tasks, this is easily
done by treating the assignment of temporal relation
types as a simple classification task, using readily
available information for the instance features. More
specifically, the features used were ones provided as

1We maintained a strict separation between persons assisting
in annotation of the test corpus and those involved in system
development.

attributes in the TempEval data annotation for the
events/times being related, plus some additional fea-
tures that could be straightforwardly computed from
documents, i.e. without the use of more heavily ‘en-
gineered’ NLP components. The aims of this work
were three-fold. First, we wanted to see whether a
‘lite’ approach of this kind could yield reasonable
performance, before pursuing possibilities that re-
lied on using ‘deeper’ NLP analysis methods. Sec-
ondly, we were interested to see which of the fea-
tures considered would contribute positively to sys-
tem performance. Thirdly, rather than selecting a
single ML approach (e.g. one of those currently in
vogue within NLP), we wanted to look across ML
algorithms to see if any approach was better suited
to the TempEval tasks than any other, and conse-
quently we used the Weka workbench (Witten and
Frank, 2005) in our ML experiments.

In what follows, we will first describe how our
system was constructed, before going on to discuss
our main observations around the key aims men-
tioned above. For example, in regard to our ‘lite’ ap-
proach, we would observe (c.f. the results reported
in the Task Description paper) that although some
other systems scored more highly, the score differ-
ences were relatively small. Regarding features, we
found for example that the system performed better
for Task A when, surprisingly, thetense attribute
of EVENTs was excluded. Regarding ML algo-
rithms, we found not only that there was substantial
variation between the effectiveness of different algo-
rithms for assigning relations (as one might expect),
but also that there was considerable differences in
the relative effectiveness of algorithmsacross tasks,438



i.e. so that an algorithm performing well on one task
(compared to the alternatives), might perform rather
poorly on another task. The paper closes with some
comments about future research directions.

2 System Description

The TempEval training and test data is marked up
to identify all event and time expressions occurring
within documents, and also to record theTLINK re-
lations that are relevant for each task (except that
TLINK relation types are absent in the test data).
These annotations provide additional information
about these entities in the form of XML attributes,
e.g. forEVENT annotations we find attributes such
as tense, aspect, part-of-speech and so on.

Our system consists of a suite of Perl scripts
that create the input files required for Weka, and
handle its output. These include firstly an ‘ex-
traction’ script, which extracts information about
EVENT, TIMEXs andTLINK s from the data files, and
secondly a ‘feature selection/reformatting’ script,
which allows the information that is to be supplied
to Weka to be selected, and recasts it into the format
that Weka requires for its training/test files. A final
script takes Weka’s output over the test files and con-
nects it back to the original test documents to pro-
duce the final output files required for scoring.

The information that the first extraction script ex-
tracts for eachEVENT, TIMEX and TLINK largely
corresponds to attributes/values associated with the
annotations of these items in the initial data files
(although not all such attributes are of use for ma-
chine learning purposes). In addition, the script de-
termines for eachEVENT expression whether it is
one deemed relevant by the Event Target List (ETL)
for Tasks A and B. This script also mapsEVENTs
and TIMEXs into sequential order – intra-sentential
order for task A and inter-sentential order for task
C. This information can be used to compute various
‘order’ features, such as:

event-first: do a relatedEVENT and TIMEX

(for Task A) appear with theEVENT before or after
theTIMEX?

adjacent: do a relatedEVENT andTIMEX (again
for Task A) appear adjacently in the sequence of
temporal entities or not? (Note that this allows an
EVENT and TIMEX to be adjacent if there tokens

Task
Type Attribute A B C

EVENT aspect X X X

EVENT polarity X X ×

EVENT POS X X X

EVENT stem X × ×

EVENT string × × ×

EVENT class × X X

EVENT tense × X X

ORDER adjacent X N/A N/A

ORDER event-first X N/A N/A

ORDER event-between × N/A N/A

ORDER timex-between × N/A N/A

TIMEX 3 mod X × N/A

TIMEX 3 type X × N/A

TLINK reltype X X X

Table 1: Features

that intervene, but not any other temporal entities.)
event-between: for a related EVENT/TIMEX

pair, do any other events appear between them?
timex-between: for a related EVENT/TIMEX

pair, do any other timexes appear between them?

Table 1 lists all the features that we tried using
for any of the three tasks. Aside from the OR-
DER features (as designated in the leftmost col-
umn), which were computed as just described, and
the EVENT string feature (which is the literal
tagged expression from the text), all other features
correspond to annotation attributes. Note that the
TLINK reltype is extracted from the training data
to provide the target attribute for training (a dummy
value is provided for this in test data).

The output of the extraction script is converted to
a format suitable for use by Weka by a second script.
This script also allows a manual selection to be made
as to the features that are included. For each of the
three tasks, a rough-and-ready process was followed
to find a ‘good’ set of features for use with that
task, which proceeded as follows. Firstly, the maxi-
mal set of features considered for the task was tried
with a few ML algorithms in Weka (using a 10-fold
cross-validation over the training data) to find one
that seemed to work quite well for the task. Then
using only that algorithm, we checked whether the
string feature could be dropped (since this fea-439



ture’s value set was always of quite high cardinality),
i.e. if its omission improved performance, which for
all three tasks was the case. Next, we tried dropping
each of the remaining features in turn, to identify
those whose exclusion improved performance, and
then for those features so identified, tried dropping
them in combination to arrive at a final ‘optimal’ fea-
ture set. Table 1 shows for each of the tasks which
of the features were considered for inclusion (those
markedN/A werenot), and which of these remained
in the final optimal feature set (X).

Having determined the set of features for use with
each task, we tried out a range of ML algorithms
(again with a 10-fold cross-validation over the train-
ing data), to arrive at the final feature-set/ML algo-
rithm combination that was used for the task in the
competitive evaluation. This was trained over the
entire training data and applied to the test data to
produce the final submitted results.

3 Discussion

Looking to Table 1, and the features that were con-
sidered for each task and then included in the final
set, various observations can be made. First, note
that thestring feature was omitted for all tasks,
which is perhaps not surprising, since its values will
be sparsely distributed, so that there will be very few
training instances for most of its individual values.
However, thestem feature was found to be use-
ful for Task A, which can be interpreted as evidence
for a ‘lexical effect’ on local event-timex relations,
e.g. perhaps with different verbs displaying different
trends in how they relate to timexes. No correspond-
ing effects were observed for Tasks B and C.

The use of ORDER features for Task Awas found
to be useful – specifically the features indicating
whether the event or timex appeared linearly first in
the sentence and whether the two were adjacent or
not. The more elaborate ORDER features, address-
ing more specific cases of what might intervene be-
tween the related timex and event expression, were
not found to be helpful.

Perhaps the most striking observation to be made
regarding the table is that it was found beneficial to
exclude the featuretense for Task A, whilst the
featureaspect was retained. We have no expla-
nation to offer for this result. Likewise, the event

Task
Algorithm A B C

baseline 49.8 62.1 42.0
lazy.KStar 58.2 76.7 54.0
rules.DecisionTable 53.3 79.0 52.9
functions.SMO (svm) 55.1 78.1 55.5
rules.JRip 50.7 78.6 53.4
bayes.NaiveBayes 56.3 76.2 50.7

Table 2: Comparing different algorithms (%-acc.
scores, from cross-validation over training data)

class feature, which distinguishes e.g. perception
vs. reporting vs. aspectual etc verbs, was excluded
for Task A, although it was retained for Task B.

In regard to the use of different ML algorithms for
the classification tasks addressed in TempEval, we
observed considerable variation between algorithms
as to their performance, and this was not unexpected.
However, given the seemingly high similarity of the
three tasks, we were rather more surprised to see that
there was considerable variation between the perfor-
mance of algorithmsacross tasks, i.e. so that an al-
gorithm performing well on one task (compared to
the alternatives), might perform rather poorly on an-
other task. This is illustrated by the results in Table 2
for a selected subset of the algorithms considered,
which shows %-accuracy scores that were computed
by cross-validation over the training data, using the
feature set chosen as ‘optimal’ for each task.2 The
algorithm names in the left-hand column are the
ones used in WEKA (of whichfunctions.SMO
is the WEKA implementation of support-vector ma-
chines or SVM). The first row of results give a ‘base-
line’ for performance, corresponding to the assign-
ment of the most common label for the task. (These
were produced using WEKA’srules.ZeroR al-
gorithm, which does exactly that.)

The best results observed for each task are shown
in bold in the table. These best performing al-
gorithms were used for the corresponding tasks in
the competition. Observe that thelazy.KStar

2These scores are computed under the ‘strict’ requirement
that key and response labels should be identical. The TempE-
val competition also uses a ‘relaxed’ metric which gives par-
tial credit when one (or both) label is disjunctive and thereis a
partial match, e.g. between labels AFTER and OVERLAP-OR-
AFTER. See (Verhagen et al., 2007) for details.440



Task A Task B Task C
FS FR FS FR FS FR

USFD 0.59 0.60 0.73 0.74 0.54 0.59
ave. 0.56 0.59 0.74 0.75 0.51 0.60
max. 0.62 0.64 0.80 0.81 0.55 0.66

Table 3: Competition task scores for Sheffield sys-
tem (USFD), plus average/max scores across all
competing systems

method, which gives the best performance for Task
A, gives a rather ‘middling’ performance for Task
B. Similarly, the SVM method that gives the best
results for Task C falls quite a way below the per-
formance ofKStar on Task A. A more extreme
case is seen with the results forrules.JRip
(Weka’s implementation of the RIPPER algorithm),
whose score for Task B is close to that of the best-
performing system, but which scores only slightly
above baseline on Task A.

The competition scores for our system are given
in Table 3, shown as (harmonic) F-measures under
both strict (FS) and relaxed (FR) metrics (see foot-
note 2). The table also shows the average score for
each task/metric across all systems taking part in the
competition, as well as the maximum score returned
by any system. See (Verhagen et al., 2007) for a full
tabulation of results for all systems.3

4 Future Directions

SIGNALs and SLINKs are possible candidates as
additional features – signals obviously so, whereas
the benefits of exploiting subordination information
are less clear. Our initial exploratory efforts in
this direction involved pulling information regard-
ing SIGNALs and SLINKs across from TimeBank4

(Pustejovsky et al., 2003) so as to make this avail-

3The TempEval test data identifies precisely the temporal
entity pairs to which a relation label must be assigned. When
a fixed set of items is classified, the scores for precision, recall
and F-measure will be identical, being the same as the score for
simple accuracy. However, not all the participating systems fol-
low this pattern of assigning labels to ‘all and only’ the entity
pairs identified in the test data, i.e. some systems decide which
entity pairs to label, as well as which label to assign. Accord-
ingly, the performance results given in (Verhagen et al., 2007)
are reported using metrics of precision, recall and F-measure.

4This was possible because both the trial and training data
were derived from TimeBank.

able for use with the TempEval tasks, in the hope
that this would allow us to determine if this informa-
tion would be useful without first facing the cost of
developing SIGNAL and SLINK recognisers. Re-
garding SIGNALs, however, we ran into the prob-
lem that there are many TLINKs in the TempEval
data for which no corresponding TLINK appears
in TimeBank, and hence for which SIGNAL infor-
mation could not be imported. We were unable to
progress this work sufficiently in the time available
for there to be any useful results to report here.

5 Conclusion

We have explored using a ML-based approach to
the TempEval tasks, which does not rely on the use
of deeper NLP-analysis components. We observe
that although some other systems in the competi-
tion have produced higher scores for the tasks, the
score differences are relatively small. In the course
of this work, we have made some interesting ob-
servations regarding the performance variability of
different ML algorithms when applied to the diffent
TempEval tasks, and regarding the features that con-
tribute to the system’s performance.
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Abstract

We describe two systems participating of the
English Lexical Sample task in SemEval-
2007. The systems make use of Inductive
Logic Programming for supervised learning
in two different ways: (a) to build Word
Sense Disambiguation (WSD) models from
a rich set of background knowledge sources;
and (b) to build interesting features from
the same knowledge sources, which are then
used by a standard model-builder for WSD,
namely, Support Vector Machines. Both sys-
tems achieved comparable accuracy (0.851
and0.857), which outperforms considerably
the most frequent sense baseline (0.787).

1 Introduction

Word Sense Disambiguation (WSD) aims to iden-
tify the correct sense of ambiguous words in context.
Results from the last edition of the Senseval com-
petition (Mihalcea et al., 2004) have shown that, for
supervised learning, the best accuracies are obtained
with a combination of various types of features, to-
gether with traditional machine learning algorithms
based on feature-value vectors, such as Support Vec-
tor Machines (SVMs) and Naive Bayes. While the
features employed by these approaches are mostly
considered to be “shallow”, that is, extracted from
corpus or provided by shallow syntactic tools like
part-of-speech taggers, it is generally thought that
significant progress in automatic WSD would re-
quire a “deep” approach in which access to substan-
tial body of linguistic and world knowledge could

assist in resolving ambiguities. Although the ac-
cess to large amounts of knowledge is now possi-
ble due to the availability of lexicons like WordNet,
parsers, etc., the incorporation of such knowledge
has been hampered by the limitations of the mod-
elling techniques usually employed for WSD. Using
certain sources of information, mainly relational in-
formation, is beyond the capabilities of such tech-
niques, which are based on feature-value vectors.
Arguably, Inductive Logic Programming (ILP) sys-
tems provide an appropriate framework for dealing
with such data: they make explicit provisions for the
inclusion of background knowledge of any form; the
richer representation language used, based on first-
order logic, is powerful enough to capture contextual
relationships; and the modelling is not restricted to
being of a particular form (e.g., classification).

We describe the investigation of the use of ILP
for WSD in the Lexical Sample task of SemEval-
2007 in two different ways: (a) the construction of
models that can be used directly to disambiguate
words; and (b) the construction of interesting fea-
tures to be used by a standard feature-based algo-
rithm, namely, SVMs, to build disambiguation mod-
els. We call the systems resulting of the two differ-
ent approaches “USP-IBM-1” and “USP-IBM-2”,
respectively. The background knowledge is from10

different sources of information extracted from cor-
pus, lexical resources and NLP tools.

In the rest of this paper we first present the spec-
ification of ILP implementations that construct ILP
models and features (Section 2) and then describe
the experimental evaluation on the SemEval-2007
Lexical Sample task data (Section 3).
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2 Inductive Logic Programming

Inductive Logic Programming (ILP) (Muggleton,
1991) employs techniques from Machine Learning
and Logic Programming to build first-order theo-
ries or descriptions from examples and background
knowledge, which are also represented by first-order
clauses. Functionally, ILP can be characterised by
two classes of programs. The first, predictive ILP,
is concerned with constructing models (in this case,
sets of rules) for discriminating accurately amongst
positive and negative examples. The partial spec-
ifications provided by (Muggleton, 1994) form the
basis for deriving programs in this class:

• B is background knowledge consisting of a fi-
nite set of clauses= {C1, C2, . . .}

• E is a finite set of examples= E+∪E− where:

– Positive Examples. E+ = {e1, e2, . . .} is
a non-empty set of definite clauses

– Negative Examples. E− = {f1, f2 . . .} is
a set of Horn clauses (this may be empty)

• H, the output of the algorithm givenB andE,
is acceptable if these conditions are met:

– Prior Satisfiability.B ∪ E− 6|= 2

– Posterior Satisfiability.B ∪H ∪E− 6|= 2

– Prior Necessity.B 6|= E+

– Posterior Sufficiency.B ∪ H |= e1 ∧ e2 ∧
. . .

The second category of ILP programs, descriptive
ILP, is concerned with identifying relationships that
hold amongst the background knowledge and exam-
ples, without a view of discrimination. The partial
specifications for programs in this class are based
on the description in (Muggleton and Raedt, 1994):

• B is background knowledge

• E is a finite set of examples (this may be
empty)

• H, the output of the algorithm givenB andE
is acceptable if the following condition is met:

– Posterior Sufficiency.B ∪ H ∪ E 6|= 2

The intuition behind the idea of exploiting a
feature-based model constructor that uses first-order
features is that certain sources of structured infor-
mation that cannot be represented by feature vectors
can, by a process of “propositionalization”, be iden-
tified and converted in a way that they can be accom-
modated in such vectors, allowing for traditional
learning techniques to be employed. Essentially, this
involve two steps: (1) a feature-construction step
that identifies all the features, that is, a set of clauses
H, that are consistent with the constraints provided
by the background knowledgeB (descriptive ILP);
and (2) a feature-selection step that retains some of
the features based on their utility in classifying the
examples, for example, each clause must entail at
least one positive example (predictive ILP). In order
to be used by SVMs, each clausehi in H is con-
verted into a boolean featurefi that takes the value
1 (or 0) for any individual for which the body of
the clause is true (if the body is false). Thus, the
set of clausesH gives rise to a boolean vector for
each individual in the set of examples. The fea-
tures constructed may express conjunctions on dif-
ferent knowledge sources. For example, the follow-
ing boolean feature built from a clause for the verb
“ask” tests whether the sentence contains the expres-
sion “ask out” and the word “dinner”. More details
on the specifications of predictive and descriptive
ILP for WSD can be found in (Specia et al., 2007):

f1(X) =

{

1 expr(X, ’ask out’) ∧ bag(X,dinner) = 1
0 otherwise

3 Experiments

We investigate the performance of two kinds of ILP-
based models for WSD:

1. ILP models(USP-IBM-1 system): models con-
structed by an ILP system for predicting the
correct sense of a word.

2. ILP-assisted models(USP-IBM-2 system):
models constructed by SVMs for predicting the
correct sense of a word that, in addition to ex-
isting shallow features, use features built by an
ILP system according to the specification for
feature construction in Section 2.
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The data for the English Lexical Sample task in
SemEval-2007 consists of 65 verbs and 35 nouns.
Examples containing those words were extracted
from the WSJ Penn Treebank II and Brown corpus.
The number of training / test examples varies from
19 / 2 to 2,536 / 541 (average = 222.8 / 48.5). The
senses of the examples were annotated according to
OntoNotes tags, which are groupings of WordNet
senses, and therefore are more coarse-grained. The
number of senses used in the training examples for
a given word varies from 1 to 13 (average = 3.6).

First-order clauses representing the following
background knowledge sources, which were au-
tomatically extracted from corpus and lexical re-
sources or provided by NLP tools, were used to de-
scribe the target words in both systems:

B1. Unigrams consisting of the 5 words to the
right and left of the target word.

B2. 5 content words to the right and left of the
target word.

B3.Part-of-speech tags of 5 words to the right and
left of the target word.

B4. Syntactic relations with respect to the target
word. If that word is a verb, subject and object syn-
tactic relations are represented. If it is a noun, the
representation includes the verb of which it is a sub-
ject or object, and the verb / noun it modifies.

B5. 12 collocations with respect to the target
word: the target word itself, 1st preposition to the
right, 1st and 2nd words to the left and right, 1st
noun, 1st adjective, and 1st verb to the left and right.

B6. A relative count of the overlapping words in
the sense inventory definitions of each of the pos-
sible senses of the target word and the words sur-
rounding that target word in the sentence, according
to the sense inventories provided.

B7. If the target word is a verb, its selectional
restrictions, defined in terms of the semantic fea-
tures of its arguments in the sentence, as given by
LDOCE. WordNet relations are used to make the
verification more generic and a hierarchy of feature
types is used to account for different levels of speci-
ficity in the restrictions.

B8. If the target word is a verb, the phrasal verbs
possibly occurring in a sentence, according to the
list of phrasal verbs given by dictionaries.

B9. Pairs of words in the sentence that occur fre-
quently in the corpus related by verb-subject/object

or subject/verb/object-modifier relations.

B10. Bigrams consisting of adjacent words in a
sentence occurring frequently in the corpus.

Of these10 sources, B1–B6 correspond to the so
called “shallow features”, in the sense that they can
be straightforwardly represented by feature vectors.
A feature vector representation of these sources is
built to be used by the feature-based model construc-
tor. Clausal definitions for B1–B10 are directly used
by the ILP system.

We use the Aleph ILP system (Srinivasan, 1999)
to construct disambiguation models in USP-IBM-1
and to construct features to be used in USP-IBM-
2. Feature-based model construction in USP-IBM-
2 system is performed by a linear SVM (the SMO
implementation in WEKA).

In the USP-IBM-1 system, for each target word,
equipped with examples and background knowl-
edge definitions (B1–B10), Aleph constructs a set
of clauses in line with the specifications for predic-
tive ILP described in Section 2. Positive examples
are provided by the correct sense of the target word.
Negative examples are generated automatically us-
ing all the other senses. 3-fold cross-validation on
the training data was used to obtain unbiased esti-
mates of the predictive accuracy of the models for a
set of relevant parameters. The best average accura-
cies were obtained with the greedy induction strat-
egy, in conjunction with a minimal clause accuracy
of 2. The constructed clauses were used to predict
the senses in the test data following the order of their
production, in a decision-list like manner, with the
addition to the end of a default rule assigning the
majority sense for those cases which are not covered
by any other rule.

In the USP-IBM-2 system, for constructing the
“good” features for each target word from B1–
B10 (the “ILP-based features”), we first selected, in
Aleph, the clauses covering at least1 positive exam-
ple. 3-fold cross-validation on the training data was
performed in order to obtain the best model possi-
ble using SVM with features in B1–B6 and the ILP-
based features. A feature selection method based
on information gain with various percentages of fea-
tures to be selected (1/64, ..., 1/2) was used, which
resulted in different numbers of features for each tar-
get word.
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Baseline USP-IBM-1 USP-IBM-2
Nouns 0.809 0.882 0.882
Verbs 0.762 0.817 0.828
All 0.787 0.851 0.857

Table 1: Average accuracies of the ILP-based mod-
els for different part-of-speeches

Table 1 shows the average accuracy of a base-
line classifier that simply votes for the most frequent
sense of each word in the training data against the
accuracy of our ILP-based systems, USP-IBM-1 and
USP-IBM-2, according to the part-of-speech of the
target word, and for all words. Clearly, the “ma-
jority class” classifier performs poorest, on average.
The difference between both ILP-based systems and
the baseline is statistically significant according to
a paired t-test withp < 0.01. The two ILP-based
models appear to be comparable in their average ac-
curacy. Discarding ties, IBM-USP-2 outperforms
IBM-USP-1 for31 of the words, but the advantage
is not statistically significant (cf. paired t-test).

The low accuracy of the ILP-based systems for
certain words may be consequence of some charac-
teristics of the data. In particular, the sense distri-
butions are very skewed in many cases, with differ-
ent distributions in the training and test data. For
example, in the case of “care” (accuracy =0.428),
the majority sense in the training data is1 (78.3%),
while in the test data the majority sense is2 (71%).
In cases like this, many of the test examples remain
uncovered by the rules produced by the ILP system
and backing off to the majority sense also results in
a mistake, since the majority sense in the training
data does not apply for most of the test examples.
The same goes for the feature-based system: fea-
tures which are relevant for the test examples will
not be built or selected.

One relevant feature of ILP is its ability to pro-
duce expressive symbolic models. These models
can reproduce any kind of background knowledge
using sets of rules testing conjunctions of different
types of knowledge, which may include variables
(intensional clauses). This is valid both for the con-
struction of predictive models and for the construc-
tion of features (which are derived from the clauses).
Examples of rules induced for the verb “come” are
given in Figure 1. The first rule states that the sense

sense(X, 3):-
expr(X, ’come to’).
sense(X, 1):-
satisfy restrictions(X, [animate], nil);
(relation(X, subj, B), pos(X, B, nnp)).

Figure 1: Examples of rules learned for “come”

of the verb in a sentence X will be3 (progress to a
state) if that sentence contains the expression “come
to”. The second rule states that the sense of the verb
will be 1 (move, travel, arrive) if its subject is “ani-
mate” and there is no object, or if it has has a subject
B that is a proper noun (nnp).

4 Concluding Remarks

We have investigated the use of ILP as a mech-
anism for incorporating shallow and deep knowl-
edge sources into the construction of WSD mod-
els for the Semeval-2007 Lexical Sample Task data.
Results consistently outperform the most frequent
sense baseline. It is worth noticing that the knowl-
edge sources used here were initially designed for
the disambiguation of verbs (Specia et al., 2007)
and therefore we believe that further improvements
could be achieved with the identification and speci-
fication of other sources which are more appropriate
for the disambiguation of nouns.
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Abstract

This paper describes the University of Syd-
ney’s WSD and Lexical Substitution sys-
tems for SemEval-2007. These systems are
principally based on evaluating the substi-
tutability of potential synonyms in the con-
text of the target word. Substitutability is
measured using Pointwise Mutual Informa-
tion as obtained from the Web1T corpus.

The WSD systems are supervised, while
the Lexical Substitution system is unsuper-
vised. The lexical sample sub-task also used
syntactic category information given from a
CCG-based parse to assist in verb disam-
biguation, while both WSD tasks also make
use of more traditional features.

These related systems participated in the
Coarse-Grained English All-Words WSD
task (task 7), the Lexical Substitution Task
(task 10) and the English Lexical Sample
WSD sub-task (task 17).

1 Introduction

This paper describes closely related systems that
were applied to three tasks of the SemEval-2007
workshop. The unifying characteristic of these sys-
tems is that they use the same measure of ‘substi-
tutability’ for a given word and a surrounding con-
text to perform the tasks. This measure is based
on frequencies involving the word and the context
from n-gram counts derived from one trillion words
of Web text.

These systems participated in the English Coarse-
Grained All Words and English Lexical Sample
Word Sense Disambiguation (WSD) tasks, and in
the Lexical Substitution task.

The Lexical Substitution system relies entirely on
the substitutability measure to rank potential syn-
onyms, and only uses manual sense inventories to
preferentially select words which have been iden-
tified by lexicographers as being synonyms for the
original word in some contexts. It does not make use
of any machine learning, and is thus unsupervised.

The WSD systems are supervised, using a Sup-
port Vector Machine (SVM) to learn from sense-
tagged examples of ambiguous words and predict
the class of the test instances. Classifiers for both
systems use a small number of additional feature
types beyond those derived from the n-gram counts,
including Bag of Words (BOW) and local context
features. A single separate model was trained for
each ambiguous lemma.

For verbs in the lexical sample, the classifier also
uses the syntactic category assigned to the target
verb by a parser as additional information for dis-
ambiguation.

The remainder of this paper is organised as fol-
lows. Relevant background for the ideas employed
is briefly discussed, as is the nature of the Web1T
corpus. Descriptions of the particular systems used
for each of the tasks are described in ascending or-
der of task number. Details of particular sources of
information and the methods used to capture them
are introduced along with the task they are used in.
A presentation of results and discussion follows the
description of each system, and overall conclusions
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are presented at the end of the paper.

2 Background

Algorithms making use of unannotated data for
WSD and similar tasks are not particularly new.
One strategy which resembles the substitutability
technique employed by our systems is relatives-in-
context (Martinez et al., 2006), an unsupervised ap-
proach which uses a web search engine to find the
‘best’ match for the current context, according to
heuristic criteria. Monosemous relatives (Leacock
et al., 1998) increase the amount of training data
for supervised learners by recruiting the contexts of
synonyms in unannotated data, with the caveat that
those synonyms are not themselves ambiguous. As
substantial gold-standard data sets for lexical sub-
stitution have not previously been available, the Se-
mEval data presents a promising opportunity to ex-
amine the behaviour of our method.

Gomez (2001) argues that the syntactic roles of
ambiguous verbs in particular are interlinked with
their semantic class, and thus knowledge about the
syntactic function of a verb can provide information
to help identify its sense. Syntactic relationships
have been used to resolve ambiguity (Lin, 1997) and
a reduction of ambiguity has been shown to assist
in the acquisition of verb subcategorization frames
(Korhonen and Preiss, 2003).

3 The Substitutability Measure

As an example to demonstrate the basic mechanism
underlying the measure of substitutability, consider
the sentence fragments around the verb ruled in:

the court ruled it was clear that
and

a republic ruled by the people
Two possible synonyms, pertaining to different
senses for the verb ruled, are found and governed.
It is clear that in a sufficiently large quantity of text,
the fragments:

the court found it was clear that
and

a republic governed by the people
would be substantially more common than the se-
quences:

the court governed it was clear that
or

a republic found by the people
and thus found should be considered more substi-

tutable in the context of the first fragment, and gov-
erned in the second.

Church et al. (1994) show that Pointwise Mutual
Information (PMI) is a suitable measure to capture
the degree to which a given word may substitute
for another; we have adopted PMI as the quantified
measure of substitutability in the systems used for
these tasks.

While previous WSD systems have made use of
counts obtained from Internet search engines, for
example Martinez et al. (2006), to our knowledge
WSD using corpus data at the scale of the Web1T
resource has not previously been published. Our
WSD systems combine our novel PMI-Web1T fea-
tures and CCG category features with additional fea-
tures described in the literature. While the Web1T
corpus consists only of counts, and thus is some-
what similar to the direct use of counts from Internet
search engines, it is also of a known size and thus
it is straightforward to determine useful quantities
such as PMI, and to exhaustively catalog potential
matches as for the lexical substitution task.

3.1 Web1T Corpus
The Web1T corpus (Brants and Franz, 2006) is a
dataset consisting of the counts for n-grams obtained
from 1 trillion (1012) words of English Web text,
subject to a minimum occurrence threshold (200 in-
stances for unigrams, 40 for others). The Web1T
corpus contains counts for 1, 2, 3, 4 and 5-grams,
and is large enough to present serious processing dif-
ficulties: it is 25GB in compressed form.

The systems presented here thus use custom high-
performance software to extract only the n-gram
counts of interest from the Web1T data, includ-
ing simple wildcard pattern-matching. The scale of
the data rules out attempting to perform arbitrary
queries — even though the counts are lexicographi-
cally ordered, disk access times and decompression
overheads are severe, and case-insensitive queries
are not possible. This software will be released for
community use. A limitation in the implementation
is that the number of tokens that can be matched in
a wildcard expression is fixed at one. This limita-
tion precluded the testing of substitutability of multi-
word-expressions (MWEs) in the systems applied to
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the SemEval tasks.

4 Task 7: Coarse Grained-English
All-Words WSD

The system for Coarse-Grained All-Words WSD
was supervised, but only attempted classification for
a subset of words. These words were chosen ac-
cording to the amount of sense-tagged training data
available, drawn from SemCor (Miller et al., 1993)
and the SenseEval-3 lexical sample (Mihalcea et al.,
2004) task. Features were extracted and a classifier
trained for each ambiguous content word that was
either present in the SenseEval-3 lexical sample, or
occurred at least 100 times in SemCor. These crite-
ria yielded classifiers for 183 words.

For ambiguous words without sufficient available
training data, the first sense baseline (determined
from WordNet version 2.1 (Fellbaum, 1998)) was
assigned to every instance. No manual augmentation
of the information from WordNet was performed.
For those words where models were being trained,
the sense clusterings provided by the task organis-
ers were used to completely unify all senses belong-
ing to a cluster, thus attempting disambiguation at
the level of the coarse senses. As the system does
not attempt to disambiguate words not selected for
modeling, the exclusion of the most frequent sense
(MFS) baseline would be likely to have a severe ad-
verse impact on this type of supervised approach.
Extension of the substitutability measure to directly
select a sense related to good substitutes, similar to
the approach outlined in Lin (1997) would be one
possible approach to resolve this consistently.

The classifier used for the system was an SVM
(libsvm) (Chang and Lin, 2001). Linear kernels
were used, as previous experiments using similar
features with other data sets for WSD had shown
that these kernels outperformed radial basis func-
tion and polynomial kernels; this disparity became
particularly pronounced with larger number of fea-
tures compared to training instances, and with the
combination of different feature types. The num-
ber of unique features for each lemma was, on av-
erage, more than an order of magnitude higher than
the number of training instances: 4475 compared to
289.

The features used to train the selected lemmas in-

cluded the substitutability measurement, all content
words within 3 sentences of the target, and imme-
diate local context features. These are detailed be-
low. There is no in-principle reason why CCG cate-
gory features used for the Lexical Sample task (see
Section 6.2) could not also be used for verbs in the
all-words task. Sentences containing target verbs
could have been selectively parsed and redundancy
among disambiguated running text in SemCor ex-
ploited. However, the system architecture was not
amenable to small modifications along these lines,
and time constraints prevented implementation be-
fore the close of the evaluation period. The impact
of this additional useful feature would be an inter-
esting subject for future study.

4.1 Features

4.1.1 Substitutability: Pointwise Mutual
Information

To transform the notion of substitutability into a
set of features suitable for WSD, a set of poten-
tial substitute words was chosen for each modeled
lemma. These words were taken from WordNet 2.1
(Fellbaum, 1998). For nouns, all synonyms, imme-
diate hypernyms and immediate hyponyms for all
senses were included. For verbs, synonyms for all
senses were used. The selection of potential sub-
stitutes was stricter for verbs as the number of syn-
onyms tended to be greater than for nouns, and these
criteria kept the number of substitutes manageable.

A sliding window was used to maximise the infor-
mation extracted from the Web1T corpus. All win-
dows at all sizes covered by the Web1T corpus that
included the target word were used to determine the
overall substitutability.

The counts of interest for determining the PMI for
a single substitute in a single window position in-
clude the unigram frequency of the substitute itself
the overall frequency of the context, irrespective of
the word in the target position; and crucially, the fre-
quency of the substitute in that context. For a given
substitute and context, an overall PMI is determined
as a single quantity, obtained by simply adding the
PMI together from each window position of each
size covered in the data:
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PMI =
5∑

n=2

n∑

i=1

log2

observationn,i
expectationn,i

=
5∑

n=2

n∑

i=1

log2

#(sub + contextn,i)
p(sub) · p(contextn,i) ·Nn

Here n represents the window size (varying from
2 to 5), i is the position within the window, and
Nn indicates the total number of n-grams present
in the corpus for a given value of n. Following
Church et al. (1994) the Maximum Likelihood Es-
timate (MLE) is used for both probabilities in the
denominator. p(sub) is estimated from the unigram
frequency of the substitute word, while p(context)
is derived from the counts of the context ignoring the
token in the target location.

Features were also created that harnessed the idea
that it is not only the level of substitutability for each
candidate word that is useful, but also that it may be
informative to recognise that some words are better
substitutes than others. This information was cap-
tured by adding additional features consisting of the
pairwise differences between PMI values for all can-
didate substitute words. To further draw the dif-
fering levels of substitutability into relief, features
representing the rank of each pair’s PMI difference
were also included.

Finally, each of the above feature types yields
real-valued features. Before being used in clas-
sification, these features were converted to binary
features using supervised Entropy-Based Discretisa-
tion (Fayyad and Irani, 1993). This process char-
acterises the partition selection as a message cod-
ing problem: the class labels in the training data
are a message to be encoded given that the value of
the feature is known for each instance, and the pro-
cess aims to minimise the length of that message.
This is achieved by recursively bifurcating each fea-
ture’s values at the partition point that would result
in the shortest message. Useful boundaries are those
where knowing which side of the partition the fea-
ture value falls on can be used to reduce the mes-
sage length beyond any increase required to specify
the partition. The algorithm terminates when the ex-
isting partitions cannot be divided further and still
satisfy this condition. If this occurs when attempt-

ing to find the first partition, the feature is dropped
altogether.

4.1.2 Bag of Words in broad context
Bag of words (BOW) features were introduced

to represent the presence or absence of almost all
words within a window of three sentences of the
target word. A small stop list (approximately 50
words) was used to remove common closed-class
words such as prepositions and conjunctions. The
words were lemmatised before being transformed
into features, and were not weighted for their dis-
tance from the target word. No attribute subset se-
lection was performed on the BOW features.

4.1.3 Local Context Features
The sentence containing the target word was

tagged for Part of Speech (POS) using the POS tag-
ger in the C&C parser tools. For four tokens either
side of the target lemma, features were formed from
the displacement of the token concatenated with:

• The POS tag

• The lemmatised word

• The POS and lemma together

Also included were features combining the above
information for pairs of tokens before, after, and ei-
ther side of the target word. Finally, a feature rep-
resenting the POS tag of the target word was added,
providing such information as number and tense.

The portion of the context used to form these fea-
tures is identical with that used to determine substi-
tutability of potential synonyms using the Web1T-
based features. Combining the abstract substi-
tutability features with features that use the particu-
lar tokens in the local context helps to maximise the
utility of information present near the target word by
approaching it from multiple perspectives.

4.2 Results and Discussion
The results of the system are shown in Table 1

The first-sense baseline achieves scores of 0.788
for precision, recall and F1, and thus outperforms
our system for all documents.

Unfortunately we are currently unable to explain
this relatively poor performance. It is possible that
an error of a similar nature to the one which af-
fected the initial results for the lexical sample system
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Doc. Attempted Precision Recall F1
d001 0.986 0.625 0.617 0.621
d002 0.958 0.598 0.573 0.585
d003 0.948 0.610 0.578 0.593
d004 0.929 0.606 0.563 0.583
d005 0.965 0.471 0.455 0.463
Total 0.953 0.588 0.560 0.574

Table 1: Coarse-Grained WSD results

(see Section 6.3) was also present in this system, al-
though we have not yet been unable to identify such
a problem. It is also possible that the current highly
supervised and lexicalised approach employed is not
well-suited to the all-words task, and may require
extension to achieve broad coverage.

5 Task 10: English Lexical Substitution

5.1 Methodology

As for the WSD systems, the Lexical Substitution
system concentrated on words whose occurrence in
local contexts similar to that of the target was more
frequent than expected in the Web1T corpus.

Aside from preferring sets of potential syn-
onyms obtained from lexical resources, the system
is entirely unsupervised. Consequently, no sense-
annotated corpus resources were used.

The lexical resources used were WordNet ver-
sion 2.1 (Fellbaum, 1998) and the Macquarie The-
saurus (Bernard, 1985), a pre-defined, manually
constructed Thesaurus. The only information used
from these resources was a list of potential syn-
onyms for all listed senses that matched the target
word’s part-of-speech. These synonyms were used
to preferentially choose potential substitutes ob-
tained from the corpus data, as described below. The
union of potential synonyms from both resources
was used, although MWEs were not included due
to limitations with the corpus. Although these lex-
ical resources were not augmented, the system was
capable of producing substitutes not present in these
resources by using high-scoring words found in the
corpus. The ordering of synonyms in these resources
was not used directly, nor was their association with
particular senses.

The PMI for potential substitutes that occurred in

the target position of each local context window was
determined using the Web1T corpus, as for coarse
WSD above. The strategy differed slightly from the
supervised process employed for WSD however, in
that rather than testing a fixed set of potential substi-
tutes, every word that occurred in the correct loca-
tion in a matching context was considered as a sub-
stitute. This introduced an additional computational
burden which restricted the set of n-grams used to
4 and 5 grams. In particular, this is because the set
of words occurring in the target position grew pro-
hibitively large for 2 and 3 grams.

As for WSD, the PMI for each potential substi-
tute was combined by summing the individual PMIs
over all locations and size of n-gram where it oc-
curred. This sum was used to rank the substitutes.
After the production of the ranked list, the set of syn-
onyms obtained from the lexical resources was used
for preferential selection. Substitutes in the ranked
list that also occurred in the synonym pool were cho-
sen first. The exact manner of the preferential se-
lection differed for the two evaluation measures the
system participated in.

For the BEST measure, the highest PMI-ranked
substitute that occurred in the synonym pool was
given as the only substitute. If no substitutes from
the synonym pool were present in the ranked list,
the top three substitutes from the list were given.

For the out-of-ten (OOT) measure, the ten highest-
ranked substitutes that were in the synonym pool
were given. If fewer than 10 substitutes were present
in the list, the remaining best ranked substitutes not
in the synonym pool were used to make up the ten
answers.

As with the Coarse-Grained All Word WSD, lim-
itations in the current implementation of the Web1T
processing software meant that it was not possible
to examine MWEs, and there was thus no provision
to detect or handle MWEs in the system. For this
reason, the MW measure was not produced by the
system.

5.2 Results and Discussion
The results for the BEST and OOT measures are given
in tables 2 and 3 respectively. While the results for
the other tasks are reported as a decimal fraction of
1, the results here are percentage scores, in line with
the results provided by the task organisers.
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P R Mode P Mode R
all 11.23 10.88 18.22 17.64

Further Analysis
NMWT 11.68 11.34 18.46 17.90
NMWS 12.48 12.10 19.25 18.63
RAND 11.47 11.01 19.14 18.35
MAN 10.95 10.73 17.20 16.84

Table 2: BEST results

P R Mode P Mode R
all 36.07 34.96 43.66 42.28

Further Analysis
NMWT 37.62 36.17 44.71 43.35
NMWS 40.13 38.89 46.25 44.77
RAND 35.67 34.26 42.90 41.13
MAN 36.52 35.78 44.50 43.58

Table 3: OOT results

Notably, recall is always lower than precision. If
no substitutes were found to have finite PMI at any
position, no substitute was rendered by the system.
This meant a small number of examples in the sub-
mitted system had no answer provided. The sys-
tem’s design meant that no attempt was made to
provide any answer when counts were zero for all
Web1T queries. This was the case for around 3%
of the evaluation set. As the query retrieval soft-
ware was limited to single word substitutions, this
should be expected to occur for MWEs more fre-
quently than for single word substitutions. The re-
sults for both BEST and OOT confirm this, show-
ing that the system’s performance is uniformly better
when MWEs are excluded.

As a consequence of the properties of the Web1T
corpus, the system chooses substitutes on the ba-
sis of information that is derived from at most four
words either side of the target word. It is thus en-
couraging that it is able to outperform the baselines
on each evaluation measure.

Interestingly, for the BEST evaluation the perfor-
mance on the randomly selected (RAND) examples
outperforms that on the manually selected (MAN)
examples. For the OOT evaluation the situation is
reversed. This could indicate that, depending on the
motivation for the manual selections, the system is

not particularly well-suited to selecting an obvious
singular substitution, but is quite capable of ranking
reasonably acceptable ones near the top of the list.

6 Task 17: Coarse Grained English
Lexical Sample sub-task

6.1 Approach

The Lexical Sample system used features identical
to those described for the Coarse-Grained All-Words
task, with the addition of the CCG supertag feature,
discussed below. Labeled data used for training the
classifier models in this system consisted of only the
instances in the training data supplied for the task,
although the Web1T corpus was of course used to
provide extensive information in the form of features
for those instances. As for the All-Words system, an
individual SVM model was trained using linear ker-
nels for each lemma being disambiguated. The con-
textual BOW features were not selected from within
a window as for the All-Words system; instead the
entire context provided in the training and test data
was used.

Unlike the other systems, the Lexical Sample sys-
tem produced a prediction for every instance in the
test data, as the MWE limitation of the Web1T pro-
cessing software did not present an impediment.

6.2 CCG Verb Categories

The Lexical sample data was parsed using the Clark
and Curran CCG parser (Clark and Curran, 2004).
Existing tagging and parsing models, derived from
CCGBank are included with the parser package, and
were used without adjustment. Gold-standard parses
available for the source data were not used.

The syntactic combination category (“supertags”)
assigned to target verbs by the parser were used as
features. This category label encodes information
about the types of the other sentential components
used when building a parse. A forward slash indi-
cates that the current token requires a component of
the specified type to the right; a backwards slash re-
quires one to the left. The C&C parser includes a
supertagger, but this supertagger assigns multiple la-
bels with varying degrees of confidence, and when
the parse is performed, the supertag labels are sub-
ject to revision in determining the most likely parse.
The feature used for the Lexical Sample system uses
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the final, parser-determined supertag.
As an example, consider the occur-

rence of the verb find in the following two
fragments where it has different senses:

managers did not find out about questionable billing
and

or new revenues are found by Congress
In the first fragment find has a (simplified) supertag
of (S\NP)/PP, while in the second it is playing a
different grammatical role, and hence has a different
supertag: S\NP. While these supertags are gener-
ally not exclusively associated with a single sense
in particular, their distribution is sufficiently distinct
over different senses that features derived from
them are informative for the WSD task. To form
features, the system uses the supertags obtained
from the parser as binary features, with a slight
simplification: by removing distinctions between
the argument types of the main S component,
generalisation is facilitated among instances of
verbs which differ slightly on a local level but
combine with other parts of the sentence similarly.

6.3 Results and Discussion
Unfortunately, the component of the lexical sample
system responsible for assigning identifiers for eval-
uation contained a systematic error, resulting in a
mismatch between the predictions of the system and
the correct labels as used in evaluation. The system
assumed that for each lemma in the test set, the in-
stances in the test data file would have lexicographi-
cally ascending identifiers, and matched predictions
to identifiers using this assumption. This was not
the case in the task data, and yielded a result for
the submission that severely underestimated the per-
formance of the system. We calculated a baseline
of 0.788 for the Lexical Sample sub-task, using the
Most Frequent Sense for each lemma in the training
data. The result for the systems initial submission
was 0.743 (precision, recall, accuracy and F1 are all
identical, as the system provides an answer for every
instance).

However, as the mismatch is systematic, and only
occurred after the classifier had made its predictions,
it was possible to correct almost all of the alignment
by post-processing the erroneous answer file. By
holding the order of predictions constant, but lexico-
graphically sorting instance identifiers within each

lemma, predictions were re-matched with their in-
tended identifiers. Using the test labels provided by
the task organisers, the accuracy of the system after
repairing the mismatch was 0.891.

As the parser does not have 100% coverage, the
parse of the test sentence did not succeed in every
instance. This in turn caused some supertag features
to be misaligned with other feature types before the
error was rectified. This meant that a small frac-
tion of instances were given predictions in the sub-
mitted data that differed from those produced by the
corrected system. When the already-trained models
were used to re-predict the classes of the correctly
aligned test instances, a further small improvement
to a result of 0.893 was achieved.

It is encouraging that the results (after correcting
the misaligned identifiers) for the patched system are
approaching the Inter Tagger Agreement (ITA) level
reported for OntoNotes sense tags by the task or-
ganisers – 90%. This could be seen as an positive
outcome of the movement towards coarser-grained
sense inventories for the WSD tasks, it is difficult
for automated systems to agree with humans more
often than they agree with each other.

7 Conclusion

Substantially similar information in the form of a
PMI-based substitutability measure from the Web1T
corpus was used in all USYD systems. That
this information yielded positive results in different
semantic-ambiguity related tasks, both supervised
and unsupervised, demonstrates the usefulness of
the data at the scale of the Web1T corpus, either
alone or in concert with other information sources,
and there are still many more approaches to using
this resource for semantic processing that could be
explored.

The systems demonstrated outstanding perfor-
mance on the Lexical Sample WSD task – nearly
at the level of the reported ITA. Good unsupervised
performance above the baseline was also achieved
on the Lexical Substitution task.

8 Acknowledgements

Many thanks to Jon Patrick, James Curran, and
Matthew Honnibal for their invaluable assistance,
insights and advice.

452



References

J. R. L. Bernard, editor. 1985. The Macquarie The-
saurus. The Macquarie Library, Sydney.

Thorsten Brants and Alex Franz. 2006. Web 1T
5-gram corpus version 1.1. Technical report,
Google Research.

Chih-Chung Chang and Chih-Jen Lin. 2001. LIB-
SVM: A Library for Support Vector Machines.
Software available at http://www.csie.
ntu.edu.tw/∼cjlin/libsvm.

Kenneth Ward Church, Willam Gale, Patrick Hanks,
Donald Hindle, and Rosamund Moon. 1994. Lex-
ical substitutability. In B. T. S. Atkins and
A. Zampolli, editors, Computational Approaches
to the Lexicon, pages 153–177. Oxford University
Press.

Stephen Clark and James R. Curran. 2004. Parsing
the WSJ using CCG and log-linear models. In
Proceedings of the 42nd Annual Meeting of the
Association for Computational Linguistics (ACL-
04), pages 104–111. Barcelona, Spain.

Usama M. Fayyad and Keki. B. Irani. 1993. Multi-
interval discretization of continuous-valued at-
tributes for classification learning. In Proceed-
ings of the Thirteenth International Joint Confer-
ence on Artificial Intelligence, pages 1022–1029.
Chambery, France.

Christiane Fellbaum, editor. 1998. Wordnet: An
Electronic Lexical Database. MIT Press.

Fernando Gomez. 2001. An algorithm for aspects of
semantic interpretation using an enhanced word-
net. In Proceedings of NAACL-2001, pages 1–8.

Anna Korhonen and Judita Preiss. 2003. Improving
subcategorization acquisition using word sense
disambiguation. In ACL ’03: Proceedings of the
41st Annual Meeting on Association for Compu-
tational Linguistics, pages 48–55.

Claudia Leacock, Martin Chodorow, and George A.
Miller. 1998. Using corpus statistics and WordNet
relations for sense identification. Computational
Linguistics, 24:147–165.

Dekang Lin. 1997. Using syntactic dependency as
local context to resolve word sense ambiguity. In
Proceedings of the 35th Annual Meeting of the As-
sociation for Computational Linguistics.

David Martinez, Eneko Agirre, and Xinglong Wang.
2006. Word relatives in context for word sense
disambiguation. In Proceedings of the 2006
2006 Australasian Language Technology Work-
shop (ALTW 2006), pages 42–50.

Rada Mihalcea, Timothy Chklovski, and Adam Kil-
garriff. 2004. The senseval-3 english lexical sam-
ple task. In Rada Mihalcea and Phil Edmonds,
editors, Senseval-3: Third International Work-
shop on the Evaluation of Systems for the Seman-
tic Analysis of Text, pages 25–28. Association for
Computational Linguistics.

George. A. Miller, Claudia. Leacock, Tengi Randee,
and Ross Bunker. 1993. A semantic concordance.
In Proceedings of the 3rd DARPA Workshop on
Human Language Technology, pages 303–308.

453



Proceedings of the 4th International Workshop on Semantic Evaluations (SemEval-2007), pages 454–459,
Prague, June 2007. c©2007 Association for Computational Linguistics

UTD-HLT-CG: Semantic Architecture for Metonymy Resolution and
Classification of Nominal Relations

Cristina Nicolae, Gabriel Nicolae and Sanda Harabagiu
Human Language Technology Research Institute

The University of Texas at Dallas
Richardson, Texas

{cristina, gabriel, sanda}@hlt.utdallas.edu

Abstract

In this paper we present a semantic archi-
tecture that was employed for processing
two different SemEval 2007 tasks: Task
4 (Classification of Semantic Relations be-
tween Nominals) and Task 8 (Metonymy
Resolution). The architecture uses multi-
ple forms of syntactic, lexical, and semantic
information to inform a classification-based
approach that generates a different model for
each machine learning algorithm that imple-
ments the classification. We used decision
trees, decision rules, logistic regression and
lazy classifiers. A voting module selects the
best performing module for each task evalu-
ated in SemEval 2007. The paper details the
results obtained when using the semantic ar-
chitecture.

1 Introduction

Automatic semantic interpretations of natural lan-
guage text rely on (1) semantic theories that cap-
ture the subtleties employed by human communi-
cations; (2) lexico-semantic resources that encode
various forms of semantic knowledge; and (3) com-
putational methods that model the selection of the
optimal interpretation derived from the textual data.
Two of the SemEval 2007 tasks, namely Task 4
(Classification of Semantic Relations between Nom-
inals)and Task 8 (Metonymy Resolution) employed
distinct theories for the interpretation of their cor-
responding semantic phenomena, but, nevertheless,
they also shared several lexico-semantic resources,

and, furthermore, both these tasks could have been
cast as classification problems, in vein with most of
the recent work in computational semantic process-
ing. Based on this observation, we have designed
and implemented a semantic architecture that was
used in both tasks. In Section 2 of this paper we
give a brief description of the semantic theories cor-
responding to each of the two tasks, while in Section
3 we detail the semantic architecture. Section 4 de-
scribes the experimental results and evaluation.

We have used three lexico-semantic resources: (i)
the WordNet lexico-semantic database; (ii) VerbNet;
and (iii) the Lexical Conceptual Structure (LCS)
database. Used only by Task 4, WordNet is a lexico-
semantic database created at Princeton University1

(Fellbaum, 1998), which encodes a vast majority
of the English nouns, verbs, adjectives and adverbs,
and groups synonym words into synsets. VerbNet2

is a broad-coverage, comprehensive verb lexicon
created at University of Pennsylvania, compatible
with WordNet, but with explicitly stated syntactic
and semantic information, using Levin verb classes
(Levin, 1993) to systematically construct lexical en-
tities. Classes are hierarchically organized and each
class in the hierarchy has its corresponding syntac-
tic frames, semantic predicates and a list of typical
verb arguments. The Lexical Conceptual Structure
(Traum and Habash, 2000) is a compositional ab-
straction with language-independent properties. An
LCS is a directed graph with a root. Each node is as-
sociated with certain information, including a type, a
primitive and a field. An LCS captures the semantics

1http://wordnet.princeton.edu
2http://verbs.colorado.edu/verb-index/verbnet-2.1.tar.gz
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Relation Positive example
1. CAUSE-EFFECT Earplugs relieve the discomfort from traveling with a cold allergy or sinus condition.
2. INSTRUMENT-AGENCY The judge hesitates, gavel poised, shooting them a warning look.
3. PRODUCT-PRODUCER The boy who made the threat was arrested, charged, and had items confiscated from his home.
4. ORIGIN-ENTITY Cinnamon oil is distilled from bark chips and used to alleviate stomach upsets.
5. THEME-TOOL The port scanner is a utility to scan a system to get the status of the TCP.
6. PART-WHOLE The granite benches are former windowsills from the Hearst Memorial Mining Building.
7. CONTENT-CONTAINER The kitchen holds patient drinks and snacks.

Table 1: Examples of semantic relations.

of a lexical item through a combination of semantic
structure and semantic content.

2 Semantic Tasks

The two semantic tasks addressed in this paper
are: Classification of Semantic Relations between
Nominals (Task 4), defined in (Girju et al., 2007)
and Metonymy Resolution (Task 8), defined in
(Markert and Nissim, 2007). Please refer to these
task description papers for more details. Both are
cast as classification tasks: given an unlabeled in-
stance, a system must label it according to one class
of a set specific to each task.

The training and testing datasets for the
metonymy resolution task are annotated in an
XML format. There are 1090 training and 842
testing instances for companies, and 941 training
and 908 testing instances for locations. Each
training instance corresponds to a context in
which a single name is annotated with its read-
ing (metonymic/literal/mixed) and, in case of
metonymy, its type (metotype). The testing dataset
for this task is annotated in a similar manner, only
the reading of the name is left unknown and must
be decided by the system.

For the classification of semantic relations be-
tween nominals, there exist seven training sets of
140 instances each for the seven semantic relations,
and seven corresponding testing sets of around 70
instances each. A training instance is annotated with
information about the boundaries of the two nom-
inals whose relation must be determined, the truth
value of their relation, the WordNet sense of each
nominal, and the query that was employed by the an-
notators to retrieve this example from the Web. The
testing instances are similar, with the only difference
being that the truth value of the relations is unknown
and must be determined.

3 Semantic Architecture

The semantic architecture that we have designed
is illustrated in Figure 1, which contains the basic
modules and resources used in the various phases of
processing the input data towards the final submis-
sion format. The grayed-out modules are all used
only for the semantic relations classification task,
while the part of the figure represented by dotted
lines appears only in the metonymy resolution al-
gorithm. The input to the system, for both tasks,
comprises the annotated instances, either from the
training or the testing dataset. Before any feature is
extracted, the data passes through a pipeline of pre-
processing modules. The text is first split into tokens
in a heuristic manner. The resulting tokenized text is
given as input to Brill’s part of speech tagger3 , which
associates each word with its part of speech (e.g.,
NN, PRP). The data further goes through Collins’
syntactic parser4, which builds the syntactic trees for
all the sentences in the text.

Additionally, for semantic relations classification,
the system creates the dependency structures for
all the sentences, using the dependency parser built
at Stanford5 and described in (de Marneffe et al.,
2006). The dependency parser extracts some of 48
grammatical relations for each pair of words in a
sentence. A second module that is specific only to
this task is (Surdeanu and Turmo, 2005)’s seman-
tic role labeler, which extracts the shallow seman-
tic structure for each sentence, that is, the predicates
and their arguments.

In order to extract the features for the machine
learning algorithm, the modules described above
are used, and, in addition, information from Word-
Net, VerbNet and the LCS Database is incorporated,

3http://www.cs.jhu.edu/∼brill/
4http://people.csail.mit.edu/mcollins/code.html
5http://nlp.stanford.edu/downloads/lex-parser.shtml
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Figure 1: Semantic architecture.

Category Feature name Feature description
syntactic prevpos part of speech of previous word in the sentence

nextpos part of speech of next word in the sentence
determiner if the word has a determiner
prepgoverning if the word is governed by a prepositional phrase (PP), we extract the preposition
insidequotes if the word is inside quotes
lemmapost if the word is postmodifier for a noun, take the lemma of the noun
lemmapre if the word is premodifier for a noun, take the lemma of the noun
possession if the word is a possessor, and what it possesses

semantic role the role(s) of the name in the sentence: subject, object, under PP
rolelemma the combination between the role and the lemma of the verb whose argument the word is
rolevn same as above, but using the VerbNet class instead of the verb’s lemma
rolelevin same as above, but using the Levin class instead of the verb’s lemma
rolelcs same as above, but using LCS primitives from the LCS database instead of the verb’s lemma

Table 2: Features for metonymy resolution.

along with other features, based on the manual an-
notations for both the training and testing datasets
by the task organizers. These other features use the
grammatical annotations for the possibly metonymic
name, in the case of metonymy resolution, and the
query that was used to retrieve that particular in-
stance and the disambiguated WordNet sense for the
two nominals, in the case of semantic relations clas-
sification.

The features implemented for the two tasks are
described in Tables 2 and 3. Their types are: syn-
tactic, semantic, lexical and other. The syntactic
features express the relationships between the tar-
get words and words from the rest of the sentence
(e.g., the part of speech of the previous word in the
sentence, or the dependency relations between two
words). The semantic features make use of the in-
formation given by the resources used by the system
(e.g., the VerbNet class of the verb whose argument
the word is, or the lexicographic category of a word
in WordNet). The lexical feature is the lemma of the
word. The other feature is the query provided by

Task 4.
Using these sets of features, a number of models

were generated by different machine learning tech-
niques included with the Weka data mining software
(Witten and Frank, 2005). The machine learning
classifiers comprise decision trees, decision rules,
logistic regression, and ”lazy” classifiers like k-
nearest-neighbor. Because of too many features gen-
erated for a relatively small training dataset, feature
selection is performed by Weka before creating the
models. Metonymy resolution uses in addition the
entire set of features, since the dataset has seven
times more instances than the other task. For the
classification of semantic relations, the initial total
and the number of features that remain after the se-
lection are printed in Table 4.

For metonymy resolution, there are six sub-
tasks to be resolved, which result from all
combinations between organization/location and
coarse/medium/fine granularity of the label. For the
classification of nominal relations, there are 28 sub-
tasks, resulting from the processing of the seven se-
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Category Feature name Feature description
syntactic dependency the dependency relations between the two words

modifier if one word is a modifier of the other
prepositions the prepositions immediately before and after both words
determiners the determiners of the two words
pattern the simplified pattern that exists in the sentence between the two words

lexical lemmas the lemmas of the words
semantic predicates the predicates whose arguments the two words are

predtypes the predicate types of the predicates above
samepred if the two words are arguments of the same predicate, which one that is
lexname the lexicographic category of each word in WordNet
hyponym if one word is a hyponym of the other in WordNet
partof if one word is a part of the other in WordNet
shareholonym if the two words share a holonym in WordNet
shareparent if the two words share a parent in WordNet

other query the query that was used by the annotators to retrieve the training example from the Web

Table 3: Features for classification of semantic relations between nominals.

R1 R2 R3 R4 R5 R6 R7
before 682 1200 913 898 861 849 677
after 13 19 10 15 15 8 16

Table 4: The number of features before and af-
ter Weka selection, for each semantic relation
dataset: R1 CAUSE-EFFECT, R2 INSTRUMENT-
AGENCY, R3 PRODUCT-PRODUCER, R4 ORIGIN-
ENTITY, R5 THEME-TOOL, R6 PART-WHOLE, and
R7 CONTENT-CONTAINER.

mantic relations, in which four experiments are con-
ducted, each with an increasing number of train-
ing instances. We treated each subtask as a sepa-
rate classification problem. Its training set and fea-
tures are fed into Weka to create several models.
Each classification algorithm mentioned before is
employed to obtain one model. For each subtask,
the voting module selects the best performing model
on 10-fold crossvalidation, which is used to classify
the test instances. These annotated instances make
up the submission dataset for that particular subtask.
To note is that the coarse metonymic level and the
semantic relations classification are binary classifi-
cations, while the rest of the metonymic subtasks
are multi-class classifications, performed in a single
stage.

4 Experimental Results and Evaluation

Both the metonymy resolution system and the sys-
tem for classification of semantic relations per-
formed well in the SemEval 2007 competition. The

Base type Coarse Medium Fine BA
Locations 84.1 84.0 82.2 79.4
Organizations 73.9 71.1 71.1 61.8

Table 5: Accuracy for the metonymy resolution sys-
tem at three granularity levels.

Base type Reading P R F BA
Locations literal 88.2 92.4 90.2 79.4

non-literal 64.1 52.4 57.6 20.6
Organizations literal 75.8 84.8 80.0 61.8

non-literal 69.6 56.2 62.2 38.2

Table 6: Performance for the metonymy resolution
system for the coarse level.

experiments presented in this paper were done on
the training and testing datasets for each subtask. To
note is that no other training data was collected or
used than the one provided by the organizers.

4.1 Results for Metonymy Resolution

This system was scored by measuring its accuracy at
three granularity levels (coarse, medium, and fine)
and the precision, recall and F score for all com-
binations of locations/organizations and literal/non-
literal. These results are tabulated in Tables 5, 6, 7
and 8.

All results are compared with the baseline accu-
racy values (BA). In Table 5, the baselines are com-
puted by taking all readings to be literal; for the rest,
the baseline is the percentage in the gold test data
of each reading. As can be observed, the readings
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Base type Reading P R F BA
Locations literal 87.8 93.5 90.5 79.4

mixed 0.0 0.0 0.0 2.2
metonymic 63.6 52.3 58.0 18.4

Organizations literal 74.3 90.0 81.4 61.8
mixed 28.6 13.1 18.0 7.2
metonymic 66.8 47.1 55.3 31.0

Table 7: Performance for the metonymy resolution
system for the medium level.

Base type Reading P R F BA
Loc literal 85.7 94.6 89.9 79.4

mixed 0.0 0.0 0.0 2.2
othermet 0.0 0.0 0.0 1.2
obj-for-name 0.0 0.0 0.0 0.0
obj-for-repr 0.0 0.0 0.0 0.0
place-for-people 57.1 45.4 50.6 15.5
place-for-event 0.0 0.0 0.0 1.1
place-for-prod 0.0 0.0 0.0 0.1

Org literal 74.4 90.4 81.6 61.8
mixed 50.0 3.33 6.25 7.1
othermet 0.0 0.0 0.0 1.0
obj-for-name 80.0 66.7 72.7 0.7
obj-for-repr 0.0 0.0 0.0 0.0
org-for-members 61.3 64.0 62.6 19.1
org-for-event 0.0 0.0 0.0 0.1
org-for-prod 60.6 29.9 40.0 8.0
org-for-fac 0.0 0.0 0.0 1.9
org-for-index 0.0 0.0 0.0 0.4

Table 8: Performance for the metonymy resolution
system for the fine level.

for locations were more reliably identified than the
ones for companies. An explanation for this differ-
ence in performance lies in the fact that locations, in
their literal readings, are inactive entities, whereas in
their non-literal readings they are very often active,
especially in the annotated instances of the training
dataset. This cannot be said for organizations– they
can be active in their literal readings. The active vs.
inactive criterion, therefore, functions better for lo-
cations. Furthermore, since the training set contains
a ratio literals/non-literals of 1.7 for organizations
and 3.9 for locations, the models were skewed, iden-
tifying literal readings more easily than non-literal
ones, as shown in Table 6.

4.2 Results for Classification of Semantic
Relations between Nominals

This task’s performance was measured by accuracy,
precision, recall and F-measure, the latter constitut-

Semantic relation P R F Acc Inst
Cause-Effect 65.5 87.8 75.0 70.0 80
Instrument-Agency 68.3 73.7 70.9 70.5 78
Product-Producer 66.7 96.8 78.9 65.6 93
Origin-Entity 62.9 61.1 62.0 66.7 81
Theme-Tool 70.0 24.1 35.9 64.8 71
Part-Whole 55.6 76.9 64.5 69.4 72
Content-Container 82.4 36.8 50.9 63.5 74
Average 67.3 65.3 62.6 67.2 78.4
Avg baseline 81.3 42.9 56.2 57.0 78.4

Table 9: Performance of the semantic relations clas-
sification system for each semantic relation.

ing the score for ranking the systems in the com-
petition. Table 9 presents these scores by seman-
tic relation. The column entitled “Inst” contains the
number of instances in the testing sets correspond-
ing to each relation. The average baseline values
were computed by guessing the label to be the ma-
jority in the dataset for each relation. From this table
it can be observed that the PRODUCT-PRODUCER,
INSTRUMENT-AGENCY, and CAUSE-EFFECT rela-
tions were detected with a relatively very high per-
formance score, whereas the THEME-TOOL relation
classification yielded a relatively small score. This
can be explained as the effect of their specifications;
the three best-ranked relations are well-defined by
human standards, while the THEME-TOOL relation
is more ambiguous.

Table 10 contains the scores of the 10-fold cross-
validation experiments that were performed on the
training dataset in order to select the best classifi-
cation algorithm. The classifiers used in these ex-
periments were, in the order of appearance in the
table: JRip, Random Forest, ADTree, Logistic Re-
gression, IBk, and Random Tree. The Logistic Re-
gression classifier was chosen in the vast majority of
cases, because it achieved the highest score for six
out of the seven relations. For R6, PART-WHOLE,
Random Forest was preferred. This ranking between
the scores of classifying relations, done consider-
ing training accuracy only, does not however antic-
ipate the final F score ranking in Table 9. In par-
ticular, the crossvalidation accuracy of R5, THEME-
TOOL, is better than the accuracy for R3, PRODUCT-
PRODUCER, which came first in the final results,
whereas R5 came last and at a large distance from
the others. These lower-than-expected results in the
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Alg R1 R2 R3 R4 R5 R6 R7
JRip 72.1 76.4 68.6 66.4 68.6 66.4 73.6
RandF 78.6 85.0 72.1 77.1 74.3 70.7 73.6
ADTree 72.9 79.3 70.0 70.7 70.7 68.6 69.3
LogReg 79.3 85.7 72.1 80.0 76.4 70.0 75.7
IBk 78.6 83.6 70.7 75.7 74.3 70.0 72.1
RandT 79.3 85.7 71.4 77.1 75.0 70.0 72.1

Table 10: Results on 10-fold crossvalidation for
each relation and each classifier.

evaluation were caused in part by the drastic feature
selection module that was applied before generating
the models. In experiments performed on the de-
velopment data, the accuracy on 10-fold crossvali-
dation was increased with an average of 7% by fea-
ture selection, but the same feature set on the test-
ing data obtained a final score 4.7% less than the
one obtained by using all the features (F=67.3%).
The results submitted in the evaluation were based
on feature selection because of this misleading per-
formance shift observed on the development set.

The task of classification of semantic relations be-
tween nominals required data to be separated into
four training sets: the first 35 instances (D1), the
first 70 instances (D2), the first 105 instances (D3),
and the entire set, 140 instances (D4). The letter “D”
stands for systems that use both the WordNet and the
query information provided by the organizers. The
results on the four sets are illustrated in Figure 2.
The results generally increase with the size of train-
ing data, and tend to be the same on D3 and D4,
which means that the D4 set does not bring signifi-
cant new information compared to D3.
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Figure 2: Results of training on different portions of
the training dataset.

5 Conclusions

This paper has presented a semantic architecture
that participated in the SemEval 2007 competition
to evaluate two tasks, one for metonymy resolution,
and the other for the classification of semantic re-
lations between nominals. Although the tasks were
very different, the architecture produced competitive
results. The experimental results are reported in this
paper in a detailed manner, and some interesting ob-
servations can be drawn from them.
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Abstract

This paper describes our system for the task
of extracting frame semantic structures in
SemEval–2007. The system architecture
uses two types of learning models in each
part of the task: Support Vector Machines
(SVM) and Maximum Entropy (ME). De-
signed as a pipeline of classifiers, the seman-
tic parsing system obtained competitive pre-
cision scores on the test data.

1 Introduction

The SemEval–2007 task for extracting frame se-
mantic structures relies on the human annotated
data available in the FrameNet (FN) database. The
Berkeley FrameNet project (Baker et al., 1998) is
an ongoing effort of building a semantic lexicon for
English based on the theory of frame semantics. In
frame semantics, the meaning of words or word ex-
pressions, also called target words (TW), comprises
aspects of conceptual structures, or frames, that de-
scribe specific situations. The semantic roles, or
frame elements (FE), associated with a target word
are locally defined in the frame evoked by the tar-
get word. Currently, the FN lexicon includes more
than 135,000 sentences extracted from the British
National Corpus containing more than 6,100 target
words that evoke more than 825 semantic frames.

For this task, we extended our previous work at
Senseval-3 (Bejan et al., 2004) by (1) experiment-
ing with additional features, (2) adding new classifi-
cation sub-tasks to accomplish all the requirements,
and (3) integrating these sub-tasks into a pipeline ar-
chitecture.

2 System Description

Given a sentence, the frame semantic structure ex-
traction task consists of recognizing the word ex-
pressions that evoke semantic frames, assigning the
correct frame to them and, for each target word,
detecting and labeling the corresponding frame el-
ements properly. The task also requires the de-
termination of syntactic realizations associated to a
frame element, such as grammatical function (GF)
and phrase type (PT). The following illustrates a
sentence example annotated with frame elements to-
gether with their corresponding grammatical func-
tions and phrase types for the target word “tie”:

FE = Content2
GF = Dep
PT = PP

FE = Content1
GF = Ext
PT = NP

AEOI’s activities and facilities  have been  tied   to several universities .

Frame = Make_Cognitive_Connection
evokes

To extract semantic structures similar to those il-
lustrated in the example we divide the SemEval–
2007 task into four sub-tasks: (1) target word frame
disambiguation (TWFD); (2) FE boundary detection
(FEBD); (3) GF label classification (GFLC) and (4)
FE label classification (FELC). The sub-tasks TWFD
and GFLC are natural extensions of the approach de-
scribed in (Bejan et al., 2004) for the task of se-
mantic role labeling at Senseval-03. We design ma-
chine learning classifiers specific for each of the four
sub-tasks and arrange them in a pipeline architecture
such that a classifier can use information predicted
by its previous classifiers. The system architecture
is illustrated in Figure 1. In the data processing step,
we parse each sentence into a syntactic tree using the
Collins parser and extract named entities using an in
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Figure 1: System architecture.

house implementation of a named entity recognizer.
We also extract from the FN lexicon mappings of
target words and the semantic frames they evoke.

Various features corresponding to constituents
were extracted and passed to SVM and ME clas-
sifiers. For example, in Figure 2, the frame dis-
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Figure 2: Classification examples for each sub-task.

ambiguation sub-task extracts features correspond-
ing to the constituent tied in order to predict the
right frame between the semantic frames that can be
evoked by this target word. In this figure, the correct
categories for each sub-task are shown in boldface.

The complete set of features extracted for all the
classification sub-tasks is illustrated in Figure 3.
These represent a subset of features used in previ-
ous works (Gildea and Jurafsky, 2002; Florian et al.,
2002; Surdeanu et al., 2003; Xue and Palmer, 2004;
Bejan et al., 2004; Pradhan et al., 2005) for auto-
matic semantic role labeling and word sense disam-
biguation. Figure 3 also indicates whether or not a
feature is selected for a specific classification task.

In the remaining part of this section we describe
in detail each classification sub-task and the features
that have the most salient effect on improving the
corresponding classifiers.

2.1 Frame Disambiguation

In FrameNet, some target words can evoke multiple
semantic frames. In order to extract the semantic
structure of an ambiguous target word, the first step
is to assign the correct frame to the target word in
a given context. This task is similar with the word
sense disambiguation task.

We select from the FN lexicon 556 target words
that evoke at least two semantic frames and have at
least five sentences annotated for each frame, and
assemble a multi-class classifier for each ambiguous
target word. As described in Figure 3, for this task
we extract features used in word sense disambigua-
tion (Florian et al., 2002), lexical features of the tar-
get word, and NAMED ENTITY FLAGS associated
with the root node in a syntactic parse tree. For
the rest of the ambiguous target words that have less
than five sentences annotated we randomly choose a
frame as being the correct frame in a given context.

2.2 Frame Element Identification

The idea of splitting the automatic semantic role la-
beling task into FE boundary detection and FE label
classification was first proposed in (Gildea and Ju-
rafsky, 2002) and then adopted by other works in
this task. The problem of detecting the FE bound-
aries is cast as the problem of deciding whether or
not a constituent is a valid candidate for a FE.
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CW: The content word of the constituent computed as described in
(Surdeanu et al., 2003);

v20

CW POS: The POS corresponding to the content word;v21

CW STEM: Stemmed content word;v22
GOVERNING CATEGORY: Test whether the noun phrase constituents arevv23

dominated by verbal phrases or sentence phrases;

SYNTACTIC DISTANCE: The length of the syntactic path;v24
PP FIRST WORD: If the constituent is a prepositional phrase, return the first

word in the phrase;

v25

HUMAN: Test whether the constituent phrase is either a personal pronoun

or a hyponym of first sense of PERSON synset in WordNet;

v26

CONSTITUENTS NUMBER: The number of candidate FEs;v27

CONSTITUENTS LIST: Constituents labels list of the candidate FEs;v28

SAME CLAUSE: Test whether the constituent is in the same clause withv29
the target word;

GF: The grammatical function of a candidate frame element;v30
GF LIST: The list of grammatical functions associated to the candidate FEs;v31

FRAME: The name of the semantic frame that is evoked by the target word;vvv32
NP SISTER: Determine whether the constituent has a noun phrase sister;v33
FIRST/LAST WORD: Return the first/last word of the constituent phrase;v34

FIRST/LAST POS: Return the first/last POS in the constituent;vv35

LEFT/RIGHT SISTER LABEL: Return the left/right sibling constituent label;v36

LEFT/RIGHT SISTER HEAD: Return the left/right sibling head word;v37

LEFT/RIGHT SISTER STEM HEAD: Return the left/right sibling stemmedv38
head word;

LEFT/RIGHT SISTER POS HEAD: Return the left/right sibling head POS;v39

HW POS: The syntactic head POS of the constituent;

HW STEM: The stem word of the constituent’s head word;

v v

v
18

19

TW STEM & HW STEM: Join of TW STEM and HW STEM;
TW STEM & PHRASE TYPE: Join of TW STEM and PHRASE TYPE;

v
v

40
41

VOICE & POSITION: Join of VOICE and POSITION.v42

TW UNIGRAMS: The words, stem words and part of speech (POS) unigramsv01

that are adjacent to target word expressions;

TW BIGRAMS: The words, stem words and POS bigrams that are adjacent to02
target word expressions;

TW WORD: The target word expression;03

TW STEM: The stem word(s) of the target word expression;v v04

v

TW POS: The POS of the target word;v

TW CLASS: The lexical class of the target word, e.g. verb, noun, adjective;vv06

05

NAMED ENTITY FLAGS: Set of binary features indicating whether a consti−vv07
tuent contains, is contained or exactly identifies a named entity;

VERB WSD: If the target word is a verb, extract the head noun of the direct
object and the prepositional object included in the verbal phrase;

v08

v

NOUN WSD: If the target word is a noun, extract the head word of the verbal
phrase that is in a verb−subject or verb−object relation with the noun;

09 v

ADJECTIVE WSD: If the target word is an adjective, extract the head noun

that is modified by the adjective;

10 v

PHRASE TYPE: The syntactic category of the constituent;vv11

DIRECTED PATH: Path in the syntactic parse tree between the constituent
and the target word preserving the movement direction;

vvv12

UNDIRECTED PATH: Same syntactic path as DIRECTED PATH without13 v
preserving the movement direction;

PARTIAL PATH: Path from the constituent to the earlier common ancestor of

the target word and the constituent;

v14

POSITION: Test whether the constituent contains the target word, or appears
before or after the target word;

vv v15

VOICE: Test if the verbal target word has active or passive construction;vv16
HW: The head word of the constituent;v vv17

Figure 3: Feature set for extracting frame semantic structures.

We consider a binary classifier over the entire FN
data and extract features for each constituent from a
syntactic parse tree. Because this experimental setup
allows training the binary classifier on a large set of
examples, the best feature combination consists of
a restrained number of features. Most of these fea-
tures are from the set proposed by (Gildea and Juraf-
sky, 2002). Another feature that improved the pre-
diction of FE boundaries in every feature selection
experiment is the FRAME feature. Since the frame
disambiguation is executed before the FE boundary
detection in the pipeline architecture, we can use the
FRAME feature at this step. This feature helps the
binary classifier distinguish between frame element
structures from different semantic frames.

2.3 Grammatical Function Classification

Once we identify the candidate boundaries for frame
elements, the next step is to assign the grammat-
ical functions to these boundaries. In FrameNet,
the grammatical functions represent the manner in
which the frame elements satisfy grammatical con-
straints with respect to the target word.

For this task we train a multi-class classifier over
the entire lexicon to predict seven categories of GFs
that exist in FN. In addition, we assign the NULL
category for those FEs that double as target words.

The features are extracted only for the constituents
that are identified as FEs in the previous FE bound-
ary identification sub-task. The best feature set in
this phase includes the features proposed by (Gildea
and Jurafsky, 2002) and the FRAME feature.

2.4 Frame Element Classification

The task of FE classification is to assign FE labels to
every constituent identified as FE. In order to predict
the frame elements, which are locally defined for
each semantic frame, we built 489 multi-class clas-
sifiers, where each classifier corresponds to a frame
in FrameNet. This partitioning of the FN lexicon has
the advantage of increasing the overall classification
performance and efficiently learning the frame ele-
ments labels. On the other hand, this approach suf-
fers from the lack of annotated data in some frames
and hence it requires using a large set of features.

The advantage of designing the classifiers in a
pipeline architecture is best illustrated in this sub-
task. Some of the most effective features for FE
classification are extracted using information from
previous sub-tasks: FRAME feature is made avail-
able by the TWFD sub-task, CONSTITUENTS NUM-
BER and CONSTITUENTS LIST are made available
by the FEBD sub-task, and GF and GF LIST are
made available by the GFLC sub-task.
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3 Experimental Results

We report experimental results on all four classi-
fication sub-tasks. In our experiments we trained
two types of classification models for each sub-task:
SVM and ME. In order to optimize the performance
measure of each sub-task and to find the best config-
uration of classification models we used 20% of the
sub-tasks training data as validation data. Table 1
lists the best configuration of classification models
as well as the best sub-task results when running
the experiments on the validation data. For frame
disambiguation, we obtained 76.71% accuracy com-
pared to a baseline of 60.72% accuracy that always
predicts the most annotated frame for each of the
556 target words. The results for GFLC and FELC
sub-tasks listed in Table 1 were achieved by using
gold FE boundaries.

Frame Disambiguation
GF Label Classification
FE Label Classification

FE Boundary Detection

Task

SVM

SVM

76.71
Best Model

96.00
88.93

ME
ME

Accuracy

F1−measureRecall

73.65
Precision

87.08 79.80

Table 1: Task results on the validation set.

The SemEval–2007 organizers provided fully an-
notated training files, a scorer to evaluate these
training files, and testing files containing flat sen-
tences. In the evaluation process, a semantic depen-
dency graph corresponding to a fully system anno-
tated sentence is created and then matched with its
gold dependency graph. The matching process not
only evaluates every semantic structure of a target
word, but also considers frame-to-frame and FE-to-
FE graph relations between the semantic structures.
In addition, various scoring options were consid-
ered: exact or partial frame matching, partial credit
for evaluating the named entities, evaluation of the
flat frame elements labels, and an option for match-
ing only the frames in evaluation. The evaluation for
flat frame elements labels is similar with the evalu-
ation performed at Senseval-3. The only difference
is that for this scorer the FE boundaries must match
exactly.

In Table 2, we present the averaged precision,
recall and F1 measures for evaluating the seman-
tic dependency graphs and detecting the semantic
frames on the testing files. The “Options” col-
umn represents the configuration parameters of the

scorer: (E)xact/(P)artial frame matching, seman-
tic (D)ependency or (L)abels only evaluation, and
(Y)es/(N)o named entity evaluation.

E D N
P D N

E L Y
P L Y
E D Y
P D Y
E L N
P L N

Semantic Dependency Evaluation
F1−measureRecallPrecision

51.10

50.29
54.78
51.85

51.38
56.13

55.56

56.59

27.74

27.05
29.48
27.59

26.95
29.45

30.19

30.14

35.88

35.11
38.26
35.94

35.29
38.57

39.04

39.25

69.16

71.69
80.35
69.16

71.69
80.35

77.82

77.82

42.73

44.43
49.79
42.73

44.43
49.79

48.09

48.09

52.71

54.74
61.35
52.71

54.74
61.35

59.32

59.32

Precision Recall F1−measure
Options

Frame Detection Evaluation

Table 2: System results on the test set.

Although the system achieved good precision
scores on the test data, the recall values caused the
system to obtain unsatisfactory F1-measure values.
We expect that the recall will increase by consid-
ering various heuristics for a better mapping of the
frame elements to constituents in parse trees.

4 Conclusions

We described a system that participated in SemEval–
2007 for the task of extracting frame semantic struc-
tures. We showed that a pipeline architecture of the
SVM and ME classifiers as well as an adequate se-
lection of the classification models can improve the
performance measures of each sub-task.
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Abstract

Although researchers have shown increas-
ing interest in extracting/classifying seman-
tic relations, most previous studies have ba-
sically relied on lexical patterns between
terms. This paper proposes a novel way to
accomplish the task: a system that captures
a physical size of an entity. Experimental
results revealed that our proposed method is
feasible and prevents the problems inherent
in other methods.

1 Introduction

Classification of semantic relations is important to
NLP as it would benefit many NLP applications,
such as machine translation and information re-
trieval.

Researchers have already proposed various
schemes. For example, Hearst (1992) manually de-
signed lexico-syntactic patterns for extracting is-a
relations. Berland and Charniak (1999) proposed a
similar method for part-whole relations. Brin (1998)
employed a bootstrapping algorithm for more spe-
cific relations (author-book relations). Kim and
Baldwin (2006) and Moldovan et al.(2004) focused
on nominal relations in compound nouns. Turney
(2005) measured relation similarity between two
words. While these methods differ, they all utilize
lexical patterns between two entities.

Within this context, our goal was to utilize infor-
mation specific to an entity. Although entities con-
tain many types of information, we focused on the
physical size of an entity. Here, physical size refers

to the typical width/height of an entity. For example,
we consider book to have a physical size of 20×25
cm, and book to have a size of 10×10 m, etc.

We chose to use physical size for the following
reasons:

1. Most entities (except abstract entities) have a
physical size.

2. Several semantic relations are sensitive to phys-
ical size. For example, a content-container rela-
tion (e1 content-container e2) naturally means
that e1 has a smaller size than e2. A book is
also smaller than its container, library. A part-
whole relation has a similar constraint.

Our next problem was how to determine physi-
cal sizes. First, we used Google to conduct Web
searches using queries such as “book (*cm x*cm)”
and “library (*m x*m)”. Next, we extracted numeric
expressions from the search results and used the av-
erage value as the physical size.

Experimental results revealed that our proposed
approach is feasible and prevents the problems in-
herent in other methods.

2 Corpus

We used a corpus provided by SemEval2007 Task
#4 training set. This corpus consisted of 980 anno-
tated sentences (140 sentences×7 relations). Table
1 presents an example.

Although the corpus contained a large quantity of
information such as WordNet sense keys, comments,
etc., we used only the most pertinent information:
entity1 (e1), entity2 (e2), and its relation (true/false)
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The <e1>library</e1> contained <e2>books
</e2> of guidance on the processes.
WordNet(e1) = "library\%1:14:00::",
WordNet(e2) = "book\%1:10:00::",
Content-Container(e2, e1) = "true",
Query = "the * contained books"

Table 1: An Example of Task#4 Corpus.

Figure 1: Three types of Features.

1. For example, we extracted a triple example (li-
brary, book, true from Table 1.

3 Method

We applied support vector machine (SVM)-based
learning (Vapnik, 1999) using three types of fea-
tures: (1) basic pattern features (Section 3.1), (2) se-
lected pattern features (Section 3.2), and (3) physical
size features (Section 3.3). Figure 1 presents some
examples of these features.

3.1 Basic Pattern Features

First, the system finds lexical patterns that co-occur
with semantic relations between two entities (e1 and
e2). It does so by conducting searches using two
queries “e1 * e2” and “e2 * e1”. For example, two
queries, “library * book” and “book * library”, are
generated from Table 1.

Then, the system extracts the word (or word se-
quences) between two entities from the snippets in
the top 1,000 search results. We considered the ex-
tracted word sequences to be basic patterns. For ex-
ample, given “...library contains the book...”, the ba-
sic pattern is “(e1) contains the (e2)” 2.

1Our system is classified as an A4 system, and therefore
does not use WordNet or Query.

2This operation does not handle any stop-words. Therefore,

We gathered basic patterns for each relation, and
identified if each pattern had been obtained as a
SVM feature or not (1 or 0). We refer to these fea-
tures as basic pattern features.

3.2 Selected Pattern Features

Because basic pattern features are generated only
from snippets, precise co-occurrence statistics are
not available. Therefore, the system searches again
with more specific queries, such as “library contains
the book”. However, this second search is a heavy
burden for a search engine, requiring huge numbers
of queries (# of samples × # of basic patterns).

We thus selected the most informative n patterns
(STEP1) and conducted specific searches (# of sam-
ples × n basic patterns)(STEP2) as follows:

STEP1: To select the most informative patterns,
we applied a decision tree (C4.5)(Quinlan,
1987) and selected the basic patterns located in
the top n branches 3.

STEP2: Then, the system searched again us-
ing the selected patterns. We considered log
weighted hits (log10 |hits|) to be selected pat-
tern features. For example, if “library contains
the book” produced 120,000 hits in Google, it
yields the value log10(12, 000) = 5.

3.3 Physical Size Features

As noted in Section 1, we theorized that an entity’s
size could be a strong clue for some semantic rela-
tions.

We estimated entity size using the following
queries:

1. “< entity > (* cm x * cm)”,

2. “< entity > (* x * cm)”,

3. “< entity > (* m x * m)”,

4. “< entity > (* x * m)”.

In these queries, < entity > indicates a slot for
each entity, such as “book”, “library”, etc. Then, the
system examines the search results for the numerous
expressions located in “*” and considers the average
value to be the size.

“(e1) contains THE (e2)” and “(e1) contains (e2)” are different
patterns.

3In the experiments in Section 4, we set n = 10.
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Precision Recall Fβ=1

PROPOSED 0.57 (=284/497) 0.60 (=284/471) 0.58
+SEL 0.56 (=281/496) 0.59 (=281/471) 0.57
+SIZE 0.53 (=269/507) 0.57 (=269/471) 0.54
BASELINE 0.53 (=259/487) 0.54 (=259/471) 0.53

Table 2: Results.

When results of size expressions were insufficient
(numbers < 10), we considered the entity to be non-
physical, i.e., to have no size.

By applying the obtained sizes, the system gener-
ates a size feature, consisting of six flags:

1. LARGE-e1: (e1’s X > e2’s X) and (e1’s Y > e2’s Y)

2. LARGE-e2: (e1’s X < e2’s X) and (e1’s Y < e2’s Y)

3. NOSIZE-e1: only e1 has no size.

4. NOSIZE-e2: only e2 has no size.

5. NOSIZE-BOTH: Both e1 and e2 have no size.

6. OTHER: Other.

4 Experiments

4.1 Experimental Set-up
To evaluate the performance of our system, we
used a SemEval-Task No#4 training set. We com-
pared the following methods using a ten-fold cross-
validation test:

1. BASELINE: with only basic pattern features.

2. +SIZE: BASELINE with size features.

3. +SEL: BASELINE with selected pattern features.

4. PROPOSED: BASELINE with both size and selected
pattern features.

For SVM learning, we used TinySVM with a lin-
ear kernel4.

4.2 Results

Table 2 presents the results. PROPOSED was the
most accurate, demonstrating the basic feasibility of
our approach.

Table 3 presents more detailed results. +SIZE
made a contribution to some relations (REL2 and
REL4). Particularly for REL4, +SIZE significantly
boosted accuracy (using McNemar tests (Gillick and

4http://chasen.org/ taku/software/TinySVM/

Figure 2: The Size of a “Car”.

Cox, 1989); p = 0.05). However, contrary to our ex-
pectations, size features were disappointing for part-
whole relations (REL6) and content-container rela-
tions (REL7).

The reason for this was mainly the difficulty in es-
timating size. Table 4 lists the sizes of several enti-
ties, revealing some strange results, such as a library
sized 12.1 × 8.4 cm, a house sized 53 × 38 cm, and
a car sized 39 × 25 cm. These sizes are unusually
small for the following reasons:

1. Some entities (e.g.“car”) rarely appear with
their size,

2. In contrast, entities such as “toy car” or “mini
car” frequently appear with a size.

Figure 2 presents the size distribution of “car.”
Few instances appeared of real cars sized approxi-
mately 500 × 400 cm, while very small cars smaller
than 100 × 100 cm appeared frequently. Our current
method of calculating average size is ineffective un-
der this type of situation.

In the future, using physical size as a clue for de-
termining a semantic relation will require resolving
this problem.

5 Conclusion

We briefly presented a method for obtaining the size
of an entity and proposed a method for classifying
semantic relations using entity size. Experimental
results revealed that the proposed approach yielded
slightly higher performance than a baseline, demon-
strating its feasibility. If we are able to estimate en-
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Relation PROPOSED +SEL +SIZE BASELINE
Precision 0.60 (=50/83) 0.56 (=53/93) 0.54 (=53/98) 0.50 (=53/106)

REL1 Recall 0.68 (=50/73) 0.72 (=53/73) 0.72 (=53/73) 0.72 (=53/73)
(Cause-Effect) Fβ=1 0.64 0.63 0.59 0.61

Precision 0.59 (=43/72) 0.60 (=44/73) 0.56 (=45/79) 0.55 (=44/79)
REL2 Recall 0.60 (=43/71) 0.61 (=44/71) 0.63 (=45/71) 0.61 (=44/71)
(Instrument-Agency) Fβ=1 0.60 0.61 0.59 0.58

Precision 0.70 (=56/80) 0.73 (=55/75) 0.65 (=54/82) 0.68 (=51/74)
REL3 Recall 0.65 (=56/85) 0.64 (=55/85) 0.63 (=54/85) 0.60 (=51/85)
(Product-Producer) Fβ=1 0.67 0.68 0.64 0.64

Precision 0.41 (=23/56) 0.35 (=18/51) 0.48 (=24/49) 0.52 (=13/25)
REL4 Recall 0.42 (=23/54) 0.33 (=18/54) 0.44 (=24/54) 0.24 (=13/54)
(Origin-Entity) Fβ=1 0.41 0.34 0.46 0.32

Precision 0.62 (=40/64) 0.61 (=40/65) 0.56 (=28/50) 0.56 (=29/51)
REL5 Recall 0.68 (=40/58) 0.68 (=40/58) 0.48 (=28/58) 0.50 (=29/58)
(Theme-Tool) Fβ=1 0.65 0.65 0.51 0.53

Precision 0.45 (=46/101) 0.46 (=46/100) 0.41 (=49/118) 0.43 (=53/123)
REL6 Recall 0.70 (=46/65) 0.70 (=46/65) 0.75 (=49/65) 0.81 (=53/65)
(Part-Whole) Fβ=1 0.55 0.55 0.53 0.56

Precision 0.63 (26/41) 0.64 (=25/39) 0.51 (=16/31) 0.55 (=16/29)
REL7 Recall 0.40 (26/65) 0.38 (=25/65) 0.24 (=16/65) 0.24 (=16/65)
(Content-Container) Fβ=1 0.49 0.48 0.33 0.34

Table 3: Detailed Results.

entity # size
library 51 12.1×8.4 m
room 204 5.4×3.5 m
man 75 1.5×0.5 m
benches 33 93×42 cm
granite 68 76×48 cm
sink 34 57×25 cm
house 86 53×38 cm
books 50 46×24 cm
car 91 39×25 cm
turtles 15 38×23 cm
food 38 35×26 cm
oats 16 24×13 cm
tumor shrinkage 6 -
habitat degradation 5 -

Table 4: Some Examples of Entity Sizes.

“#” indicates the number of obtained size expressions.

“-” indicates a “NO-SIZE” entity.

tity sizes more precisely in the future, the system
will become much more accurate.
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Abstract

In this paper we describe our participation in
the SemEval 2007 Web People Search task.
Our main aim in participating was to adapt
language modeling tools for the task, and to
experiment with various document represen-
tations. Our main finding is that single pass
clustering, using title, snippet and body to
represent documents, is the most effective
setting.

1 Introduction

The goal of the Web People Search task at SemEval
2007 was to disambiguate person names in a web
searching scenario (Artiles et al., 2007). Participants
were presented with the following setting: given a
list of documents retrieved from a web search engine
using a person’s name as a query, group documents
that refer to the same individual.

Our aim with the participation was to adapt lan-
guage modeling techniques to this task. To this
end, we employed two methods: single pass cluster-
ing (SPC) and probabilistic latent semantic analysis
(PLSA). Our main finding is that the former leads to
high purity, while the latter leads to high inverse pu-
rity scores. Furthermore, we experimented with var-
ious document representations, based on the snip-
pets and body text. Highest overall performance was
achieved with the combination of both.

The remainder of the paper is organized as fol-
lows. In Section 2 we present the two approaches we
employed for clustering documents. Next, in Sec-
tion 3 we discuss document representation and pre-

processing. Section 4 reports on our experiments.
We conclude in Section 5.

2 Modeling

2.1 Single Pass Clustering

We employed single pass clustering (Hill., 1968) to
automatically assign pages to clusters, where we as-
sume that each cluster is a set of pages related to one
particular sense of the person.

The process for assignment was performed as fol-
lows: The first document was taken and assigned
to the first cluster. Then each subsequent document
was compared against each cluster with a similarity
measure based on the log odds ratio (initially, there
was only the initial one created). A document was
assigned to the most likely cluster, as long as the
similarity score was higher than a threshold α; oth-
erwise, the document was assigned to a new cluster,
unless the maximum number of desired clusters η
had been reached; in that case the document was as-
signed to the last cluster (i.e., the left overs).

The similarity measure we employed was the log
odds ratio to decide whether the document was more
likely to be generated from that cluster or not. This
approach follows Kalt (1996)’s work on document
classification using the document likelihood by rep-
resenting the cluster as a multinomial term distribu-
tion (i.e., a cluster language model) and predicting
the probability of a document D, given the cluster
language model, i.e., p(D|θC). It is assumed that
the terms t in a document are sampled independently
and identically, so the log odds ratio is calculated as
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follows:

log O(D,C) = log
p(D|θC)
p(D|θC̄)

(1)

= log
∏

t∈D p(t|θC)n(t,D)∏
t∈D p(t|θC̄)n(t,D)

,

where n(t, D) is the number of times a term ap-
pears in a document, and the θC represents the lan-
guage model that represents not being in the cluster.
Note this is similar to a well-known relevance mod-
eling approach, where the clusters are relevance and
non-relevance, except, here, it is applied in the con-
text of classification as done by Kalt (1996).

The cluster language model was estimated by per-
forming a linear interpolation between the empirical
probability of a term occurring in the cluster p(t|C)
and the background model p(t), the probability of
a term occurring at random in the collection, i.e.,
p(t|θC) = λ · p(t|C) + (1 − λ) · p(t), where λ was
set to 0.5.1 The “not in the cluster” language model
was approximated by using the background model
p(t). The similarity threshold above (used for de-
ciding whether to assign a document to an existing
cluster) was set to α = 1, and η was set to 100.

2.2 Probabilistic Latent Semantic Analysis
The second method for disambiguation we em-
ployed was probabilistic latent semantic analysis
(PLSA) (Hofmann, 1999). PLSA clusters docu-
ments based on the term-document co-occurrence
which results in semantic decomposition of the term
document matrix into a lower dimensional latent
space. Formally, PLSA can be defined as:

p(t, d) = p(d)
∑
z

p(t|z)p(z|d), (2)

where p(t, d) is the probability of term t and doc-
ument d co-occurring, p(t|z) is the probability of a
term given a latent topic z and p(z|d) is the probabil-
ity of a latent topic in a document. The prior prob-
ability of the document, p(d), was assumed to be
uniform. This decomposition can be obtained auto-
matically using the EM algorithm (Hofmann, 1999).
Once estimated, we assumed that each latent topic
represents one of the different senses of the person,

1This value was not tuned but selected based on best per-
forming range suggested by Lavrenko and Croft (2001).

so the document is assigned to one of the person-
topics. Here, we made the assignment based on the
maximum p(z|d), so if p(z|d) = max p(z|d), then d
was assigned to z.

In order to automatically select the number of
person-topics, we performed the following process
to decide when the appropriate number of person-
topics (defined by k) have been identified: (1) we
set k = 2 and computed the log-likelihood of the de-
composition on a held out sample of data; (2) we in-
cremented k and computed the log-likelihood; if the
log-likelihood had increased over a given threshold
(0.001) then we repeated step 2, else (3) we stopped
as we have maximized the log-likelihood of the de-
compositions, with respect to the number person-
topics. This point was assumed to be the optimal
with respect to the number of person senses. Since,
we are focusing on identifying the true number of
classes, this should result in higher inverse purity,
whereas with the single pass clustering the number
of clusters is not restricted, and so we would expect
single pass clustering to produce more clusters but
with a higher purity.

We used Lemur2 and the PennAspect implemen-
tation of PLSA (Schein et al., 2002) for our exper-
iments, where the parameters for PLSA where set
as follows. For each k we performed 10 initializa-
tions where the best initialization in terms of log-
likelihood was selected. The EM algorithm was
run using tempering with up to 100 EM Steps. For
tempering the setting suggested in (Hofmann, 1999)
were used. The models were estimated on 90% of
the data and 10% of the data was held out in order to
compute the log-likelihood of the decompositions.

3 Document Representation

This section describes the various document repre-
sentations we considered, and preprocessing steps
we applied.

For each document, we considered the title, snip-
pet, and body text. Title and snippet were pro-
vided by the output of the search engine results
(person name.xml files), while the body text
was extracted from the crawled index.html files.

2http://www.lemurproject.org
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Method Title+Snippet Body Title+Snippet+Body
Pur InvP F0.5 F0.2 Pur InvP F0.5 F0.2 Pur InvP F0.5 F0.2

Train data
SPC 0.903 0.298 0.422 0.336 0.776 0.416 0.482 0.434 0.768 0.438 0.506 0.456
PLSA 0.589 0.833 0.636 0.716 0.591 0.656 0.563 0.592 0.579 0.724 0.588 0.641
Test data
SPC 0.867 0.541 0.640 0.575 0.818 0.570 0.647 0.596 0.810 0.607 0.669 0.628
PLSA 0.292 0.892 0.383 0.533 0.311 0.869 0.413 0.563 0.305 0.923 0.405 0.566

Table 1: Results of the clustering methods using various document representations.

3.1 Acquiring Plain-Text Content from HTML

Our aim is to extract the plain-text content from
HTML pages and to leave out blocks or segments
that contain little or no useful textual information
(headers, footers, navigation menus, adverts, etc.).
To this end, we exploit the fact that most web-
pages consist of blocks of text content with rel-
atively little markup, interspersed with navigation
links, images with captions, etc. These segments of
a page are usually separated by block-level HTML
tags. Our extractor first generates a syntax tree from
the HTML document. We then traverse this tree
while bookkeeping the stretch of uninterrupted non-
HTML text we have seen. Each time we encounter a
block-level HTML tag we examine the buffer of text
we have collected, and if it is longer than a threshold,
we output it. The threshold for the minimal length of
buffer text was empirically set to 10. In other words,
we only consider segments of the page, separated
by block-level HTML tags, that contain 10 or more
words.

3.2 Indexing

We used a standard (English) stopword list but we
did not apply stemming. A separate index was built
for each person, using the Lemur toolkit. We created
three index variations: title+snippet, body,
and title+snippet+body.

In our official run we used the
title+snippet+body index; however, in
the next section we report on all three variations.

4 Results

Table 1 reports on the results of our experiments us-
ing the Single Pass Clustering (SPC) and Probabilis-
tic Latent Semantic Analysis (PLSA) methods with

various document representations. The measures
(purity, inverse purity, and F-score with α = 0.5
and α = 0.2) are presented for both the train and
test data sets.

The results clearly demonstrate the difference in
the behaviors of the two clustering methods. SPC
assigns people to the same cluster with high preci-
sion, as is reflected by the high purity scores. How-
ever, it is overly restrictive, and documents that be-
long to the same person are distributed into a number
of clusters, which should be further merged. This
explains the low inverse purity scores. Further ex-
periments should be performed to evaluate to which
extent this restrictive behavior could be controlled
by the α parameter of the method.

In contrast with SPC, the PLSA method produces
far fewer clusters per person. These clusters may
cover multiple referents of a name, as is witnessed
by the low purity scores. On the other hand, inverse
purity scores are very high, which means referents
are usually not dispersed among clusters.

As to the various document representations, we
found that highest overall performance was achieved
with the combination of title, snippet, and body text.

Since the data was not homogenous, it would be
interesting to see how performance varies on the dif-
ferent names. We leave this analysis to further work.

Our official run employed the SPC method, using
the title+snippet+body index. The results
of our official submission are presented in Table 2.
Our purity score was the highest of all submissions,
and our system was ranked overall 4th, based on the
Fα=0.5 measure.
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Pur InvP F0.5 F0.2

Lowest 0.30 0.60 0.40 0.55
Highest 0.81 0.95 0.78 0.83
Average 0.54 0.82 0.60 0.69
UVA 0.81 0.60 0.67 0.62

Table 2: Official submission results and statistics.

5 Conclusions

We have described our participation in the SemEval
2007 Web People Search task. Our main aim in par-
ticipating was to adapt language modeling tools for
the task, and to experiment with various document
representations. Our main finding is that single pass
clustering, using title, snippet and body to represent
documents, is the most effective setting.
We explored the two very different clustering
schemes with contrasting characteristics. Looking
forward, possible improvements might be pursued
by combining the two approaches into a more robust
system.
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Abstract
The system we propose to learning seman-
tic relations consists of two parallel com-
ponents. For our final submission we used
components based on the similarity mea-
sures defined over WordNet and the patterns
extracted from the Web and WMTS. Other
components using syntactic structures were
explored but not used for the final run.

1 Experimental Set-up
The system we used to classify the semantic rela-
tions consists of two parallel binary classifiers. We
ran this system for each of the seven semantic re-
lations separately. Each classifier predicts for each
instance of the relation whether it holds or not. The
predictions of all the classifiers are aggregated for
each instance by disjunction. That is to say, each in-
stance is predicted to be false by default unless any
of the classifiers gives evidence against this.

To generate the submitted predictions we used
two parallel classifiers: (1) a classifier that com-
bines eleven WordNet-based similarity measures,
see Sec. 2.1, and (2) a classifier that learns lexical
patterns from Google and the Waterloo Multi-Text
System (WMTS)(Turney, 2004) snippets and ap-
plies these on the same corpora, see Sec. 2.2.

Three other classifiers we experimented with, but
that were not used to generate the submitted predic-
tions: (3) a classifier that uses string kernel methods
on the dependency paths of the training sentences,
see Sec. 3.1, (4) a classifier that uses string kernels
on the local context of the subject and object nom-
inals in the training sentences, see Sec. 3.2 and (5)

a classifier that uses hand-made lexical patterns on
Google and WMTS, see Sec. 3.3.

2 Submitted Run

2.1 WordNet-based Similarity Measures
WordNet 3.0 (Fellbaum, 1998) is the most fre-
quently used lexical database of English. As this re-
source consists of lexical and semantic relations, its
use constitutes an appealing option to learning rela-
tions. In particular, we believe that given two men-
tions of the same semantic relation, their arguments
should also be similar. Or, in analogy learning terms,
if R1(X1,Y1) and R2(X2,Y2) are relation mentions of
the same type, then X1 :: Y1 as X2 :: Y2. Our prelim-
inary experiments with WordNet suggested that few
arguments of each relation are connected by imme-
diate hyperonymy or meronymy relations. As a re-
sult, we decided to use similarity measures defined
over WordNet (Pedersen et al., 2004). The Word-
Net::Similarity package (Pedersen et al., 2004) in-
cludes 11 different measures, which mostly use ei-
ther the WordNet glosses (lesk or vector measures)
or the paths between a pair of concepts (lch; wup) to
determine their relatedness.

To be able to use WordNet::Similarity, we
mapped all WordNet sense keys from the training
and test sets to the earlier WordNet version (2.1).
Given a relation R(X ,Y ), we computed the related-
ness scores for each pair of arguments X and Y . The
scores together with the sense keys of arguments
were further used as features for the machine learn-
ing method. As there is no a priori knowledge on
what measures are the most important for each rela-
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tion, all of them were used and no feature selection
step has been taken.

We experimented with a number of machine
learning methods such as k-nearest neighbour al-
gorithm, logistic regression, bayesian networks and
others. For each relation a method performing best
on the training set was selected (using 5-fold cross-
validation).

2.2 Learnt Lexical Patterns
This classifier models the intuition that when a pair
of nominals is used in similar phrases as another pair
they share at least one relation, and when no such
phrases can be found they do not share any relation.
Applied to the semantic relation classification prob-
lem this means that when a pair in the test set can be
found in the same patterns as pairs from the training
set, the classification for the pair will be true.

To find the patterns we followed step 1 to 6 de-
scribed in (Turney, 2006), with the exception that
we used both Google and the WMTS to compute
pattern frequency.

First we extracted the pairs of nominals 〈X ,Y 〉
from the training sentences and created one Google
query and a set of WMTS queries for each pair.
The Google queries were of the form "X * Y"
OR "Y * X". Currently, Google performs mor-
phological normalization on every query, so we
did not make separate queries for various endings
of the nominals. For the WMTS we did make
separate queries for various morphological varia-
tions. We used the following set of suffixes: ‘-
tion(s|al)’, ‘-ly’, ‘-ist’, ‘-ical’, ‘-y’, ‘-ing’, ‘-ed’,
‘-ies’, and ‘-s’. For this we used Peter Turney’s
pairs Perl package. The WMTS queries looked
like [n]>([5].."X"..[i].."Y"..[5]) and
[n]>([5].."Y"..[i].."X"..[5]) for i =
1,2,3 and n = i+12, and for each variation of X and
Y . Then we extracted sentences from the Google
snippets and cut out a context of size 5, so that
we were left with similar text segments as those
returned by the WMTS queries. We merged the
lists of text segments and counted all n-grams that
contained both nominals for n = 1 to 6. We sub-
stituted the nominals by variables in the n-grams
with a count greater than 10 and used these as pat-
terns for the classifier. An example of such a pat-
tern for the Cause-Effect relation is "generation

of Y by X". After this we followed step 3 to
6 of (Turney, 2006), which left us with a matrix
for each of the seven semantic relations, where each
row represented a pair of nominals and each column
represented the frequency of a pattern, and where
each pair was classified as either true or false. The
straightforward way to find pattern frequencies for
the pairs in the test set would be to fill in these pat-
terns with the pairs of nominals from the test set.
This was not feasible given the time limitation on
the task. So instead, for each pair of nominals in
the test set we gathered the top-1000 snippets and
computed pattern frequencies by counting how of-
ten the nominals occur in every pattern on this set
text segments. We constructed a matrix from these
frequencies in the same way as for the training set,
but without classifications for the pairs. We experi-
mented with various machine learning algorithms to
predict the classes of the pairs. We chose to use k-
nearest neighbors, because it was the only algorithm
that gave more subtle predictions than true for every
pair or false for every pair. For each semantic rela-
tion we used the value of k that produced the highest
F1 score on 5-fold cross validation on the training
data.

3 Additional Runs

3.1 String Kernels on Dependency Paths
It has been a long tradition to use syntactic structures
for relation extraction task. Some of the methods
as in (Katrenko and Adriaans, 2004) have used in-
formation extracted from the dependency trees. We
followed similar approach by considering the paths
between each pair of arguments X and Y . Ideally, if
each syntactic structure is a tree, there is only one
path from one node to the other. After we have ex-
tracted paths, we used them as input for the string
kernel methods (Hal Daumé III, 2004). The advan-
tage of using string kernels is that they can handle
sequences of different lengths and already proved to
be efficient for a number of tasks.

All sentences in the training data were parsed
using MINIPAR (Lin, 1998). From each depen-
dency tree we extracted a dependency path (if any)
between the arguments by collecting all lemmas
(nodes) and syntactic functions (edges). The se-
quences we obtained were fed into string kernel.
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To assess the results, we carried out 5-fold cross-
validation. Even by optimizing the parameters of
the kernel (such as the length of subsequences) for
each relation, the highest accuracy we obtained was
equal 61,54% (on Origin-Entity relation) and the
lowest was accuracy for the Instrument-Agency re-
lation (50,48%).

3.2 String Kernels on Local Context
Alternatively to syntactic information, we also ex-
tracted the snippets of the fixed length from each
sentence. For each relation mention of R(X ,Y ), all
tokens between the relation arguments X and Y were
collected along with at most three tokens to the left
and to the right. Unfortunately, the results we ob-
tained on the training set were comparable to those
obtained by string kernels on dependency paths and
less accurate than the results provided by WordNet
similarity measures or patterns extracted from the
Web and WMTS. As a consequence, string kernel
methods were not used for the final submission.

3.3 Manually-created Lexical Patterns
The results of the method described in Sec. 2.2 are
quite far below what we expected given earlier re-
sults in the literature (Turney, 2006; van Hage, Ka-
trenko, and Schreiber, 2005; van Hage, Kolb, and
Schreiber, 2006; Berland and Charniak, 2006; Et-
zioni et al., 2004). We think this is caused by
the fact that many pairs in the training set are non-
stereotypical examples. So often the most com-
monly described relation of such a pair is not the re-
lation we try to classify with the pair. For example,
common associations with the pair 〈body,parents〉
are that it is the parents’ body, or that the parents
are member of some organizing body, while it is a
positive example for the Product-Producer relation.
We wanted to see if this could be the case by testing
whether more intuitive patterns give better results on
the test set. The patterns we manually created for
each relation are shown in Table 1. If a pair gives
any results for these patterns on Google or WMTS,
we classify the pair as true, otherwise we classify
it as false. The results are shown in Table 2. We
did not use these results for the submitted run, be-
cause only automatic runs were permitted. The man-
ual patterns did not yield many useful results at all.
Apparently intuitive patterns do not capture what is

required to classify the relations in the test set. The
patterns we used for the Part-Whole (6) relation had
an average Precision of .50, which is much lower
than the average Precision found in (van Hage, Kolb,
and Schreiber, 2006), which was around 0.88. We
conclude that both the sets of training and test ex-
amples capture different semantics of the relations
than the intuitive ones, which causes common sense
background knowledge, such as Google to produce
bad results.

rel. patterns
1. X causes Y, X caused by Y, X * cause Y
2. X used Y, X uses Y, X * with a Y
3. X made by Y, X produced by Y, Y makes X,

Y produces X
4. Y comes from X, X * source of Y, Y * from * X
5. Y * to * X, Y * for * X, used Y for * X
6. X in Y, Y contains X, X from Y
7. Y contains X, X in Y, X containing Y, X into Y

Table 1: Hand-written patterns.

relation N Prec. Recall F1 Acc.
1. Cause-Effect 6 1 0.15 0.25 0.56
2. Instr.-Agency 2 1 0.05 0.10 0.54
3. Prod.-Prod. 4 0.75 0.05 0.09 0.35
4. Origin-Ent. 6 0.33 0.05 0.09 0.35
5. Theme-Tool 2 0 0 0 0.56
6. Part-Whole 16 0.50 0.31 0.38 0.64
7. Cont.-Cont. 11 0.54 0.16 0.24 0.50

Table 2: Results for hand-written lexical patterns on
Google and WMTS.

4 Results
4.1 WordNet-based Similarity Measures
Table 3 shows the results of the WordNet-based sim-
ilarity measure method. In the ‘methods’ column,
the abbreviation LR stands for logistic regression,
K-NN stands for k-nearest neighbour, and DT stands
for decision trees.

relation method Prec. Recall F1 Acc.
1. Cause-Effect LR 0.48 0.51 0.49 0.45
2. Instr.-Agency DT 0.65 0.63 0.64 0.62
3. Prod.-Prod. DT 0.67 0.50 0.57 0.46
4. Origin-Ent. LR 0.50 0.47 0.49 0.49
5. Theme-Tool LR 0.54 0.52 0.53 0.62
6. Part-Whole DT 0.54 0.73 0.62 0.67
7. Cont.-Cont. 2-NN 0.66 0.55 0.60 0.62

Table 3: Results for similarity-measure methods.
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4.2 Learnt Lexical Patterns
Table 4 shows the results of the learnt lexical pat-
terns method. For all relations we used the k-nearest
neighbour method.

relation method Prec. Recall F1 Acc.
1. Cause-Effect 3-NN 0.53 0.76 0.63 0.54
2. Instr.-Agency 2-NN 0.47 0.89 0.62 0.46
3. Prod.-Prod. 2-NN 0 0 0 0.33
4. Origin-Ent. 2-NN 0.47 0.22 0.30 0.54
5. Theme-Tool 3-NN 0.39 0.93 0.55 0.38
6. Part-Whole 2-NN 0.36 1 0.53 0.36
7. Cont.-Cont. 2-NN 0.51 0.97 0.67 0.51

Table 4: Results for learnt lexical patterns on Google
and WMTS.

5 Discussion
Our methods had the most difficulty with classify-
ing relation 1, 3 and 4. We wanted to see if hu-
man assessors perform less consistent for those re-
lations. If so, then those relations would simply be
harder to classify. Otherwise, our system performed
worse for those relations. We manually assessed ten
sample sentences from the test set, five of which
were positive examples and five were false exam-
ples. The result of a comparison with the test set is
shown in Table 5. The numbers listed there repre-
sent the fraction of examples on which we agreed
with the judges of the test set. There was quite a

inter-judge agreement
relation judge 1 judge 2
1. Cause-Effect 0.93 0.93
2. Instrument-Agency 0.77 0.77
3. Product-Producer 0.87 0.80
4. Origin-Entity 0.80 0.77
5. Theme-Tool 0.80 0.77
6. Part-Whole 0.97 1.00
7. Content-Container 0.77 0.77

Table 5: Inter-judge agreement.

large variation in the inter-judge agreement, but for
relation 1 and 3 the consensus was high. We con-
clude that the reason for our low performance on
those relations are not caused by the difficulty of
the sentences, but due to other reasons. Our intu-
ition is that the sentences, especially those of rela-
tion 1 and 3, are easily decidable by humans, but
that they are non-stereotypical examples of the re-
lation, and thus hard to learn. The following ex-
ample sentence breaks common-sense domain and

range restrictions: Product-Producer #142 “And, of
course, everyone wants to prove the truth of their be-
liefs through experience, but the <e1>belief</e1>
begets the <e2>experience</e2>.” The common-
sense domain and range restriction of the Product-
Producer relation are respectively something like
‘Entity’ and ‘Agent’. However, ‘belief’ is generally
not considered to be an entity, and ‘experience’ not
an agent. The definition of Product-Producer rela-
tion used for the Challenge is more flexible and al-
lows therefore many examples which are difficult to
find by such common-sense resources as Google or
WordNet.
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Abstract 

One of the main challenges in the applica-

tions (i.e.: text summarization, question an-

swering, information retrieval, etc.) of 

Natural Language Processing is to deter-

mine which of the several senses of a word 

is used in a given context. The problem is 

phrased as “Word Sense Disambiguation 

(WSD)” in the NLP community. This paper 

presents the dictionary based disambigua-

tion technique that adopts the assumption 

of one sense per discourse in the context of 

SemEval-2007 Task 7: “Coarse-grained 

English all-words”.  

1 Introduction 

Cohesion can be defined as the way certain words 

or grammatical features of a sentence can connect 

it to its predecessors (and successors) in a text. 

(Halliday and Hasan, 1976) defined cohesion as 

“the set of possibilities that exist in the language 

for making text hang together”. Cohesion occurs 

where the interpretation of some element in the 

discourse is dependent on that of another. For ex-

ample, an understanding of the reference of a pro-

noun (i.e.: he, she, it, etc.) requires to look back to 

something that has been said before. Through this 

cohesion relation, two text clauses are linked to-

gether. 

Cohesion is achieved through the use in the text 

of semantically related terms, reference, ellipse and 

conjunctions (Barzilay and Elhadad, 1997). Among 

the different cohesion-building devices, the most 

easily identifiable and the most frequent type is 

lexical cohesion. Lexical cohesion is created by 

using semantically related words (repetitions, 

synonyms, hypernyms, hyponyms, meronyms and 

holonyms, glosses, etc.)  

Our technique used WordNet (Miller, 1990) as 

the knowledge source to find the semantic relations 

among the words in a text. We assign weights to 

the semantic relations. The technique can be de-

composed into two steps: (1) building a representa-

tion of all possible senses of the words and (2) dis-

ambiguating the words based on the highest score.  

The remainder of this paper is organized as fol-

lows. In the next section, we review previous work. 

In Section 3, we define the semantic relations and 

their weights. Section 4 presents our two step pro-

cedure for WSD. We conclude with the evaluation. 

2 Previous Work 

Lexical Chaining is the process of connecting se-

mantically related words, creating a set of chains 

that represent different threads of cohesion through 

the text (Galley and McKeown, 2003). This inter-

mediate representation of text has been used in 

many natural language processing applications, 

including automatic summarization (Barzilay and 

Elhadad, 1997; Silber and McCoy, 2003), informa-

tion retrieval (Al-Halimi and Kazman, 1998), and 

intelligent spell checking (Hirst and St-Onge, 

1998). 

Morris and Hirst (1991) at first proposed a man-

ual method for computing lexical chains and first 

computational model of lexical chains was intro-

duced by Hirst and St-Onge (1997). This linear-

time algorithm, however, suffers from inaccurate 

WSD, since their greedy strategy immediately dis-

ambiguates a word as it is first encountered. Later 
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research (Barzilay and Elhadad, 1997) significantly 

alleviated this problem at the cost of a worse run-

ning time (quadratic); computational inefficiency is 

due to their processing of many possible combina-

tions of word senses in the text in order to decide 

which assignment is the most likely. Silber and 

McCoy (2003) presented an efficient linear-time 

algorithm to compute lexical chains, which models 

Barzilay’s approach, but nonetheless has inaccura-

cies in WSD. 

More recently, Galley and McKeown (2003) 

suggested an efficient chaining method that sepa-

rated WSD from the actual chaining. It performs 

the WSD before the construction of the chains. 

They showed that it could achieve more accuracy 

than the earlier ones. Our method follows the simi-

lar technique with some new semantic relations 

(i.e.: gloss, holonym, meronym). 

3 Semantic Relations 

We used WordNet2.1
1
 (Miller, 1990) and eXtended 

WordNet (Moldovan and Mihalcea, 2001) as our 

knowledge source to find the semantic relations 

among the words in a context.  We assigned a 

weight to each semantic relation. The relations and 

their scores are summarized in the table 1. 

4 System Overview 

The global architecture of our system is shown in 

Figure 1. Each of the modules of the system is de-

scribed below. 

4.1 Context Processing 

Context-processing involves preprocessing the con-

texts using several tools.  We have used the follow-

ing tools:  

Extracting the main text: This module extracts 

the context of the target word from the source xml 

document removing the unnecessary tags and 

makes the context ready for further processing. 

 

Sentence Splitting, Text Stemming and 

Chunking: This module splits the context into sen-

tences, then stems out the words and chunks those. 

We used OAK systems
2
 (Sekine, 2002) for this 

purpose.  

                                                 
1 http://wordnet.princeton.edu/ 
2 http://nlp.cs.nyu.edu/oak/ 
 

Candidate Words Extraction: This module ex-

tracts the candidate words (for task 7: noun, verb, 

adjective and adverb) from the chunked text. 

4.2 All Sense Representation 

Each candidate word is expanded to all of its 

senses. We created a hash representation to identify 

all possible word representations, motivated from 

Galley and McKeown (2003). Each word sense is 

inserted into the hash entry having the index value 

equal to its synsetID. For example, athlete and jock 

are inserted into the same hash entry (Figure 2). 

 

 
 

Figure 2.  Hash indexed by synsetID 
 

On insertion of the candidate sense into the hash 

we check to see if there exists an entry into the in-

dex value, with which the current word sense has 

one of the above mentioned relations. No disam-

biguation is done at this point; the only purpose is 

to build a representation used in the next stage of 

the algorithm. This representation can be shown as 

a disambiguation graph (Galley and McKeown, 

2003) where the nodes represent word instances 

with their WordNet senses and weighted edges 

connecting the senses of two different words repre-

sent semantic relations (Figure: 3). 

 

 

 
Figure 3. Partial Disambiguation graph, Bass has 

two senses, 1. Food related 2. Music instrument 

related sense. The instrument sense dominates over 

the fish sense as it has more relations (score) with 

the other words in the context. 

Athlete Jock 

Gymnast 

09675378 

10002518 

………

 

Hypernym/ 

Hyponym 

    

Bass   
Instrument sense 

sound 

property  

      Food sense 

Pitch 

Fish 

ground 

bass 
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4.3 Sense Disambiguation 

We use the intermediate representation (disam-

biguation graph) to perform the WSD. We sum the 

weight of all edges leaving the nodes under their 

different senses. The one sense with the highest 

score is considered the most probable sense. For 

example in fig: 3 Bass is connected with three 

words: Pitch, ground bass and sound property by 

its instrument sense and with one word: Fish by its 

Food sense. For this specific example all the se-

mantic relations are of Hyponym/Hypernym type 

(score 0.33). So we get the score as in table 2.  

In case of tie between two or more senses, we 

select the one sense that comes first in WordNet, 

since WordNet orders the senses of a word by de-

creasing order of frequency. 

  

Sense Mne-

monic  

Score Disambigu-

ated Sense 

4928349 Musical 

Instru-

ment 

3*0.33

=0.99 

7672239 Fish or 

Food 

0.33 

Musical In-

strument 

(4928349) 

 

Table 2.  Score of the senses of word “Bass” 

 

 

 

Relation Definition Example Weight 

Repetition Same occurrences of the word Weather is great in Atlanta. Florida is 

having a really bad weather. 

1 

Synonym Words belonging to the same syn-

set in WordNet 

Not all criminals are outlaws. 1 

Hypernym 

and Hypo-

nym 

Y is a hypernym of X if X is a 

(kind of) Y And 

X is a hyponym of Y if X is a (kind 

of) Y. 

Peter bought a computer. It was a Dell 

machine. 

0.33 

Holonym 

And 

Meronym 

Y is a holonym of X if X is a part 

of Y And  

X is a meronym of Y if X is a part 

of Y 

The keyboard of this computer is not 

working. 

0.33 

Gloss Definition and/or example sen-

tences for a synset. 

Gloss of word “dormitory” is  

{a college or university building con-

taining living quarters for students} 

0.33 

 
      Table 1: The relations and their associated weights 

 

 

 

 
 

                               

   Figure 1: Overview of WSD System 
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5 Evaluation 

In SemEval-2007, we participated in Task 7: 

“Coarse-grained English all-words”. The evalua-

tion of our system is given below: 

 

Cases Precision Recall F1-measure 

Average 0.52592 0.48744 0.50595 

Best 0.61408 0.59239 0.60304 

Worst 0.44375 0.41159 0.42707 

 

6 Conclusion 

In this paper, we presented briefly our WSD sys-

tem in the context of SemEval 2007 Task 7. Along 

with normal WordNet relations, our method also 

included additional relations such as repetition and 

gloss using semantically enhanced tool, eXtended 

WordNet. After disambiguation, the intermediate 

representation (disambiguation graph) can be used 

to build the lexical chains which in tern can be used 

as an intermediate representation for other NLP 

applications such as text summarization, question 

answering, text clustering. This method (summing 

edge weights in selecting the right sense) of WSD 

before constructing the chain (Gallery and McKe-

own, 2003) outperforms the earlier methods of 

Barzilay and Elhadad (1997) and Silber and 

McCoy (2003) but this method is highly dependent 

on the lexical cohesion among words in a context. 

So the length of context is an important factor for 

our system to achieve good performance. For the 

task the context given for a tagged word was not so 

large to capture the semantic relations among 

words. This may be the one of the reasons for 

which our system could not achieve one of the best 

results. 
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Abstract

In this paper, we describe our work on a ran-
dom walks-based approach to disambiguat-
ing people in web search results, and the im-
plementation of a system that supports such
approach, which we used to participate at
Semeval’07 Web People Search task.

1 Introduction

Finding information about people on the Web us-
ing a search engine is far from being a quick and
easy process. There is very often a many-to-many
mapping of person names to the actual persons, that
is, several persons may share the same name, and
several names may refer to the same person. In
fact, person names are highly ambiguous: (Guha and
Garg, 2004) reports that only 90.000 thousand dif-
ferent names are shared by 100 million people ac-
cording to the U.S. Census Bureau. This creates the
need to disambiguate the several referents typically
found in the web pages returned by a query for a
given person name.

The Semeval’07 Web People Search challenge
(Artiles et al., 2007) formally evaluated systems on
this task. In this paper, we describe our work on
a random walks-based approach to disambiguating
people in web search results, heavily influenced by
(Minkov et al., 2006). This particular model was
chosen due to its elegance in seamlessly combining
lexico-syntactic features local to a given webpage
with topological features derived from its place in
the network formed by the hyperlinked web pages
returned by the query, to arrive at one single mea-
sure of similarity between any two pages.

2 Proposed Method

In a nutshell, our approach 1) uses a graph to model
the web pages returned by the search engine query,
2) discards irrelevant web pages using a few sim-
ple hand-crafted heuristics, 3) computes a similarity
matrix for web pages using random walks over the
graph, and 4) finally clusters the web pages given the
similarity matrix. The next subsections detail these
steps.

2.1 Web People Search Graph
We build a directed weighted typed graph from the
corpus. The graph is a 5-tuple G = (V,E, t, l, w),
where V is the set of nodes, E : V ×V is the ordered
set of edges, t : V → T is the node type function
(T = {t1, . . . , t|T |} is a set of types), l : E → L is
the edge label function (L = {l1, . . . , l|L|} is a set of
labels), and w : L → R is the label weight function.
We structure our problem domain with the types and
labels presented in Figure 1.

In order to transform the text into a graph that
conforms to the model shown, we take the output of
standard NLP tools and input it as nodes and edges
into the graph, indexing nodes by string value to en-
sure that identical contents for any given node type
are merged into a single node in the graph. To pro-
cess the corpus, we run a standard NLP pipeline
seperately over the metadata, title and body of the
HTML pages, but not before having transformed
its contents as much into plain text as possible, by
removing HTML tags, javascript code, etc. The
pipeline used is composed of tokenization, removal
of stop words and infrequent words, and stemming
with Porter’s algorithm. The resulting graph at this
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Figure 1: The data representation model adopted

stage consists of the nodes of type Token, Webpage,
Metadata, Title and Body, properly interconnected.
We then run a named entity recognizer to associate
NE tags to the respective documents, via the con-
stituent words of the NE. The information about the
original URL of page is given by the corpus, while
Host is trivially obtained from it. We finalise the
graph by inserting an edge of type linked by between
any web page linked by another in the corpus, and
an edge of type related to between any web page re-
lated to another in the corpus, as given by Google’s
related: operator.

For the named entity recognition task, we have
compared GATE and OpenNLP toolkits. Although
both toolkits show comparable results, OpenNLP
demonstrated faster performance. Moreover, some
documents in the corpus consisted of very exten-
sive lists of names (e.g. phonebook records) which
slowed the NER to a halt in practice. To compen-
sate for this, we applied a chunking window at the
beginning and end of each body content and around
each occurrence of the person name being consid-
ered (and its variants determined heuristically). The
window size used was 3000 characters in length,
and an overlap between windows results in a merged
window.

2.2 Discarding using heuristics

To discard irrelevant documents within the corpus,
we manually devised two heuristics rules for classi-
fication by observing the training data at hand. The

heuristics are 1) whether the page has content at all,
2) whether the page contains at least one appearance
of mentioned person name with its variants. This
simple classification showed high precision and low
recall on the training data. We also tried a SVM-
based classifier trained on a typical bag-of-words
feature vector space obtained from the training data,
but found the such classifier not to be sufficiently re-
liable.

2.3 Random Walks Model
We aim to determine the similarity between any two
nodes of type Webpage in the graph. In our work,
similarity between two nodes in the graph is ob-
tained by employing a random walks model. A ran-
dom walk, sometimes called a ”drunkard’s walk,” is
a formalization of the intuitive idea of taking suc-
cessive steps in a graph, each in a random direction
(Lovász, 2004). Intuitively, the “harder” it is for a
drunkard to arrive at a given webpage starting from
another, the less similar the two pages are.

Our model defines weights for each edge type,
which, informally, determine the relevance of each
feature type to establish a similarity between any
two pages. Let Ltd = {l(x, y) : (x, y) ∈ E ∧
T (x) = td} be the set of possible labels for edges
leaving nodes of type td. We require that the weights
form a probability distribution over Ltd , i.e.∑

l∈Ltd

w(l) = 1 (1)

We build an adjacency matrix of locally appropriate
similarity between nodes as

Wij =

{ ∑
lk∈L

w(lk)
|(i,·)∈E:l(i,·)=lk| , (i, j) ∈ E

0, otherwise
(2)

where Wij is the ith-line and jth-column entry of
W , indexed by V . Equation 2 distributes uniformly
the weight of edges of the same type leaving a given
node. We could choose to distribute them otherwise,
e.g. we could distribute the weights according to
some string similarity function or language model
(Erkan, 2006), depending on the label.

We associate the state of a Markov chain to ev-
ery node of the graph, that is, to each node i we
associate the one-step probability P (0)(j|i) of a ran-
dom walker traversing to an adjacent node j. These
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probabilities are expressed by the row stochastic ma-
trix D−1W , where D is the diagonal degree ma-
trix given by Dii =

∑
k Wik. The “reinforced”

similarity between two nodes in the graph is given
by the t-step transition probability P (t)(j|i), which
can be simply computed by a matrix power, i.e.,
P (t)(j|i) = [(D−1W )t]ij .

Note that t should not be very large in our case.
The probability distribution of an infinite random
walk over the nodes, called the stationary distribu-
tion of the graph, is uninteresting to us for cluster-
ing purposes since it gives an information related to
the global structure of the graph. It is often used as
a measure to rank the structural importance of the
nodes in a graph (Page et al., 1998). For clustering,
we are more interested in the local similarities inside
a cluster of nodes that separate them from the rest of
the graph. Also, in practice, using t > 2 leads to
high computational cost requirements, as the matrix
becomes more dense as t grows.

Equation 2 introduces the need to learn the func-
tion w. In other words, we need to tune the model to
use the most relevant features for this particular task.
Tuning is performed on the training set by compar-
ing the standard purity and inverse purity measures
of the clusters against the gold standard, and using
a simulated annealing optimization method as de-
scribed in (Nie et al., 2005).

2.4 Commute Time Distance
The algorithm takes as input a symmetric similarity
matrix S, which we derive from the random walk
model of the previous section as follows. We com-
pute the Euclidean Commute Time (ECT) distance
(Saerens et al., 2004) of any two nodes of type Web-
page in the graph. The ECT distance is (also) based
on a random walk model, and presents the inter-
esting property of decreasing when the number of
paths connecting two nodes increases or when the
length of any path decreases, which makes it well-
suited for clustering tasks. Another nice property
of ECT is that it is non-parametric, so no tuning
is required here. ECT has connections with princi-
pal component analysis and spectral theory (Saerens
et al., 2004).

In particular, we are interested in the average
commute time quantity, n(i, j), which is defined as
the average number of steps a random walker, start-

ing in state i, will take before entering a given state j
for the first time, and go back to i. That is, n(i, j) =
m(j|i) + m(i|j), where the quantity m(j|i), called
the average first-passage time, is defined as the av-
erage number of steps a random walker, starting in
state i, will take to enter state j for the first time. We
compute the average first-passage time iteratively by
means of the following recurrence:{

m(i|j) = 1 +
∑|V |

k=1,k 6=i P
(t)(k|j)m(i|k), j 6= i

m(i|i) = 0
(3)

where P (t)(·|·) is the t-step transition probability of
the random walk model over G presented in the pre-
vious section.

Informally, we may regard the random walk
model presented in the previous section as a “re-
fined” document similarity measure, replacing, e.g.,
the typical TF-IDF measure with a measure that
works in a similar way but over all features rep-
resented in the graph, whereas we can regard the
ECT measure presented in this section as a “booster”
to a basic clustering techniques (cf. next section),
achieved by means of coupling clustering with a ran-
dom walk-based distance which has been shown to
be competitive with state-of-the-art algorithms such
as spectral clustering (Luh Yen et al., 2007).

2.5 Clustering
Clustering aims at partitioning n given data points
into k clusters, such that points within a cluster are
more similar to each other than ones taken from dif-
ferent clusters. An important feature of the clus-
tering algorithm that we require for the problem at
hand is its ability to determine the number k of nat-
ural clusters, since any number of referents may be
present in the web search results. However, most
clustering algorithms require this number to be an
input, which means that they may break up or com-
bine natural clusters, or even create clusters when no
natural ones exist in the data.

We use a form of group-average agglomerative
clustering as described in (Fleischman and Hovy,
2004), shown in Table 1, which works fast for this
problem. A difficult problem (with any clustering
approach) has to do with the number of initial clus-
ters or, alternatively, with setting a threshold for
when to stop clustering. This threshold could po-
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Input: symmetric similarity matrix S, threshold θ
Output: a set of clusters C
1. (i, j)← find min score in S
2. if Sij > θ then exit
3. place i and j in the same cluster in C (merging
existing clusters of i and j if needed)
4. (average pairs of edges connecting to nodes i,j
from any node k)
4a. Sik ← (Sik + Sjk)/2, k 6= i, j
4b. Ski ← (Ski + Skj)/2, k 6= i, j
5. remove j-th column and j-th line from S (effec-
tively merging nodes i,j into a single node)
6. goto 1
7. return clusters C

Table 1: The simple group-average agglomerative
clustering algorithm used

tentially also be optimized using the training data;
however, we have opted for unsupervised heuristics
to do that, e.g. the well-known Calinski&Harabasz
stopping rule (Calinski&Harabasz, 1974).

3 Results Obtained

The results obtained by the system are presented in
the following table. The evaluation measures used
were f-measure, purity and inverse purity - for a de-
tailed description refer to the task description (Ar-
tiles et al., 2007).

aver f05 aver f02 aver pur aver inv pur
0,49 0,66 0,36 0,93

The results are below average for this Semeval
task, and should not be regarded as representative
of the approach adopted, since the authors have had
limited time available to ensure a pristine implemen-
tation of the whole approach.
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Abstract

This paper reports on the participation
of University of Wolverhampton and
University of Alicante at the SemEval-2007
TempEval evaluation exercise. TempEval
consisted of three tasks involving the
identification of event-time and event-event
temporal relations. We participated in
all three tasks with TICTAC (Syntactico-
SemanticTemporal Annotation Cluster), a
system comprising both knowledge based
and statistical techniques. Our system
achieved the highest strict and relaxed
scores for tasks A and B, and the highest
relaxed score for task C.

1 Introduction

TempEval comprises novel tasks concerned with the
identification of temporal relations between events
and temporal expressions (TEs). The evaluation
exercise includes three tasks testing the capability
of participating systems to relate an event and a
TE located in the same sentence (task A), an event
and the TE representing the Document Creation
Time (DCT) (task B), and two events located in
neighbouring sentences (task C). We tackle all tasks
with a mix of knowledge based and statistical
techniques incorporated in our system TICTAC.

Our approach for discovering intrasentential
temporal relations relies on sentence-level syntactic
trees and on a bottom-up propagation of the
temporal relations between syntactic constituents,
by employing syntactical and lexical properties of

the constituents and the relations between them.
A temporal reasoning mechanism is afterwards
employed to relate the two targeted temporal entities
to their closest ancestor and then to each other.
Conflict resolution heuristics are also applied.

In establishing a temporal relation between an
event and the Document Creation Time (DCT), the
temporal expressions directly or indirectly linked
to that event are first analysed and, if no relation
is detected, the temporal relation with the DCT is
propagated top-down in the syntactic tree.

Inter-sentence temporal relations are discovered
by first applying several heuristics that involve the
temporal expressions and the tensed verbs of the two
clauses containing the main events to be temporally
related, and then by using statistical data extracted
from the training corpus that revealed the most
frequent temporal relation between two tensed verbs
characterised by the tense information.

This paper presents the techniques employed for
the three TempEval tasks (Sections 2, 3 and 4
correspond to the tasks A, B and C). The evaluation
results are presented and discussed in Section 5.
Conclusions are drawn in the last section.

2 Task A

Task A at TempEval involved the automatic
identification of the temporal relations holding
between events and all temporal expressions
appearing in the same sentence. The events and TEs
were annotated in the source in accordance with the
TimeML standard (Pustejovsky et al., 2003a).

For all tasks, the set of temporal relations to be
predicted includes: OVERLAP, BEFORE, AFTER,
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BEFORE-OR-OVERLAP, OVERLAP-OR-AFTER
and VAGUE.

Figure 1 depicts the processing stages involved
in the identification of the temporal relation given
the event, the TE and the sentence they are
in. The sentence is first annotated with morpho-
syntactic and functional dependency information by
employing Conexor’s FDG Parser (Tapanainen and
Jaervinen, 1997).

Figure 1: Task A processing stages

A clause splitter previously developed by the
author is then used to detect clause boundaries
and to establish the dependencies between the
resulting clauses by relying on formal indicators
of coordination and subordination and, in their
absence, on the functional dependency relation
predicted by the FDG parser. On the basis of the
morpho-syntactic information we identify in each
clause a set of temporally-relevant constituents (verb
phrase VP, noun phrases NPs, prepositional phrases
PPs, non-finite verbs and adverbial TEs).

The identified constituents and the syntactic tree
of the corresponding clause are afterwards employed
in a recursive bottom-up process of finding the
temporal order between directly linked constituents.
Each constituent is linked only with the constituent it
syntactically depends on with one of the predefined
temporal relations. The temporal relation is decided
on the basis of heuristics that involve parameters
such as: semantic properties of the two constituents’
heads (whether their root forms denote reporting
or aspectual start/end events), the type of the
two constituents, the syntactic relation holding
between them, presence of temporal signals (e.g.

prepositions likebefore, after, until), the tense of
the clause VP and the temporal relation between any
clause TE and the DCT. This process will result in
a path of temporal relations connecting every clause
constituent with the clause VP.

Each pair of clauses involved in a dependency
relation are then temporally related by means
of their VPs’ tenses, of the dependency relation
between them and of their property of being
reporting events or not. The underlying hypothesis
is that the clause binding elements and the tenses
of the two VPs provide a natural way to establish
temporal relations between two syntactically related
clauses. For example, in the case of anif -clause,
its temporal relation with the superordinate clause
is BEFORE. In this way, each syntactic tree branch
connecting a non-root node with its father gets
tagged with a temporal relation (Figure 2).

Figure 2: Temporally tagged parse tree

The final stage involves the detection of the
temporal relation between a certain event and a
certain TE, both situated in the sentence processed
as above. The two entities are first tested to
determine if they comply with world knowledge
axioms that would predict their temporal relation.
For example if the TE refers to a date that is previous
to the DCT, and the event is a Future tensed verb,
then the event-TE temporal relation is obviously
AFTER. If no axiom applies to the two entities, a
temporal reasoning mechanism is employed to relate
the two targeted temporal entities to their closest
ancestor and then to each other. If conflicts occur in
relating one entity to the ancestor, priority is given
to the relation linked to the entity, but if the conflict
is between the event-ancestor and the TE-ancestor
temporal relations, the TE-ancestor relation wins.
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3 Task B

Task B consisted of the identification of temporal
relations between events and the DCT. The
processing stages for solving task B follow the
course of the ones involved in task A, with the
only difference that the inter-clause and intra-
clause temporal ordering modules no longer order
clauses/constituents with respect to each other and
in a bottom-up manner, but with respect to the
DCT going top-down through the syntactic tree and
employing the knowledge gained at task A about the
relative ordering between same clause constituents.

Whenever establishing a temporal relation
between a constituent and the DCT, the TEs directly
linked to it or situated in the same clause with it are
first analysed and, if no relation can be detected, the
temporal relation with the DCT is propagated top-
down in the syntactic tree using the father node’s
temporal relation with the DCT and the temporal
relation between the two constituents. For clause
VPs, the relation with the DCT is found on the
basis of the VP tense, the superordinate clause’s VP
tense, the syntactic relation connecting the clause
with its superordinate and the relation between the
superordinate clause’s VP and the DCT.

4 Task C

For task C each pair of events signalled by the
main verbs of two consecutive sentences needs to be
temporally linked. This time, besides the events and
TEs, the main verb in the matrix clause (matrix verb)
of each sentence is also annotated in the documents.

Figure 3: Task C processing stages

Figure 3 illustrates the task C processing
flow. The two sentences are first parsed using

Conexor’s FDG Parser and then clause boundaries
are identified. Due to the fact that we have noticed
cases when the annotated matrix verb was not the
central verb of the main clause, we have considered
as matrix verb the tensed verb of the clause including
the annotated matrix verb.

All TEs situated in the same clause with each
matrix verb are investigated and if through these TEs
and the relations between them and the matrix verbs
we are able to predict a temporal relation then this
relation represents the system output.

At the next stage the semantic properties of the
two matrix verbs are checked to detect whether they
denote reporting events or not.

If both matrix verbs are reporting events then their
tense information is used to predict a relation.

If only one matrix verb is a reporting event, then
we look at the TEs linked to the other matrix verb
to see if we can predict the relation to the DCT.
The assumption is that a reporting event is located
temporally simultaneous with the DCT and, if a
relation between the other event and the DCT can
be established by means of surrounding TEs, then
this is the relation providing us the output. If the
non-reporting event can not be positioned in time
with respect to the DCT by analysing surrounding
TEs, then its relation with the DCT will be the one
established by solving task B.

The most complicated case is the one in which
both matrix verbs are non-reporting events. This
case is solved by extracting statistics from the
training documents, statistics involving the number
of occurrences of a certain pair of verb tenses with a
certain predicted temporal relation. The extracted
statistics are then reconciled for tense pairs with
more possible temporal relations, in the sense that
if the first two most frequent possibilities have
very similar frequencies, then the reconciliation is
performed according to Table 1. In this manner a
temporal relation is associated to each tense pair
and, consequently, the temporal relation between the
two matrix verbs is identified.

5 Results

The test corpus consists of 20 articles from
TimeBank (Pustejovsky et al., 2003b). The
performance is assessed with three evaluation
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Temporal Relation Temporal Relation Reconciled Relation
OVERLAP BEFORE-OR-OVERLAP BEFORE-OR-OVERLAP
OVERLAP BEFORE BEFORE-OR-OVERLAP
OVERLAP OVERLAP-OR-AFTER OVERLAP-OR-AFTER
OVERLAP AFTER OVERLAP-OR-AFTER
BEFORE BEFORE-OR-OVERLAP BEFORE-OR-OVERLAP
AFTER OVERLAP-OR-AFTER OVERLAP-OR-AFTER
VAGUE any relation any relation

Table 1: Reconciliation between temporal relations

metrics (precision, recall, f-measure) and two
scoring schemes (strict, relaxed). The strict scoring
scheme counts only exact matches, while the relaxed
one gives credit to partial semantic matches too.

The following three tables illustrate for each
task the results our team obtained at TempEval,
the baseline, the minimum and maximum values
achieved by participating systems.

For each of the three tasks, the baseline is
established by the most frequent temporal relation
encountered in that task’s training data. In the case
of task A the most frequent temporal relation present
in the training data is OVERLAP, in the case of task
B BEFORE and for task C OVERLAP.

TASK A STRICT SCORE RELAXED SCORE
P R F P R F

WVALI 0.62 0.62 0.62 0.64 0.64 0.64
BASELINE 0.49 0.49 0.49 0.51 0.51 0.51

MIN 0.53 0.25 0.34 0.60 0.30 0.41
MAX 0.62 0.62 0.62 0.64 0.64 0.64

Table 2: Results for task A

Our system achieved the highest strict and relaxed
f-measure scores in tasks A and B, with the task B
results substantially above the baseline (18%).

TASK B STRICT SCORE RELAXED SCORE
P R F P R F

WVALI 0.80 0.80 0.80 0.81 0.81 0.81
BASELINE 0.62 0.62 0.62 0.62 0.62 0.62

MIN 0.73 0.57 0.66 0.74 0.62 0.71
MAX 0.80 0.80 0.80 0.84 0.81 0.81

Table 3: Results for task B

TASK C STRICT SCORE RELAXED SCORE
P R F P R F

WVALI 0.54 0.54 0.54 0.66 0.66 0.66
BASELINE 0.42 0.42 0.42 0.46 0.46 0.46

MIN 0.42 0.42 0.42 0.56 0.56 0.56
MAX 0.55 0.55 0.55 0.66 0.66 0.66

Table 4: Results for task C

Despite the challenges posed by task C, our
system achieved the best relaxed score among all
participants, as well as a high strict score.

6 Conclusion

This paper presented our approach and participation
in the TempEval evaluation exercise involving
the identification of event-time and event-event
temporal relations. We propose an approach
mainly based on syntactical properties, combining
knowledge-based and statistical techniques, all
included in our automatic temporal annotation
system TICTAC. Our system participated in all three
TempEval tasks.

When compared to the other systems participating
in this competition, we have obtained the highest
results both in the strict and relaxed scoring schemes
in the case of tasks A and B, as well as in the
relaxed scoring scheme for task C. Therefore, we
conclude that the proposed approach is appropriate
for the TempEval tasks and we plan to find ways of
improving the system’s performance.

Several future work directions emerge naturally
from a first look and shallow analysis of the results.
Firstly, we would like to carry out an in-depth study
of other possible correlations between syntax and
temporality. Secondly, we aim at exploiting apart
from the syntax of the analysed text, more of its
semantics.
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Abstract 

This paper describes our participation to the 
Metonymy resolution at SemEval 2007 (task 
#8). In order to perform named entity me-
tonymy resolution, we developed a hybrid 
system based on a robust parser that extracts 
deep syntactic relations combined with a 
non-supervised distributional approach, also 
relying on the relations extracted by the 
parser.  

1 Description of our System 

SemEval 2007 introduces a task aiming at resolving 
metonymy for named entities, for location and or-
ganization names (Markert and Nissim 2007). Our 
system addresses this task by combining a symbolic 
approach based on robust deep parsing and lexical 
semantic information, with a distributional method 
using syntactic context similarities calculated on 
large corpora. Our system is completely unsuper-
vised, as opposed to state-of-the-art systems (see  
(Market and Nissim, 2005)).  

1.1 Robust and Deep Parsing Using XIP 

We use the Xerox Incremental Parser (XIP, (Aït et 
al., 2002)) to perform robust and deep syntactic 
analysis. Deep syntactic analysis consists here in the 
construction of a set of syntactic relations1 from an 
input text.  These relations, labeled with deep syn-
tactic functions, link lexical units of the input text 
and/or more complex syntactic domains that are 
constructed during the processing (mainly chunks, 
see (Abney, 1991)).  

                                                 
                                                

1 inspired from dependency grammars, see (Mel’čuk, 
1998), and (Tesnière, 1959). 

Moreover, together with surface syntactic relations, 
the parser calculates more sophisticated relations 
using derivational morphologic properties, deep 
syntactic properties2, and some limited lexical se-
mantic coding (Levin's verb class alternations, see 
(Levin, 1993)), and some elements of the Framenet3 
classification, (Ruppenhofer et al., 2006)). These 
deep syntactic relations correspond roughly to the 
agent-experiencer roles that is subsumed by the 
SUBJ-N relation and to the patient-theme role sub-
sumed by the OBJ-N relation, see (Brun and  Ha-
gège, 2003). Not only verbs bear these relations but 
also deverbal nouns with their corresponding argu-
ments.  

Here is an example of an output (chunks and 
deep syntactic relations): 

Lebanon still wanted to see the implementation of a UN 
resolution 

 
TOP{SC{NP{Lebanon} FV{still wanted}} IV{to see} NP{the 
implementation} PP{of NP{a UN resolution}} .} 

MOD_PRE(wanted,still) 
MOD_PRE(resolution,UN) 
MOD_POST(implementation,resolution) 
COUNTRY(Lebanon) 
ORGANISATION(UN) 
EXPERIENCER_PRE(wanted,Lebanon) 
EXPERIENCER(see,Lebanon) 
CONTENT(see,implementation) 
EMBED_INFINIT(see,wanted) 
OBJ-N(implement,resolution) 

1.2 Adaptation to the Task 

Our parser includes a module for “standard” 
named entity recognition, but needs to be adapted to 
handle named entity metonymy. Following the 
guidelines of the SemEval task #8, we performed a 

 
2 Subject and object of infinitives in the context of con-
trol verbs. 
3 http://framenet.icsi.berkeley.edu/ 
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corpus study on the trial data in order to detect lexi-
cal and syntactic regularities triggering a metonymy, 
for both location names and organization names. 
For example, we examined the subject relation be-
tween organizations or locations and verbs and we 
then classify the verbs accordingly: we draw hy-
pothesis like “if a location name is the subject of a 
verb referring to an economic action, like import, 
provide, refund, repay, etc., then it is a place-for-
people”. We adapted our parser by adding dedicated 
lexicons that encode the information collected from 
the corpus and develop rules modifying the interpre-
tation of the entity, for example:  
 
 If (LOCATION(#1) & SUBJ-N(#2[v_econ],#1))4

  PLACE-FOR-PEOPLE(#1) 
 
We focus our study on relations like subject, object, 
experiencer, content, modifiers (nominal and prepo-
sitional) and attributes.  We also capitalize on the 
already-encoded lexical information attached to 
verbs by the parser, like communication verbs like 
say, deny, comment, or categories of the FrameNet 
Experiencer subject frame, i.e. verbs like feel, sense, 
see. This information was very useful since experi-
encers denote persons, therefore all organizations or 
locations having an experiencer role can be consid-
ered as organization-for-members or place-for-
people. Here is an example of output5, when apply-
ing the modified parser on the following sentence: 
“It was the largest Fiat everyone had ever seen”. 

ORG-FOR-PRODUCT(Fiat) 
MOD_PRE(seen,ever) 
SUBJ-N_PRE(was,It) 
EXPERIENCER_PRE(seen,everyone) 
SUBJATTR(It,Fiat) 

    QUALIF(Fiat,largest)  
 
Here, the relation QUALIF(Fiat, largest) triggers 
the metonymical interpretation of “Fiat” as org-for-
product. 
This first development step is the starting point of 
our methodology, which is completed by a non-
supervised distributional approach described in the 
next section.  

                                                 
4 Which read as “if the parser has detected a location 
name (#1), which is the subject of a verb (#2) bearing the 
feature “v-econ”, then create a PLACE-FOR-PEOPLE 
unary predicate on #1.  
5 Only dependencies are shown. 

1.3 Hybridizing with a Distributional Approach 

The distributional approach proposes to establish a 
distance between words depending on there syntac-
tic distribution. 
The distributional hypothesis is that words that ap-
pear in similar contexts are semantically similar 
(Harris, 1951): the more two words have the same 
distribution, i.e. are found in the same syntactic con-
texts, the more they are semantically close. 
We propose to apply this principle for metonymy 
resolution. Traditionally, the distributional approach 
groups words like USA, Britain, France, Germany 
because there are in the same syntactical contexts:  

 
 (1) Someone live in Germany. 
(2) Someone works in Germany. 
(3) Germany declares something. 
(4) Germany signs something. 

 
The metonymy resolution task implies to distin-
guish the literal cases, (1) & (2), from the meto-
nymic ones, (3) & (4). Our method establishes these 
distinctions using the syntactic context distribution. 
We group contexts occurring with the same words: 
the syntactic contexts live in and work in are occur-
ring with Germany, France, country, city, place, 
when syntactic contexts subject-of-declare and sub-
ject-of-sign are occurring with Germany, France, 
someone, government, president. 
For each Named Entity annotation, the hybrid 
method consists in using symbolic annotation if 
there is (§1.2), else using distributional annotation 
(§1.3) as presented below. 
Method: We constructed a distributional space with 
the 100M-word BNC. We prepared the corpus by 
lemmatizing and then parsing with the same robust 
parser than for the symbolic approach (XIP, see sec-
tion 3.1). It allows us to identify triple instances. 
Each triple have the form w1.R.w2 where w1 and 
w2 are lexical units and R is a syntactic relation 
(Lin, 1998; Kilgarriff & al. 2004).  
Our approach can be distinguished from classical 
distributional approach by different points. 
First, we use triple occurrences to build a distribu-
tional space (one triple implies two contexts and 
two lexical units), but we use the transpose of the 
classical space: each point xi of this space is a syn-
tactical context (with the form R.w.), each dimen-
sion j is a lexical units, and each value xi(j) is the 
frequency of corresponding triple occurrences. Sec-
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ond, our lexical units are words but also complex 
nominal groups or verbal groups. Third, contexts 
can be simple contexts or composed contexts6. 
We illustrate these three points on the phrase pro-
vide Albania with food aid. The XIP parser gives 
the following triples where for example, food aid is 
considered as a lexical unit: 

OBJ-N('VERB:provide','NOUN: Albania'). 
PREP_WITH('VERB: provide ','NOUN:aid'). 
PREP_WITH('VERB: provide ','NP:food aid'). 

From these triples, we create the following lexical 
units and contexts (in the context 1.VERB: provide. 
OBJ-N, “1” mean that the verb provide is the gov-
ernor of the relation OBJ-N): 
Words: Contexts: 
VERB:provide 1.VERB: provide. OBJ-N 
NOUN:Albania 1.VERB: provide.PREP_WITH 
NOUN:aid 2.NOUN: Albania.OBJ-N 
NP:food aid 2.NOUN: aid. PREP_WITH 
 2.NP: food aid. PREP_WITH 
 1.VERB:provide.OBJ-N+2.NOUN:aid. PREP_WITH 
 1.VERB:provide.OBJ-N+2.NP:food aid. PREP_WITH 
 1.VERB:provide.PREP_WITH +2.NO:Albania.OBJ-N 

 
We use a heuristic to control the high productivity 
of these lexical units and contexts. Each lexical unit 
and each context should appear more than 100 times 
in the corpus. From the 100M-word BNC we ob-
tained 60,849 lexical units and 140,634 contexts. 
Then, our distributional space has 140,634 units and 
60,849 dimensions. 

Using the global space to compute distances be-
tween each context is too consuming and would 
induce artificial ambiguity (Jacquet, Venant, 2005). 
If any named entity can be used in a metonymic 
reading, in a given corpus each named entity has not 
the same distribution of metonymic readings. The 
country Vietnam is more frequently used as an event 
than France or Germany, so, knowing that a context 
is employed with Vietnam allow to reduce the meto-
nymic ambiguity. 

For this, we construct a singular sub-space de-
pending to the context and to the lexical unit (the 
ambiguous named entity): 

For a given couple context i + lexical unit j we 
construct a subspace as follows:  

Sub_contexts = list of contexts which are occur-
ring with the word i. If there are more than k con-
texts, we take only the k more frequents. 

Sub_dimension = list of lexical units which are 
occurring with at least one of the contexts from the 
                                                 
6 For our application, one context can be composed by 
two simple contexts. 

Sub_contexts list. If there are more than n words, 
we take only the n more frequents (relative fre-
quency) with the Sub_contexts list (for this applica-
tion, k = 100 and n = 1,000). 

We reduce dimensions of this sub-space to 10 
dimensions with a PCA (Principal Components 
Analysis). 

In this new reduced space (k*10), we compute 
the closest context of the context j with the Euclid-
ian distance. 

At this point, we use the results of the symbolic 
approach described before as starting point. We at-
tribute to each context of the Sub_contexts list, the 
annotation, if there is, attributed by symbolic rules. 
Each kind of annotation (literal, place-for-people, 
place-for-event, etc) is attributed a score corre-
sponding to the sum of the scores obtained by each 
context annotated with this category. The score of a 
context i  decreases in inverse proportion to its dis-
tance from the context j: score(context i) = 
1/d(context i, context j) where d(i,j) is the Euclidian 
distance between i and j. 

We illustrate this process with the sentence pro-
vide Albania with food aid. The unit Albania is 
found in 384 different contexts (|Sub_contexts| = 
384) and 54,183 lexical units are occurring with at 
least one of the contexts from the Sub_contexts list 
(|Sub_dimension| = 54,183). 

After reducing dimension with PCA, we obtain 
the context list below ordered by closeness with the 
given context (1.VERB:provide.OBJ-N):  

Contexts   d symb. annot. 
1.VERB:provide.OBJ-N  0.00  
1.VERB:allow.OBJ-N  0.76         place-for-people 
1.VERB:include.OBJ-N  0.96  
2.ADJ:new.MOD_PRE  1.02  
1.VERB:be.SUBJ-N  1.43  
1.VERB:supply.SUBJ-N_PRE 1.47 literal 
1.VERB:become.SUBJ-N_PRE 1.64  
1.VERB:come.SUBJ-N_PRE  1.69  
1.VERB:support.SUBJ-N_PRE 1.70          place-for-people 
etc. 

 
Score for each metonymic annotation of Albania: 

 place-for-people 3.11 
 literal  1.23 

place-for-event  0.00 
…  0.00 

The score obtained by each annotation type al-
lows annotating this occurrence of Albania as a 
place-for-people metonymic reading. If we can’t 
choose only one annotation (all score = 0 or equal-
ity between two annotations) we do not annotate.  
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2 Evaluation and Results 

The following tables show the results on the test 
corpus: 

type Nb. 
samp 

accuracy coverage Baseline 
accuracy 

Baseline 
coverage 

Loc/coarse 908 0.851 1 0.794 1 
Loc/medium 908 0.848 1 0.794 1 
Loc /fine 908 0.841 1 0.794 1 
Org/coarse 842 0.732 1 0.618 1 

Org/medium 842 0.711 1 0.618 1 
Org/fine 842 0.700 1 0.618 1 

Table 1: Global Results 
 

 Nb 
occ. 

Prec. Recall F-score

Literal 721 0.867 0.960 0.911 
Place-for-people 141 0.651 0.490 0.559 

Place-for-event 10 0.5 0.1 0.166 
Place-for-product 1 _ 0 0 
Object-for-name 4 1 0.5 0.666 
Object-for-representation 0 _ _ _ 
Othermet 11 _ 0 0 
mixed 20 _ 0 0 

Table 2: Detailed Results for Locations 
 

 Nb 
occ. 

Prec. Recall F-score

Literal 520 0.730 0.906 0.808 
Organization-for-members 161 0.622 0.522 0.568 
Organization-for-event 1 _ 0 0 
Organization-for-product 67 0.550 0.418 0.475 
Organization-for-facility 16 0.5 0.125 0.2 
Organization-for-index 3 _ 0 0 
Object-for-name 6 1 0.666 0.8 
Othermet 8 _ 0 0 
Mixed  60 _ 0 0 

Table 3: Detailed Results for Organizations 
 

The results obtained on the test corpora are above 
the baseline for both location and organization 
names and therefore are very encouraging for the 
method we developed. However, our results on the 
test corpora are below the ones we get on the train 
corpora, which indicates that there is room for im-
provement for our methodology.  

Identified errors are of different nature: 
Parsing errors: For example in the sentence “Many 
galleries in the States, England and France de-
clined the invitation.”, because the analysis of the 
coordination is not correct, France is calculated as 
subject of declined, a context triggering a place-for-
people interpretation, which is wrong here.  
Mixed cases: These phenomena, while relatively 
frequent in the corpora, are not properly treated. 

Uncovered contexts: some of the syntactico-
semantic contexts triggering a metonymy are not 
covered by the system at the moment.  

3 Conclusion 

This paper describes a system combining a sym-
bolic and a non-supervised distributional approach, 
developed for resolving location and organization 
names metonymy. We plan to pursue this work in 
order to improve the system on the already-covered 
phenomenon as well as on different names entities.  
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Abstract 

We present the system we used for the 
TempEval competition. This system relies 
on a deep syntactic analyzer that has been 
extended for the treatment of temporal ex-
pressions, thus making temporal processing 
a complement to a better general purpose 
text understanding system.  

1 General presentation and system over-
view 

Although interest in temporal and aspectual phe-
nomena is not new in NLP and AI, temporal proc-
essing of real texts is a topic that has been of grow-
ing interest in the last years (Mani et al. 2005).  

The work we have done concerning temporal 
processing of texts is part of a more general proc-
ess in text understanding, integrated into a more 
generic tool.   

In this article, we present briefly our general 
purpose analyzer XIP and explain how we perform 
our three-level temporal processing. TempEval 
experiments of our system are finally described 
and results we obtained are discussed.  

1.1 XIP – a general purpose deep syntactic 
analyzer 

Our temporal processor, called XTM, is an exten-
sion of XIP (Xerox Incremental Parser (Aït Mok-
htar et al., 2002). XIP extracts basic grammatical 
relations and also thematic roles in the form of de-
pendency links. See (Brun and Hagège 2003) for 
details on deep linguistic processing using XIP. 
XIP is rule-based and its architecture can roughly 
be divided into the three following parts: 

• A pre-processing stage handling tokeniza-
tion, morphological analysis and POS tag-
ging. 

• A surface syntactic analysis stage consist-
ing in chunking the input and dealing with 
Named Entity Recognition (NER).  

• A deep syntactic analysis  

1.2 Intertwining temporal processing and 
linguistic processing 

The underlying idea is that temporal processing is 
one of the necessary steps in a more general task of 
text understanding. All temporal processing at the 
sentence level is performed together with other 
tasks of linguistic analysis. Association between 
temporal expressions and events is considered as a 
particular case of the more general task of attach-
ing thematic roles to predicates (the TIME and 
DURATION roles). We will detail in sections 3.1 
and 3.2 how low-level temporal processing is com-
bined with the rest of the linguistic processing.  

 

2 Three levels of temporal processing 

Temporal processing has the following purposes:  
1) Recognizing and interpreting temporal expres-
sions, 2) Attaching these expressions to the corre-
sponding events1 they modify, 3) Ordering these 
events using a set of temporal expressions we pre-
sent above.  

We deliberately decided not to change our sys-
tem’s output in order to match TempEval gold-
standard EVENTs and TIMEX3s. This would have 
                                                 
1 We consider as events: verbs, deverbal nouns or any 
kind of non-deverbal nouns from a pre-defined list (e.g.: 
“sunrise” or “war”). 

492



implied to change our parser’s behavior. As linking 
events and temporal expressions is only a part of a 
general syntactico-semantic process, changing this 
part would have had bad consequences for the 
other aspects of the parsing. 

4 years ago 

- DURATION 
4Y

- TEMPORAL RELATION 
BEFORE 

- REFERENT 
ST (Speech Time) 

4Y, BEFORE, ST 
(4 years before ST) 

ADV[tempexpr:+,anchor:+] =  
#1[dur], adv#2[temp_rel,temp_ref], 

where(merge anchor and dur(#2,#1,#0))

Figure 1: Local level processing, anchor date. 

 

2.1 Local level 

Recognition of temporal expressions is performed 
by local rules that can make use of left and/or right 
context. Together with contextual rules, some ac-
tions are associated. These actions are meant to 
attribute a value to the resulting temporal expres-
sion. Figure 1 illustrates this stage for a simple an-
chor date. An ADV (adverbial) node with associ-
ated Boolean features is built from linguistic ex-
pressions such as “4 years ago”. Note that there is 
a call to a Python function (Roux, 2006) 
“merge_anchor_and_dur” whose parameters are 
three linguistic nodes (#0 represents the resulting 
left-hand expression). The representation of the 
values is close to TimeML format (Saurí et al, 
2006). 
 

2.2 Sentence level 

The sentence level is the place where some links 
between temporal expressions and the events they 
modify are established, as well as temporal rela-
tions between events in a same sentence.  

 
Attaching temporal expressions to events 

As a XIP grammar is developed in an incremental 
way, at a first stage, any prepositional phrase (PP, 
included temporal PP) is attached to the predicate 
it modifies through a very general MOD (modifier) 
dependency link. Then, in a later stage, these de-
pendency links are refined considering the nature 
and the linguistic properties of the linked constitu-
ents.   

In the case of temporal expressions, a specific 
relation TEMP links the temporal expression and 
the predicate it is attached to. 

For instance, in the following sentence (ex-
tracted from trial data): 

People began gathering in Abuja 
Tuesday for the two day rally. 

 
The following dependencies are extracted  

TEMP(began, Tuesday) 
TEMP(rally, two day) 

 
“Tuesday”is recognized as a date and “two day” 

as a duration. 
 

Temporal relations between events in the 
same sentence 

Using the temporal relations presented above, 
the system can detect in certain syntactic configu-
rations if predicates in the sentence are temporally 
related and what kind of relations exist between 
them. When it is explicit in the text, a temporal 
distance between the two events is also calculated. 

The following example illustrates these temporal 
dependencies: 

This move comes a month after 
Qantas suspended a number of 
services. 

 
In this sentence, the clause containing the verb 

“suspended” is embedded into the main clause 
headed by “comes”. These two events have a tem-
poral distance of one month, which is expressed by 
the expression “a month after”. We obtain the fol-
lowing dependencies: 

ORDER[before](suspended, comes) 
DELTA(suspended, comes, a month) 

 
Verbal tenses and aspect 
Morphological analysis gives some information 

about tenses. But the final tense of a complex ver-
bal chain is calculated considering not only mor-
phological clues, but also aspectual information.  
Tenses of complex verbal chains may be under-
specified when there is insufficient context. 
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For instance, for the chain “has been taken”, we 
extract “take” as the semantic head of the verbal 
chain. The aspect is perfective and the tense of the 
auxiliary “has” is present.  
From this information, we deduce that this form is 
either in present or in past. This is expressed the 
following way: 

PRES-OR-PAST(taken). 
 

2.3 Document level 

Beyond sentence-level, the system is at the first 
stage of development. We are only able to com-
plete relative dates when it refers to the document 
creation time, and to infer new relations with the 
help of composition rules, by saturating the graph 
of temporal relations (Muller and Tannier, 2004). 

 

3 Adapting XTM to TempEval specifica-
tions 

The TempEval track consists of three different 
tasks described in (Verhagen et al. 2007). Tem-
pEval guidelines present several differences with 
respect to our own methodology. These differences 
concern definitions of relations and events, as well 
as choices about linking. 

 

3.1 TIMEX3 definition 

TimeML definition of a temporal expression 
(TIMEX3) is slightly different from what we con-
sider to be a temporal expression in XTM: 

•  First, we incorporate signals (in, at…) into 
temporal expressions boundaries. But, as 
TIMEX3s are provided in the test collection, 
a simple mapping is quite easy to perform. 

•  We also have a different tokenization for 
complex temporal expressions. This tokeni-
zation is based on syntactic and semantic 
properties of the whole expression.  

For example, our criteria make that we consider 
“ten days ago yesterday" as a single temporal 
expression, while "during 10 days in Decem-
ber" should be split into "during 10 days" and 
"in December".  

3.2 TIMEX3 linking 

XTM does not handle temporal relations be-
tween events and durations. In our temporal model, 
an event can have duration. However, this is not 
represented by a temporal relation, but by an at-
tribute of the event. Durations included in a larger 
temporal expression (like in “two days later”) in-
troduce an interval for the temporal relation: AF-
TER(A, B, interval: two days). Here again no tem-
poral relation is attributed with respect to the dura-
tion.  

Therefore, we had to adapt our system so that it 
is able to infer at least some relations between 
events and durations. We used two ways to do so: 

• An event having an explicit duration at-
tributed by XTM gets the relation OVER-
LAP with this duration. 

• An event occurring, for example, “two 
days after another one” (resp. “two days be-
fore”) gets the relation AFTER (resp. BE-
FORE) with this duration. 

Other relations are found (or not) by composi-
tion rules. 
 

3.3 TIMEX3 values 

TempEval test collection provides a "value" attrib-
ute for each TIMEX3. However we did not use this 
value, because we wanted to obtain an evaluation 
as close as possible to a real world application. The 
only value we used was the given Document Crea-
tion Time. 
 

3.4 EVENTs mapping 

Event lists do not match either between  
TempEval corpus and our system analysis. Unfor-
tunately, when a TempEval EVENT is not consid-
ered as an event by XTM, we did not find any suc-
cessful way to map this EVENT to another event 
of the sentence. 

 

3.5 Temporal relation mapping 

The set of temporal relations we use is the follow-
ing: AFTER, BEFORE, DURING, INCLUDES, 
OVERLAPS, IS_OVERLAPPED AND EQUALS. 
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This choice is explained in more details in (Muller 
and Tannier, 2004). 

Obtaining TempEval relations from our own re-
lations is straightforward: AFTER and BEFORE 
are kept just as they are. The other relations or dis-
junctions of these relations are turned into OVER-
LAP. Disjunctions of relations containing AFTER 
(resp. BEFORE) and OVERLAP-like relations are 
turned into OVERLAP-OR-AFTER (resp. BE-
FORE-OR-OVERLAP). 

4 Results  

The trial, training and test sets of document pro-
vided were all subsets of the annotated TimeBank 
corpus. For each task, two metrics are used, the 
strict measure and the relaxed measure (see also 
(Muller and Tannier, 2004)). 

Our rule-based analyzer is designed to favor 
precision. As our system is intended for use in in-
formation extraction, finding correct relations is 
more important than finding a large number of re-
lations. That is why, at least for tasks A and B, we 
do not assign a temporal relation when the parser 
does not find any link. For the same reason, in our 
opinion, the strict measure is not as valuable as the 
relaxed one. We would argue that it does not really 
make sense to use a strict metric in combination 
with disjunctive relations. 

Tasks A and B were evaluated together. We ob-
tained the best precision for relaxed matching 
(0.79), but with a low recall (respectively 0.50). 
Strict matching is not very different. Another inter-
esting figure is that less than 10% of the relations 
are totally incorrect (e.g.: BEFORE instead of AF-
TER). As we said, this was our main aim. 

Note that if we choose a default behavior 
(OVERLAP for task A, BEFORE for task B, 
which are respectively the most frequent relations) 
for every undefined relation, we obtain precision 
and recall of 0.69, which is lower than but not far 
from the best team results. 

Task C was more exploratory. Even more than 
for task AB, the fact that we chose not to use the 
provided TIMEX3 values makes the problem 
harder. Our gross results are quite low. We used a 
default OVERLAP for each unfound relation2 and 
finally got equal precision and recall of 0.57. 

                                                 
2 The OVERLAP relation is the most frequent for task C 
training data. 

However, assigning OVERLAP to all 258 links 
led to precision and recall of 0.508; no team man-
aged to bring a satisfying trade-off in this task. 

5 Conclusion 

We described in this paper the system that we 
adapted in order to participate to TempEval 2007 
evaluation campaign. We obtained a good preci-
sion score and a very low rate of incorrect relations, 
which makes the tool robust enough for informa-
tion extraction applications. Errors and low recall 
are mostly due to parsing errors or underspecifica-
tion and to the fact that we gave priority to our 
own theoretical choices concerning event and tem-
poral expression definitions and event-temporal 
expression linking.  
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Jin, Peng, 19, 261
Johansson, Richard, 227
Joty, Shafiq R., 476

Kalmar, Paul, 149
Kan, Min-Yen, 268
Karlgren, Jussi, 296
Katrenko, Sophia, 472
Katz, Graham, 75
Katz, Phil, 308
Kim, Su Nam, 231, 237
Klapaftis, Ioannis, 414
Koeling, Rob, 314
Kozareva, Zornitsa, 334, 338
Kwong, Oi Yee, 109

Lavelli, Alberto, 141

Lee, Dongwon, 268
Lee, Wee Sun, 249
Lefever, Els, 105
Leveling, Johannes, 153
Li, Fuxin, 261
Li, Sheng, 173
Litkowski, Kenneth C., 24, 30, 113
Liu, PengYuan, 169
Liu, Ting, 165, 173
Loper, Edward, 87
Lopez de Lacalle, Oier, 1, 342, 350
Lops, Pasquale, 398

Magnini, Bernardo, 1, 195
Manandhar, Suresh, 414
Mansouri, Aous, 93
Markert, Katja, 36
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Tufiş, Dan, 282
Turney, Peter, 13

van den Bosch, Antal, 187
van Hage, Willem Robert, 472
Varga, Dániel, 161
Vazquez, Sonia, 334, 338
Veale, Tony, 378
Verhagen, Marc, 75
Vicente-Dı́ez, Marı́a Teresa, 362
Villarejo, Lluis, 42
Villarejo, Luis, 426
Vossen, Piek, 1

Whitney, Paul, 264
Wicentowski, Richard, 304, 308
Wu, Yunfang, 19, 261

Xia, Lei, 480
Xing, Yun, 300

Yan, Su, 268
Yang, MuYun, 169
Yarowsky, David, 199
Ye, Patrick, 241
Yu, Shiwen, 19
Yuret, Deniz, 13, 207



Zapirain, Beñat, 354
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