
Proceedings of Recent Advances in Natural Language Processing, pages 302–310,
Hissar, Bulgaria, 7-13 September 2013.

Mining Fine-grained Opinion Expressions with Shallow Parsing

Sucheta Ghosh
CLCS, Trinity College Dublin

ghoshs@tcd.ie

Sara Tonelli
FBK, Trento, Italy
satonelli@fbk.eu

Richard Johansson
University of Gothenberg, Sweden
richard.johansson@svenska.gu.se

Abstract

Opinion analysis deals with public opin-
ions and trends, but subjective language
is highly ambiguous. In this paper, we
follow a simple data-driven technique to
learn fine-grained opinions. We select
an intersection set of Wall Street Jour-
nal documents that is included both in the
Penn Discourse Tree Bank (PDTB) and in
the Multi-Perspective Question Answer-
ing (MPQA) corpus. This is done in or-
der to explore the usefulness of discourse-
level structure to facilitate the extraction
of fine-grained opinion expressions. Here
we perform shallow parsing of MPQA ex-
pressions with connective based discourse
structure, and then also with Named Enti-
ties (NE) and some syntax features using
conditional random fields; the latter fea-
ture set is basically a collection of NEs and
a bundle of features that is proved to be
useful in a shallow discourse parsing task.
We found that both of the feature-sets are
useful to improve our baseline at different
levels of this fine-grained opinion expres-
sion mining task.

1 Introduction

The explosion of data in all forms from blogs,
online forums, Facebook, Twitter and other so-
cial media channels has given an opportunity of
unprecedented reach to publicly sharing thoughts
on events, products and services. However, there
are some open issues related to this research area,
commonly known as Opinion Mining, which can
be summarized as follows: (1) Opinions are po-
tentially ambiguous, and (2) Contextual interpre-
tation of polarity is hard to achieve. Subsidiary
important problem is the non-availability of large
corpora with good annotation quality.

Fine-grained opinion analysis is a different task
from the coarse-grained one (e.g. document level
analysis), in that it classifies opinion phrases,
chunks or expressions from a given text. In
this work, we perform fine-grained analysis by
focusing on higher-level linguistic structure like
discourse, without rich linguistic or knowledge-
intensive features, to classify subjective opinion
expressions using the Multi-Perspective Question
Answering corpus (MPQA) scheme Wiebe et al.
(2005).

We perform two different experiments sets. We
first exploit gold features based on shallow dis-
course structure1 to classify fine-grained opinion
expressions. In a second experiment, we use some
syntax based features, those are found useful on
a shallow discourse structure classification task,
along with the named entities. Both of the experi-
ments are found to be useful at different levels of
fine-grained opinion expression mining. We use
conditional random fields for this entire shallow
parsing task. A set of documents from the Wall
Street Journal (WSJ) corpus Marcus et al. (1993)
annotated both in the Penn Discourse Treebank
Prasad et al. (2008) and MPQA corpus is used.
We also take advantage of the availability of sev-
eral robust natural language processing tools pre-
trained on WSJ data.

2 Related Work

Fine-grained sentiment analysis methods have
been developed by Hatzivassiloglou and McKe-
own (1997), Hu and Liu (2004) and Popescu and
Etzioni (2007), among others. The first approach
focuses on conjoined adjectives (i.e. the adjec-
tives which are joined with discourse connectives)
within the WSJ corpus. While the second one op-
erates at the sentence level, the third one extracts

1By shallow discourse structure we mean the explicit dis-
course connective sense and its two argument spans Ghosh
(2012).
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opinion phrases at the subsentence level for prod-
uct features. Rich sets of linguistic features are
used in the works of Choi et al. (2005), Wilson et
al. (2005a), Breck et al. (2007). The first use con-
ditional random models with information extrac-
tion patterns; the second is more focused on the
classification of opinion phrases using contextual
polarity; the third approach improved the perfor-
mance of Wilson et al. (2005a), using conditional
random fields and external knowledge sources.

Johansson and Moschitti (2013) developed
a joint model-based sequence labeler for fine-
grained opinion expression using relational fea-
tures except discourse-level features, beside a set
of classifier to determine opinion holder and also
a multi-class classifier that assigns polarity to a
given opinion expression. These classifiers were
further used to generate the hypothesis sets for a
re-ranking system that further improved the per-
formance of the classification. Täckström and
McDonald (2011) combine fully and partially su-
pervised structured conditional models for a joint
classification of the polarity of whole reviews and
review sentences.

The impact of discourse relations for sentiment
analysis is investigated in Asher et al. (2009). The
authors conduct a manual study in which they rep-
resent opinions in text as shallow semantic fea-
ture structures. These are combined with overall
opinion using hand-written rules based on manu-
ally annotated discourse relations. An interdepen-
dent classification scenario to determine polarity
as well as discourse relations is presented in So-
masundaran and Wiebe (2009). In their approach,
text is modeled as opinion graphs including dis-
course information. In Somasundaran and Wiebe
(2009) the authors try alternative machine learning
approaches with combinations of supervised and
unsupervised methods for the same task. How-
ever, they do not automatically identify discourse
relations, but used task-specific manual annota-
tions.

Polanyi and Zaenen (2006) investigate the us-
age of contextual valence shifters and discourse
connectives inside a text. In the approach of Kim
and Hovy (2006) the system makes use of con-
junctions like “and” to infer polarities and ap-
plies a specific rule to sentences including the
word “but”: if no polarity can be identified for the
clause containing “but”, the polarity of the previ-
ous phrase is negated. In a more recent system,

Zirn et al. (2011) incorporated this information us-
ing discourse relations. Zirn et al. (2011) studied
a fully automatic framework for fine-grained sen-
timent analysis at sub-sentence level, combining
multiple sentiment lexicons and neighbourhood as
well as discourse relations. They used Markov
logic to integrate polarity scores from different
sentiment lexicons with information about rela-
tions between neighbouring segments, and evalu-
ate the approach on product reviews. The authors
used only contrast and no contrast discourse re-
lations to achieve their results, conducting a sur-
vey on a small amount of data that showed that the
contrast relation was the most frequent one. How-
ever, the survey presented in Hatzivassiloglou and
McKeown (1997) on the WSJ corpus showed that
contrast is actually the third most important rela-
tion in the corpus. Therefore the hypothesis made
by Zirn et al. (2011) may be data specific.

The framework of Heerschop et al. (2011)
achieved even better results than Zirn et al. (2011).
The system uses deep discourse structure as well
as SentiWordNet and WordNet in order to disam-
biguate words.

Kim and Hovy (2004) define opinion as a
quadruple composed by topic, holder, claim and
sentiment. The authors use a Named Entity tag-
ger to identify the potential holder of the opin-
ion. Later Stoyanov and Cardie (2008) argue that
in fine grained subjectivity analysis, topic identi-
fication is very relevant, and treat the task from
the perspective of topic coreference resolution.
The authors use named entities beside other topic
based features to represent the topical structure of
text.

3 Data Resources

In order to test our hypothesis we used 80 Wall
Street Journal documents Marcus et al. (1993) that
are part both of the Penn Discourse TreeBank
(PDTB) and of the Multi-Perspective Question-
Answer (MPQA) bank.

3.1 Penn Discourse TreeBank (PDTB) 2.0

The Penn Discourse Treebank (PDTB) is a re-
source containing one million words from the Wall
Street Journal corpus Marcus et al. (1993) anno-
tated with discourse relations.

Connectives in the PTDB are treated as dis-
course predicates taking two text spans as argu-
ments (Arg), i.e. parts of the text that describe
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events, propositions, facts, situations. Such two
arguments in the PDTB are called Arg1 and Arg2,
with the numbering not necessarily corresponding
to their order in text. Indeed, Arg2 is the argument
syntactically bound to the connective, while Arg1
is the other one.

In the PDTB, discourse relations can be either
overtly or implicitly expressed. However, we fo-
cus here exclusively on explicit connectives and
the identification of their arguments, including the
exact spans. This kind of classification is very
complex, since Arg1 and Arg2 can occur in many
different configurations (see Table ).

In PDTB the senses are assigned according to
a three-layered hierarchy: the top-level classes are
the most generic ones and include TEMPORAL,
CONTINGENCY, COMPARISON and EXPAN-
SION labels. We used these four surface senses
only in our task.

We define our discourse structure as shallow
since it includes only the discourse connective
senses and its two argument spans, excluding other
types of hierarchical annotation.

3.2 Multi-Perspective Question Answering
(MPQA)

We use the version 2.0 of the MPQA corpus,
whose central building block is opinion expres-
sion. Opinion expressions belong to two cate-
gories: Direct subjective expressions (DSEs) are
explicit mentions of opinion, whereas expressive
subjective elements (ESEs) signal the attitude of
the speaker by the choice of words, other than
these there are Objective Speech Events (OSEs).
Opinions have two features: polarity and inten-
sity, and most expressions are also associated with
a holder, also called source. In this work, we
only consider polarities, not intensities or holders.
Polarity can be POSITIVE, NEUTRAL, NEGA-
TIVE, and BOTH; for compatibility with Choi and
Cardie (2010), we mapped BOTH to NEUTRAL.

4 Our Approach

The goal of our first experiment is to observe the
effect of a limited number of gold label features
from PDTB. Since no previous work documented
the effect of PDTB senses on the task of opin-
ion expression mining using MPQA, we use four
PDTB surface senses (described in the Subsection
3.1) as one of the features in this experiment. We
then run the second experiment in order to observe

the effect of named entities with the mentioned
feature bundle. This set of features encoding some
syntactic-level information may improve the over-
all classification performance like the same fea-
tures facilitated a shallow discourse parsing task
by Ghosh et al. (2011); in addition to the feature
bundle, the named entities might reflect some in-
formation about distribution of discourse entities.

5 Experiments

We perform our experiments at two different
stages: (1) we first draw a baseline using basic fea-
tures from the previous work and a standard sen-
timent lexicon by Wilson et al. (2005b), then (2)
we run further experiments to improve the baseline
with additional features. Our goal is to investigate
possible improvements using discourse features or
some other features that may encode discourse in-
formation via shallow parsing.

The experiments are entirely run using condi-
tional random fields, keeping the same settings for
the three experiments. We used standard train-
ing technique for conditional random fields, as
provided by the tool developers in the instruction
manual. We use the CRF++ tool 2 for sequence
labeling classification by Lafferty et al. (2001),
with second-order Markov dependency between
tags. Beside the individual specification of a fea-
ture in the feature description template, the fea-
tures in various combinations are also represented.
We used this tool because the output of CRF++
is compatible with CoNLL 2000 chunking shared
task, and we view our task as an opinion expres-
sion chunking task. On the other hand, linear-
chain CRFs for sequence labeling offer advantages
over both generative models like HMMs and clas-
sifiers applied at each sequence position. Also Sha
and Pereira (2003) claim that, as a single model,
CRFs outperform other models for shallow pars-
ing. We use conditional random fields to classify
subjective (any of direct or expressive) and objec-
tive expressions. We encode the opinion expres-
sion spans by means of the IOB2 scheme Sang et
al. (1999). In order to represent MPQA opinion
expressions with IOB2 tags, we remove the ex-
pressions where the expression spans are overlap-
ping expressions (i.e. an opinion expression span
can be overlapped by another opinion expression
span), though overlapping expressions are rare in
MPQA [ Johansson and Moschitti (2013)].

2(http://crfpp.sourceforge.net/)
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Since the dataset is fairly small, we perform
a 5-fold cross validation over the dataset to have
a rough estimation of how accurately the predic-
tive model will perform in practice. One round of
cross-validation involves random multiple rounds
to partition data into complementary subsets: the
training set (75%), the validation set (10%) and the
test set (15%). The results are averaged over the
rounds. This multiple round partition is kept the
same for all the experiments in this paper in order
to make results comparable. Our training, valida-
tion and test sets are different from the respective
sets used by Breck et al. (2007) and Johansson and
Moschitti (2013).

5.1 Evaluation
We present all results using precision, recall and
F1 measures. To compute precision and recall,
we used two scoring schemes: exact and overlap-
based scoring. A span is counted as exact-correct
if its extent exactly coincides with one in the gold
standard, whereas in overlap-based measures, a
span is counted as correctly detected if it over-
laps with a span in the gold standard. Note that all
the partial measures are bounded below by the ex-
act measures and above by the overlap-based mea-
sures. Further details on these scoring techniques
are given in Johansson and Moschitti (2013).

The results are primarily compared using two
metrics: micro-averages and macro-averages of
precision, recall and F1 measures. In order to
facilitate comparison between baseline and other
experiments results we compute macro and micro
averages of results from the 5-fold cross validation
for each experiments.

5.2 Baseline
We construct our baseline with four features. three
of them are linguistic features, viz. the current to-
ken, the lemma and the part-of-speech (PoS) tag
of the token. The fourth one is the polarity value
of the current token taken from a standard subjec-
tivity lexicon maintained by Wilson et al. (2005b).
The selection of baseline features is motivated by
the work of Breck et al. (2007). The features are
listed in the Table 1.

Features used to prepare the baseline.
BF1. Token (T)
BF2. Lemma (L)
BF3. PoS tag
BF4. Polarity Values (POLV)

Table 1: Baseline Feature sets opinion expression labeling.

5.3 Experiment with Discourse Connectives
& Arguments

In order to observe the effect of (explicit) dis-
course connective senses and their argument
spans, we use conditional random fields with an
extended set of features from shallow discourse
structure by Ghosh (2012) on the top of the base-
line features. In particular, we use one of the
four explicit discourse connective senses (viz. Ex-
pansion, Contingency, Comparison and Temporal)
and its two arguments with spans. We also use
IOB2 tags with argument spans. In order to re-
duce the complexity of the classification, overlap-
ping argument span tags are removed, which how-
ever are fairly small in amount. We illustrate the
features used in this experiment in Table 2. The
features viz. CONN, ARG1 and ARG2 are gold-
labeled features, i.e. they are directly extracted
from available PDTB annotation.

Features used to perform Expt. with discourse structure.
E1F1. Sense of Connective (CONN)
E1F2. Arg1 Span (ARG1)
E1F3. Arg2 Span (ARG2)

Additional features used
BF1-BF4. All baseline features

Table 2: Feature sets for opinion expression labeling with
Shallow Discourse Structure Features.

5.4 Experiment with Named Entities (NEs)
and syntax based features

In this experiment we used four new features on
the top of baseline features, which are listed in Ta-
ble 3. Apart from Named Entities (NE), a bun-
dle of other features are used (IOB, L+I, BMV),
which were previously used in a shallow discourse
parsing task Ghosh et al. (2011). No member of
this bundle feature-set from the shallow discourse
parsing task directly provides information about
discourse, but when used altogether these may re-
flect some discourse information. Among the bun-
dle of features, IOB chain and Inflection provide
morpho-syntactic information, whereas the lemma
and boolean value of the main verb of the main
clause provide lexical information.

We use the scripts provided for the CoNLL
chunking shared task 2000 3 to extract IOB chains.
Besides, we use the Morpha tool by Minnen et
al. (2001) to extract lemma and inflection for the
tokens. The main verb of the main clause is ex-
tracted following the head rules by Yamada and

3(http://ilk.uvt.nl/team/sabine/
homepage/software.html)
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Matsumoto4. We used the Stanford Named En-
tity tagger by Finkel et al. (2005) to tag the named
entities. This tagger is a three-class (viz. PER-
SON, ORGANISATION, LOCATION) tagger for
English. The pre-trained models are trained both
on CoNLL 2003 and MUC data, for the intersec-
tion of those class sets. NEs are included as a fea-
ture following the previous work by Stoyanov and
Cardie (2008), where the authors show that infor-
mation from NEs contribute to the entity relation
structure in a discourse.

Features used to perform Expt. with NE & other features.
E2F1. Named Entities (NE)
E2F2. IOB chain (IOB)
E2F3. Lemma+Inflection (L+I)
E2F4. Boolean feature for main verb of main clause (BMV)

Additional features used
BF1-BF4. All baseline features

Table 3: Feature sets for opinion expression labeling with
NE & other features.

6 Results

We present the results obtained at different lev-
els of fine-grained opinion mining. We attempt
to compare some of the results with the respec-
tive results from Johansson and Moschitti (2013)
in order to understand the trend of improvement
of results over our baseline. The explored levels
of fine-grained mining is demonstrated in the Ta-
ble 4. We report here the interesting findings and
comparisons from this level-wise studies.

All the systems (i.e. baseline, discourse-
structure based and NE-syntax based systems) per-
form the worst for the polarity detection. This
trend is the same with the system of Johansson
and Moschitti (2013) (J&M). In the Table 5 we
compare the macro-averages of our system to the
system of J&M, in the case of polarity tagged
expression classification, where the OSEs are re-
moved, and the DSEs and ESEs are included but
not distinguished. In this case NE and syntax

4The software can be downloaded from http://www.

jaist.ac.jp/\

˜

h-yamada/

L1. With Not Distinguished DSE+ESE+OSE+Polarity

L2.Without OSE+Polarity 1. ND(DSE+ESE)
2. (DSE+ESE)

L3. Without Polarity 1. ND(DSE+ESE)+OSE
2. DSE+ESE+OSE

L4. Without OSE 1. ND(DSE+ESE)+Polarity
2. (DSE+ESE)+Polarity

L5. With DSE+ESE+OSE+Polarity

Table 4: The Explored Levels of Opinion Mining Results
(ND: Not Distinguished).

Partial Metric
Metrics P R F1

J&M 0.547 0.456 0.497
Baseline 0.628 0.208 0.313

Discourse based 0.596 0.127 0.209
NE&Syntax based 0.658 0.228 0.339

Table 5: Results for identifying Polarity expressions with-
out OSEs and with not distinguished DSEs and ESEs (Ref.
level L4.1 in Tab. 4).

Overlap Metric
Metrics P R F1

J&M 0.834 0.75 0.79
Baseline 0.768 0.411 0.536

Discourse based 0.772 0.425 0.548
NE&Syntax based 0.733 0.321 0.447

Table 6: Results for identifying Subjective expressions
without OSEs and polarity tags (Ref. level L3.2 in Fig. 4).

based system performs better than the baseline and
discourse structure based system, because may be
NEs are better feature for polarity extraction than
surface senses of discourse connectives. The recall
of the J&M’s system is balanced with precision
therefore it performs better than the other systems.

In the Table 6 we also compare another most
relevant result by J&M with our macro average re-
sults at corresponding level, where the OSEs re-
moved, the DSEs and ESEs included but not dis-
tinguished, and there is no polarity values. We ob-
serve that the system of J&M outperforms our sys-
tems. In this case the results of J&M’s system is
computed using 10-fold cross validation, whereas
we used 5-fold cross validation, in addition to this
the test data of J&M is not the same with our sys-
tem. This comparisons make it clear that all the
systems perform well with no polarity tags and
perform worse for polarity tagged expression clas-
sification. J&M’s system has a balanced precision
and recall score wheres our systems suffer from
low recall.

We view the experiment results with no distin-
guished DSEs, ESEs, OSEs and polarities (Level:
L1 Fig. 4). The best results obtained with NEs and
syntax-based feature set is highlighted in the Table
7. We observe that the exact macro-average scores
obtained with shallow discourse structure feature
classification outperforms our own baseline; NEs
and syntax based feature fails to outperform that
baseline, this is may be due to the fact that at this
level the discourse structure provide more infor-
mation than the NEs.

Table 10 shows that shallow discourse structure
features do not provide any improvement to our
baseline results at the level of L5 (Table 4). The
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Experiments Averages Exact Measures
P R F1

Baseline macro avg 0.826 0.442 0.576
micro avg 0.819 0.417 0.553

Expt with discourse struct. macro avg 0.833 0.459 0.592
micro avg 0.830 0.425 0.562

Expt with NE based features macro avg 0.849 0.372 0.517
micro avg 0.856 0.338 0.484

Table 7: Baseline & Other Experiment Results with not
distinguished DSE+ESE+OSE+Polarities (L1).

NE & Syntax based Feature
Metrics P R F1

Before Feature optimisation 0.816 0.477 0.602
After Feature optimisation 0.886 0.477 0.620

Table 8: Exact Score comparison for identifying subjective
expressions with NE based features with the best performing
split before and after feature optimisation with test split.

reason behind this may be that the information
provided by the current shallow discourse struc-
ture is falling short to achieve an improvement,
whereas at this level the NE and syntax-based
feature-set is useful to achieve better performance
over the baseline scores. Results reported in Table
8 show a considerable improvement in the results
over best performing split after the optimisation.

6.0.1 Feature Analysis

Our baseline feature set includes a small set of lex-
ical and syntactic features, which convey the es-
sential information needed to classify opinion ex-
pressions. We enrich this baseline set with some
additional features, which better represent the po-
sition of opinion expressions and the respective
boundaries, as well as the internal clause struc-
ture. Then, we carry out a selection step in order
to identify only the feature combination that per-
forms best in our parsing task.

We follow the hill-climbing (greedy) feature se-
lection technique proposed by Caruana and Fre-
itag (1994). In this optimization scheme, the best-
performing set of features is selected on the ba-
sis of the best F1 “exact” score. Therefore, we
increase the number of features at each step, and
report the corresponding performance. In order to
understand better the contribution of each feature
and also to avoid sub-optimal solutions, we also
run an ablation test by leaving out one feature in
turn from the best-performing set. We use the de-
velopment split to generate results for the feature
analysis to find the best performing feature set,
whereas the train split is used to build the model.
Final results are generated using only the test split.

Features P R F1

Features in Isolation
Baseline (B) 0.765 0.433 0.553

Named Entity (NE) 0.500 0.122 0.196
IOB Chain (IOB) 0.428 0.100 0.162
Morph(L+INFL) 0.044 0.067 0.053

Hill-Climbing Feature Analysis
B+NE 0.794 0.467 0.588

B+NE+IOB 0.824 0.467 0.596
B+NE+IOB+Morph 0.816 0.477 0.602

B+NE+IOB+Morph+BMV 0.875 0.431 0.577

Feature Ablation
B+NE+IOB 0.824 0.467 0.596

B+NE+Morph 0.794 0.467 0.588
IOB+NE+Morph 0.285 0.067 0.108
B+IOB+Morph 0.750 0.400 0.522

Table 9: Feature Analysis Results with Single and Com-
bined Features for the Expt with NE and syntax based fea-
ture set

We run the hill climbing feature analysis on the
best performing partition among the five partitions
prepared for cross-validation. The results of our
feature analysis are reported in Table 9. We do not
report the scores having zero as F1-measure. We
also run backward hill climbing technique, and the
result is the same with forward hill climbing, be-
cause our feature set is fairly small in size. There-
fore we do not report it in Table 9.

Both the feature-in-isolation procedure and the
ablation test show that the bundle of baseline fea-
tures is the best performing because it conveys the
most essential information to classify any opinion
expression. Apart from that, the named entity fea-
ture is the next most relevant feature, which car-
ries the sufficient information on the position of
a opinion expression, because an opinion expres-
sion starts frequently just after a NE occurrence.
The named entity feature is more effective when
integrated with information from the IOB chain,
because the IOB chain feature conveys informa-
tion on the span. The boolean value of the main
verb in the main clause is not an important fea-
ture, probably because it conveys redundant infor-
mation, therefore we do not use it any more.

We observe that the performance of the lemma
increases if integrated with the inflection feature,
while inflection in isolation scores a null Pre-
cision, Recall and F1. Therefore, we consider
lemma and inflection together as a single feature
(we call it Morph in Table 9). The best performing
set includes three new features: named entities and
the two features used in shallow discourse parsing,
namely IOB chain and Morph.

Finally we compute the results with the test split

307



Experiments Averages Exact Measures
P R F1

Baseline macro avg 0.671 0.361 0.468
micro avg 0.659 0.337 0.446

Expt with discourse struct. macro avg 0.656 0.330 0.436
micro avg 0.638 0.317 0.423

Expt with NE based features macro avg 0.793 0.376 0.510
micro avg 0.772 0.356 0.487

Table 10: Baseline & Other Experiment Results with
DSE+ESE+OSE+Polarities (L5).

given in Table 10. The best results obtained with
NEs and syntax-based feature set is highlighted in
the Table 10. We observe that the exact macro-
average scores obtained with NE and syntax-based
feature classification outperforms our own base-
line.

7 Discussion

The classification result suffers from low recall
values whereas the precision is considerably high.
This is because the CRF classifier is being too con-
servative to tag subjectivity labels. We also an-
alyze the result outputs from the experiment de-
scribed in Section 5.4. We present here some in-
teresting representative examples of mistakes done
by the classifier.

The classifier is not able to tag a long opin-
ion span like “Neither Equus nor Tony Lama gave
a reason for the changed offer and Tony Lama
couldn’t be reached for comment”. This may de-
pend on the fact that the classifier may not get
enough clue from the features on how many to-
kens to tag.

The use of shallow discourse structure was
meant to facilitate the classification of opinion ex-
pression boundaries by exploiting information on
argument spans. Some interesting cases observed
while manually inspecting the problematic cases
are the following (the italics strings in the exam-
ples are argument 1, while the bold parts mark ar-
gument 2, and the underlined tokens are discourse
connectives according to PDTB annotations):

(a) an example with intra-sentential explicit re-
lation:

(eg1) The White House said Mr. Bush decided to grant
duty-free status for 18 categories, but turned down
such treatment for other types of watches, “ because
of the potential for material injury to watch produc-
ers located in the U.S. and the Virgin Islands. [COM-
PARISON]

This sentence is annotated in both schemes,
wholly in PDTB and partly in MPQA. There are

MPQA expressions annotated both in Arg1 and in
Arg2, as MPQA annotation implicitly makes use
of the contrastive sense of “but”. Our classifier
performs well with these kind of sentences, where
the relation is straightforward because no other
deeper sense of the relations is implied. Problems
arise when there is no MPQA annotation in one of
the two arguments (i.e. the next example).

(b) an example with inter-sentential explicit re-
lation:
(eg2) The White House said President Bush has approved

duty-free treatment for imports of certain types of
watches that are n’t produced in “significant quanti-
ties” in the U.S., the Virgin Islands and other U.S. pos-
sessions. The action came in response to a petition
filed by Timex Inc. for changes in the U.S. Generalised
System of Preferences for imports from developing na-
tions. Previously, watch imports were denied such
duty-free treatments. [TEMPORAL]

In this case, only part of argument 1 (i.e. has
approved) is annotated as subjective opinion ex-
pression, whereas no MPQA annotation is present
in argument 2. Therefore in this case the features
based on the discourse relation are not helpful. On
the other hand, in this example the NE tags play
a significant role in correctly locating the opinion
expressions.

8 Conclusion

In this paper we investigated whether shallow
discourse-level information improves the classifi-
cation of subjective opinions. We chose two stan-
dard annotation schemes, viz. PDTB and MPQA,
to analyze the interoperability of these schemes.
Primarily we used a baseline using few linguistic
features and polarity feature from a standard sub-
jectivity lexicon by Wilson et al. (2005b). Then
we performed another experiment using a set of
syntax-based features from Ghosh et al. (2011)
and named entities.

We found that both of the feature-sets suc-
ceed to improve the baseline considerably at var-
ious levels of fine-grained opinion mining. This
is probably because the named entities tend to
express the information on the opinion holder
usually preceding an opinion expression. Also
discourse-based features are useful, because they
provide the meaning structural information on the
text.

As a future work, we plan to enrich the feature-
set with additional discourse level information. A
constraint based approach could also be chosen to
balance precision and recall.
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