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Abstract

Identifying translations in comparable corpora
has inspired many studies in bilingual termi-
nology extraction [4, 5]. Projection-based ap-
proaches, which are among the most popular
ones, rely on a seed bilingual lexicon. Surpris-
ingly, there is no careful analysis of the impact
of the size the initial context and coverage of the
lexicon. This is precisely the focus of this study.
We observe that source context size and lexicon
coverage influence robustness in projection-based
term translation. In particular, we show that in-
creasing the number of seed words by a factor
of three leads to a 20% relative improvement in
accuracy.

1 Introduction

Parallel corpora have been widely used in machine
translation. For example, sentence and word aligment
models proposed by [2], or applications to multilin-
gual terminology extraction [8]. This approach, us-
ing parallel corpora, yields good results. But the lack
of parallel texts is still an issue. This is particularly
true for specific domains. Building parallel corpora is
time-consuming and relies heavily on human transla-
tors. Even if domain specific parallel corpora exist,
terminology extraction often amounts to reverse engi-
neering the work of human translators.

This is a reason why comparable corpora [11] are
studied by researchers in multilingual terminology ex-
traction. Some authors have shown that statistical
methods can make use of comparable corpora. In par-
ticular, [17] paved the way for a family of approaches
that assumes that co-occurrences of words which are
translations of each other are correlated in compara-
ble corpora. Basically, we can observe that a word
and its translation appear in the same lexical environ-
ment, which can be used as a context vector [5]. This
projection-based translation approach can be applied
to terminology extraction. For example in [14], a term
extraction program coupled with a lexical alignment
program are implemented to manage this task.

Usually, in projection-based term extraction, a bilin-
gual or multilingual lexicon is needed to do the projec-
tion from one language to another. This step depends
on the lexicon and the context vector. To the best of
our knowledge, there are no analyses on the impact of
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the initial context size or on the coverage of the lexicon
in such projection-based methods. This is precisely
the focus of this paper. The remainder of this paper
is organized as follows : in section two, we present the
projection-based approach and describe related work.
In section three, we explain the experimental settings.
In section four, we present the resources used. Finally
the results are presented in section five, followed by a
discussion in section six.

2 Projection-based Approach

2.1 Description

In the source language text, the term to be translated
is surrounded by a context consisting of other terms.
This information helps us build a context vector, with
a flexible window around the term [6, 14] for example.
Then this context has to be projected in the target lan-
guage. The target context vector is built thanks to a
bilingual lexicon. This lexicon-based step is the basis
of projection-based approaches. To retrieve transla-
tion candidates, the projected context vector has to
be compared with all possible vectors in the target
language built directly from corpora.

This comparison can be computed with different
similarity measures. Usually, the Cosine, Jaccard or
Dice coefficient [9] are used. [18] obtained better re-
sults using the city-block metric than using the Co-
sine, Jaccard coefficient, Euclidean distance and scalar
product. [14] have also made studies on the impact
of different metrics to extract terms’ translation pairs.
The figure 1 illustrates this projection-based approach.

2.2 Related Works

Studies on parallel corpora has allowed to identify fea-
tures like co-occurrence position of a word and its
translation [10, 19, 21]. Switching to non-parallel cor-
pora implies that the co-occurrence feature is not di-
rectly applicable because there are no direct corre-
spondences between sentences or segments. Another
word feature correlating words pairs, called context
heterogeneity [5], can be applied to texts in different
languages which are not translations of each other.
Computed on comparable corpora, the context het-
erogeneity measure can be used to retrieve domain-
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Fig. 1: General representation of the projection-based
approach with comparable corpora.

specific word pairs in unrelated languages (English and
Japanese for example).

[17] concludes that patterns of co-occurrences of
words between different languages are correlated in
non-parallel corpora. In [18], co-occurrence matri-
ces are built from comparable corpora, and used to
compare the projected vectors with all possible vec-
tors from the initial text. In the same study, a small
seed word lexicon, which does not cover the test set,
is used and expanded during the experiments with the
projection-based approach.

Based on these studies, [14] proposed an approach
to solve multi-word term translation from non-parallel
corpora. They first adapt the single-word term context
vector approach proposed by [7] to multi-word term.
Then, an implementation of the direct context vector
method is proposed and applied to terminology extrac-
tion between unrelated languages (French/Japanese).
Different metrics are compared to compute similarity
between the context vector of the term to translate and
the context-matrix built from the initial corpora [14].

In these studies, much attention is paid to similar-
ity metrics between context vectors, built on single or
multi-word term co-occurrence values. The projection-
based approach described here requires a bilingual seed
word lexicon, and it is very surprising that its cover-
age is not yet carefully studied. Only terms in the
lexicon are projected in the target context vector, so
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this aspect is very important for initial context-vector
projection.

3 Experimental Settings

Our system takes as input a list of domain-specific sin-
gle and multi-word terms to translate. Each of them
is a query for document retrieval in a comparable cor-
pus. Terms from these documents compose an initial
context vector. Then we use a seed word lexicon to
project the context from source to target language.
The resulting target language vector is used to retrieve
documents from a comparable corpus. The aim of this
study is to manage and score document retrievals con-
taining initial term translations, according to initial
translation references. The impact of the initial con-
text’s size variations, its seed word lexicon coverage
and the lexicon size are studied. Experiments were
conducted on French to English single and multi-word
term translations. The implementation is composed of
five parts :

1. Document retrieval (the query is the term to
translate)

2. Initial context vector construction from words
contained in documents

3. Projection of the vector in the target language
using the seed word lexicon

4. Document retrieval with projected vector

5. Oracle scoring on documents :
the term translation

containing or not

The score is computed on retrieved documents. If a re-
turned document contains the candidate translation,
an oracle is set to 1, otherwise it remains at 0. It
is possible that the initial context vector can not be
built, because the corpus does not contain the term to
translate. It is also possible that the projected vec-
tor cannot be used to retrieve documents in the target
language. The first reason is that the translation refer-
ence is not in the corpora. We decide then to compute
two oracle scores : on all candidates from the initial
term list and on candidates with an initial context cov-
ered by the corpora.

The task is to verify whether the target language
context is robust enough to retrieve documents con-
taining the initial term translation. It is the first thing
we want to measure. We make variations of the initial
context and the seed word lexicon size, but also of the
seed word lexicon coverage.

4 Resources

4.1 Comparable Corpora

Using the World Wide Web as a non-parallel corpus
can solve the problems of accessibility, relevance and
quantity of data. Wikipedia is a well known online free
collaborative encyclopedia. Many articles are domain
specific, and each document represents one concept



only [13]. As in [16], we use Wikipedia! as a com-
parable corpus, for the abundance of the multilingual
content freely available. Wikipedia is used in many
natural language processing domains, like named en-
tity disambiguation [3], the retrieval of similar sen-
tences across different languages [1], thesaurus extrac-
tion [13], semantic relation extraction [20], etc.

Although Wikipedia has a structure that can help
identify translations (cross languages links, titles of
pages and section, ...), we do not consider this informa-
tion this study. We want to build the context vectors
for terms to translate with Wikipedia articles, which
are used like concept-related word lists or semantic
networks.

In order to extract the information we need from
Wikipedia, we rely in this work on a tool called NL-
GbAse?. This tool provides a search engine with co-
sine similarity computed between the query and the
returned documents. For each document, NLGbAse
gives the list of contained words ranked by their tf.idf
measure computed on the whole Wikipedia corpora.

4.2 Candidates

In this series of experiments, a term list is taken from
the MeSH thesaurus [15]. 10 000 single and multi-
words terms in French, along with their translations
in English, are extracted [12]. None of these terms
are covered by the lexicon used for the experiments.
Prior to the experiments, two filtering steps are done.
The first is made to be sure that Wikipedia can be
used to build source language contexts. This means
that the term to translate is in the corpus. Then, a
second filtering step is done on Wikipedia with the
translation proposed in MeSH for every term. After
these two steps, 2 000 terms were removed, because
none of them are covered by Wikipedia.

4.3 Bilingual Seed Word Lexicon

To manage a pivot between different languages, a do-
main specific lexicon has to be built. We use the data
available from Robert H. Vander Stichele’s website3.
We automatically retrieve a French-English lemma col-
lection of technical and popular medical single words.
To handle general terms, we choose to extend the 1800
medical words collection with a general lexicon con-
taining 3200 words. Our lexicon finally contains 5000
word pairs.

For the experiments, three seed word lexicons are
used. The first is the full one, with general and domain
specific words. The second is only general, and the
third is only medical.

We choose to automatically build lexicons from a
web resource to be as independent as possible from
the candidates to translate extracted from the MeSH
thesaurus. The lexicon coverage of the candidate list
is null, in order to avoid any bias. It means that only
words in context vectors are translated.

L http://www.wikipedia.org
2 http://nlgbase.org/
3 http://users.ugent.be/~rvdstich/eugloss/welcome.html
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4.4 Stop-words List

Words used to build initial context-vectors are more
or less significant and can even introduce noise. For
example, words in the source language which are not
directly related to the term to translate can be “ainsi”
(“s0”), “quand” (“when”) or “toujours” (“always”),
etc. We decided to filter these words before building
context-vectors with a stop-words list, which contains
the 1300 common non-content words of the source lan-
guage.

5 Results

Table 1 presents the results of the oracle described in
the experimental settings. We give details about the
number of terms to translate and about the number of
seed words (corresponding to the size of the projected
context). We also study how the number of documents
and the number of terms per document vary. We use
the full seed word lexicon (general and domain spe-
cific).

The maximum number of candidates handled during
the experiments does not reach the maximum number
of candidates in the initial list. This can be explained
by the lack of vocabulary in the seed word lexicon.
A null initial context-vector cannot be used to do a
projection-based approach, so the candidate to trans-
late is not handled.

docs | terms | cand.(%) | seeds | oracle | limited
1 10 63.25 2.06 0.29 0.58
1 50 89.54 6.37 0.45 0.64
1 100 94.52 11.07 | 0.49 0.67
1 200 94.86 19.95 | 0.53 0.72
1 999 94.90 38.69 | 0.56 0.76
10 1 49.51 1.74 0.21 0.54
10 2 65.62 2.50 0.29 0.57
10 5 82.30 4.58 0.40 0.63
10 10 89.24 7.99 0.48 0.69
10 20 92.24 14.78 | 0.53 0.75
10 50 94.00 3245 | 0.58 0.80
10 100 95.00 58.16 | 0.61 0.83
10 200 95.00 103.77 | 0.63 0.85
20 1 57.91 2.28 0.25 0.56
20 5 84.41 6.81 0.44 0.67
20 10 89.92 12.09 | 0.51 0.72
20 20 92.38 2229 | 0.55 0.77
20 40 93.82 40.10 | 0.59 0.80
20 50 94.00 48.50 | 0.60 0.81
20 100 95.00 86.09 | 0.62 0.84
50 1 64.82 3.31 0.30 0.59
50 2 75.52 5.45 0.37 0.63
50 5 85.20 11.06 | 0.47 0.70
50 10 90.11 19.66 | 0.52 0.75
50 20 92.44 35.75 | 0.57 0.79
100 1 67.38 4.35 0.32 0.61
100 10 90.18 26.93 | 0.53 0.75

Table 1: Oracle with the full seed word lexicon. Initial
documents and terms are used to build the initial con-
text. The last column is an oracle computed on covered
candidates only (third column). The “oracle” column
is computed on all candidates (8000 term pairs).



In order to reach an accuracy of 50%, 20 initial doc-
uments and 10 words per document are needed. The
source context-vector is then sufficient to do the pro-
jection in the target language and to retrieve good doc-
uments. In theory, this means that an initial context-
vector of 200 terms is required. Besides, the average
projected context-vector size is about 12.09 seeds. The
seed word lexicon coverage of the initial context is, in
theory, about 6.04%. In fact, the size of the initial
context-vector depends on the number of terms con-
tained in the documents from Wikipedia. The average
lexicon coverage of initial contexts in all experiments
is around 11% (from 9% to 13% depending on the size
of the initial context-vectors).

On the experiments with 20 initial documents, we
can see that increasing the number of seeds by a factor
of three leads to a relative improvement in oracle ac-
curacy of 20%. If we look at the results on 1 document
and 50 terms per document, compared to the results
on 20 documents with 5 terms, for a lower number
of seeds (6.37 instead of 6.81) and half of the initial
context-vector size (50 words instead of 100), the ora-
cle accuracy of document retrieval is enhanced. It can
be explained by a higher seed word lexicon coverage,
associated to a better initial context-vector. In fact,
this context-vector is closer to the candidate to trans-
late. All the words used to build the context are in the
first document retrieved by the search engine, that is
the document with the best cosine similarity measure.

The tables 2 and 3 contain the oracle and limited
scores, respectively with the general and the medical
seed word lexicons. We can see that a higher recall
is obtained with the domain-specific lexicon. The rea-
son is that this seed word lexicon gives a higher initial
context coverage. Using the general seed word lexi-
con, we see that more term-to-translate candidates are
handled. This means that it is easier to project con-
texts, but the recall (documents with good translation
retrieval) is lower than with domain specific lexicon.

docs | terms | cand.(%) | seeds | oracle | limited
1 10 28.61 1.36 | 0.09 0.42
1 50 76.68 2.64 | 0.21 0.36
1 100 91.67 4.71 0.26 0.37
10 1 19.80 1.21 0.07 0.44
10 10 76.90 3.28 | 0.26 0.43
10 20 85.94 5.65 | 0.32 0.48
10 50 91.88 12.69 | 0.39 0.54
10 100 94.71 25.33 | 0.43 0.58
10 200 95.00 50.03 | 0.46 0.62
20 5 69.03 3.02 | 0.24 0.44
20 20 86.39 8.94 | 0.35 0.52
20 40 90.45 16.41 | 0.40 0.57
50 1 41.19 1.76 0.14 0.43
50 10 79.78 8.97 | 0.33 0.54
50 50 91.96 34.51 | 0.43 0.60
50 100 94.71 61.71 | 0.46 0.62

Table 2: Oracle with the general seed word lexicon.

On figure 2, the oracle score by seed word is re-
ported. We can see that for an identical number of
seeds, the number of documents used to build the ini-
tial context-vector has an important impact. Taking
less documents but more terms by document increases
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the oracle score, with the same seed word lexicon. On
figure 3, the impact of the type of seed word lexicon
is presented. We can see that using only a domain
specific seed lexicon, instead of using only a general
lexicon, leads to an improvement of the oracle accu-
racy.

docs | terms | cand.(%) | seeds | oracle | limited
1 10 45.18 1.99 | 0.19 0.55
1 50 79.52 5.20 | 0.36 0.58
1 100 86.99 8.22 | 041 0.61
10 1 35.67 1.65 | 0.15 0.53
10 10 80.36 6.42 | 0.39 0.63
10 20 88.07 11.02 | 0.45 0.66
10 50 92.73 22.61 | 0.52 0.72
10 100 93.53 38.22 | 0.56 0.76
10 200 94.73 62.21 | 0.59 0.79
20 5 74.38 5.52 | 0.35 0.61
20 20 89.73 15.79 | 0.48 0.69
20 40 92.59 27.23 | 0.53 0.73
50 1 50.59 292 | 0.22 0.55
50 10 86.02 13.55 | 0.45 0.67
50 50 93.01 48.2 | 0.56 0.77
50 100 93.56 77.86 | 0.59 0.80

Table 3: Oracle with the domain specific seed word
lezicon.
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6 Discussion

In this paper, we describe the impact of the ini-
tial context-vector size and its lexicon coverage in
projection-based methods for term translation. We
also give details about the robustness of this context
with variations of the number of documents and term-
by-document during its construction. The oracle ac-
curacy can be improved with less documents initially
used and a higher seed word lexicon coverage. With
an equivalent number of seeds, the smaller the initial
context-vector, the higher the oracle accuracy.

We show that for domain specific term translation,
a recall score of 85% can be obtained with a domain
specific seed word lexicon, completed with a general
lexicon. The domain specific lexicon has a better cov-
erage of the initial context while the general lexicon
handles more term-to-translate candidates.

This study will help us to continue our works on
projection-based domain specific term translations. In
particular, using other comparable corpora, like the
World Wide Web [7], which can be considered as an
higher unrelated non-parallel corpora. We assume
that generation of N-Best translation candidates lists,
which is a step further in this study, can be improved
with robust initial context-vectors.
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