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Abstract

In this paper we frame the task of supervised
relation classification as an instance of meta-
learning. We propose a model-agnostic meta-
learning protocol for training relation classi-
fiers to achieve enhanced predictive perfor-
mance in limited supervision settings. Dur-
ing training, we aim to not only learn good
parameters for classifying relations with suf-
ficient supervision, but also learn model pa-
rameters that can be fine-tuned to enhance
predictive performance for relations with lim-
ited supervision. In experiments conducted
on two relation classification datasets, we
demonstrate that the proposed meta-learning
approach improves the predictive performance
of two state-of-the-art supervised relation clas-
sification models.

1 Introduction

Relation classification, the task of determining the
relationship that exists between two entities, is a
long-standing challenge in artificial intelligence
with many downstream applications, including
question answering, knowledge base population
and web search. A variety of supervised meth-
ods have been proposed in the literature for this
task (Zelenko et al., 2003; Bunescu and Mooney,
2005; Mintz et al., 2009; Surdeanu et al., 2012;
Riedel et al., 2013). Current approaches are pre-
dominantly supervised models based on neural
networks, for instance recursive neural networks
(Socher et al., 2012; Hashimoto et al., 2013), con-
volutional neural networks (Zeng et al., 2014;
Nguyen and Grishman, 2015), recurrent neural
networks (Zhang and Wang, 2015; Xu et al., 2015;
Zhang et al., 2017) or a combination of recur-
rent and convolutional neural networks (Vu et al.,
2016). The performance of these approaches re-
lies mostly on the quantity of their training data.
However, labelled training data can be expensive

to obtain and available only in limited quantities.
It is therefore pertinent to develop methods that re-
duce their reliance on large quantities of labelled
training data.

In this work we propose a model-agnostic pro-
tocol for training supervised relation classification
systems to achieve higher predictive performance
in limited supervision settings, motivated by the
observation that meta-learning leads to learning a
better parameter initialization for new tasks than
ad hoc multi-task learning across all tasks (Finn
et al., 2017). We show that relation classification
can be approached from a meta-learning perspec-
tive, and propose a model-agnostic meta-learning
protocol for training relation classification mod-
els that explicitly learns a model parameter ini-
tialization for enhanced predictive performance
across all relations with limited supervision. Dur-
ing training, our algorithm considers all relations
and their instances as coming from a joint distribu-
tion, and seeks to learn model parameters that can
be quickly adapted using each relation’s training
instances to enhance predictive performance on its
test set.

In experiments on two relation classification
datasets, we apply the proposed approach to two
relation classification models, the position-aware
relation classification model proposed in Zhang
et al. (2017) (TACRED-PA) and the contextual
graph convolution networks proposed in Zhang
et al. (2018) (C-GCN), with varying amounts of
supervision available at training time. We find
that our approach improves the accuracy of both
relation classification models on the two datasets.
For instance our approach improves the F1 per-
formance of TACRED-PA from 3.13% to 21.05%
with just 1% of the training data on the SemEval
dataset, and from 2.98% to 34.59% with just 0.5%
of the training data on the TACRED dataset.
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2 Background

Meta-learning, sometimes referred to as learn-
ing to learn (Thrun and Pratt, 1998), aims to de-
velop models and algorithms which are able to
exploit background knowledge to adaptively im-
prove their learning process with experience. A
number of meta-learning approaches have been
proposed, and broadly fall into the following lines
of work: learning how to update model param-
eters from background knowledge (for instance,
Andrychowicz et al. 2016; Ravi and Larochelle
2017), specific model architectures for learning
with limited supervision (for instance, Vinyals
et al. 2016; Snell et al. 2017), and model-agnostic
methods for learning a good parameter initializa-
tion for learning with limited supervision (for in-
stance, Finn et al. 2017; Nichol et al. 2018).

We next give a brief overview of the model-
agnostic methods for meta-learning, which learn a
good parameter initialization for target tasks from
a set of source tasks, as proposed in Finn et al.
(2017) and Nichol et al. (2018). These algorithms
work by training a meta-model on the set of source
tasks, such that the meta-model provides a good
parameter initialization for target tasks which are
taken from the same distribution as the source
tasks. At test time, such an initialization can be
fine-tuned with a limited number of gradient steps
using a limited amount of training examples from
the target tasks, in order to achieve good perfor-
mance on the target tasks.

In formal terms, let p(T ) be the distribution
over tasks and fθ be the function learned by a neu-
ral model parametrized by θ. During adaptation to
each task Ti sampled from p(T ), the model param-
eters θ are updated to task-specific parameters θ′i.
For a single gradient step, for instance, this update
can be carried out as:

θ′i = θ − α∇θLTi(fθ) (1)

where LTi is the loss on task Ti and α is the step
size hyperparameter.

The model parameters θ are trained to opti-
mize the performance of fθ′i , after taking a number
of gradient steps with limited example instances
from tasks sampled from p(T ). This is can be
achieved by utilizing the meta-objective:

min
θ

∑
Ti∼p(T )

LTi(fθ′i) =
∑
Ti∼p(T )

LTi(fθ−α∇θLTi (fθ))

(2)

The optimization of the meta-objective is per-
formed across tasks using SGD, by making up-
dates to θ:

θ ← θ − ε∇θ
∑
Ti∼p(T )

LTi(fθ′i) (3)

where ε is the meta step size parameter.
Intuitively, the meta-objective explicitly encour-

ages the model to learn model parameters that can
be quickly adapted to achieve optimum predictive
performance across all tasks with as few gradient
descent steps as possible.

A number of approaches have been proposed
for extracting relations with zero or few supervi-
sion instances. For the problem of zero-shot ex-
traction of relations, Rocktäschel et al. (2015); De-
meester et al. (2016) proposed the use of logic
rules, Levy et al. (2017) proposed to address the
problem by formulating it as a reading compre-
hension challenge, while Obamuyide and Vlachos
(2018) proposed to address it as a textual entail-
ment challenge.

In this work we address the case where a lim-
ited number of supervision instances is available
for all relations. In previous work, Obamuyide and
Vlachos (2017) explored the use of a Factorization
Machine (Rendle, 2010) framework for extracting
relations with limited supervision instances. Here
we instead propose an approach which is generally
applicable to gradient-optimized relation extrac-
tion models. Han et al. (2018) proposed a dataset
and evaluation setup for few-shot relation classi-
fication which assumes access to full supervision
for training relations (specifically 700 instances
per relation). In contrast, we address a different
setting in which only limited supervision is avail-
able for all relations. In addition, the setup in Han
et al. (2018) requires a model architecture spe-
cific to few-shot learning based on distance metric
learning. On the other hand, our approach has the
advantage that it applies to any gradient-optimized
relation classification model.

3 Model-Agnostic Meta-Learning for
Relation Classification

If we consider each relationRi as a task, then one
approach to supervised relation classification with
limited supervision is to train a multi-class clas-
sifier for all relations in a multi-task fashion. For
all relations Ri from a distribution p(R), this ap-
proach directly optimizes for the following objec-
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tive:
θ∗ = min

θ

∑
Ri∼p(R)

LRi(fθ) (4)

where LRi is the loss on relation Ri. This as-
sumes that joint training on all relations would nat-
urally result in the optimal model parameters θ∗

with good predictive performance for all relations.
This is however not necessarily the case, espe-
cially for relations with limited training instances
from which the model can learn to generalize.

We propose to instead utilize meta-learning
to explicitly encourage the model to learn a
good joint parameter initialization for all relations,
which can then be fine-tuned with limited super-
vision from each relation’s training instances to
achieve good performance on its test set. Such
parameters would be especially beneficial for en-
hancing performance on relations with limited
training instances.

Observe though that directly optimizing Equa-
tion 2 requires computing second order deriva-
tives over the parameters, which can be com-
putationally expensive. Thus, we follow Nichol
et al. (2018) by approximating the meta-objective
in Equation 2 with the training Algorithm in 1.

Algorithm 1 Meta-Learning Relation Classifica-
tion (MLRC)
Require: distribution over relations p(R)
Require: relation classification function fθ
Require: gradient-based optimization algorithm (e.g. SGD)
Require: step size ε, learning rateα
1: randomly initialize θ
2: while not done do
3: Sample batch of B relationsRi ∼ p(R)
4: for allRi do
5: Sample train instances D = {x(j), y(j)} fromRi
6: Evaluate∇θLRi(fθ) using D
7: Compute adapted parameters:

θ′i = SGD(θi,∇θLRi(fθ), α)
8: end for
9: Compute update of meta-parameters:

θ = θ − ε 1
B

i=B∑
i=1

(θ′i − θ)

10: end while
11: Fine-tune fθ with standard supervised learning.

Subsequently we refer to our overall training
procedure as summarized in Algorithm 1 as Meta-
learning Relation Classification (MLRC). We as-
sume access to fθ (learner model), which is a re-
lation classification model parameterized by θ and
a distribution over relations p(R). The algorithm
consists of the meta-learning phase (lines 1-10),
followed by the supervised learning phase (line

11) which fine-tunes the meta-learned parameters,
both carried out on a relation classification model
using the same data for both stages.

In the first phase of learning, each iteration in
our approach starts by sampling a batch of rela-
tions from p(R) (line 3). Then for each relation we
sample a batch of supervision instancesD from its
training set (line 5). We then obtain the adapted
model parameters θ′i on this relation by first com-
puting the gradient of the training loss on the sam-
pled relation instances (line 6) and backpropagat-
ing the gradients with a gradient-based optimiza-
tion algorithm such as SGD or Adagrad (Duchi
et al., 2011) (line 7). At the end of the learning
iteration, the adapted parameters on each sampled
relation in the batch are averaged, and an update is
made on the model parameters θ (line 9).

In the second phase of learning, we first initial-
ize the model parameters with that learned during
meta-training. We then proceed to fine-tune the
model parameters with standard supervised learn-
ing by taking a number of gradient descent steps
using the same randomly sampled batches of su-
pervision instances from the relations’ training set
as was used during meta-learning (line 11).

4 Experiments

4.1 Relation Classification Models

We adopt as the learner model (fθ) two re-
cent supervised relation classification models, the
position-aware model of Zhang et al. (2017)
(TACRED-PA) and the contextual graph convolu-
tion networks proposed in Zhang et al. (2018) (C-
GCN), both of which are multi-class models with
parameters optimized via stochastic gradient de-
scent.

4.2 Setup

We conduct experiments in a limited supervision
setting, where we provide all models with the
same fraction of randomly sampled supervision
instances during training. Further, for each exper-
iment the supervision instances within each frac-
tion is exactly the same across all models. We re-
port results for each experiment by taking the av-
erage over ten (10) different runs.

4.3 Datasets

We evaluate our approach on the SemEval-2010
Task 8 relation classification dataset (Hendrickx
et al., 2009) (SemEval), and on the recent, more
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(a)

(b)

Figure 1: Results obtained using TACRED-PA as
the learner model on (a) SemEval, and (b) TACRED
datasets

challenging TACRED dataset (Zhang et al., 2017)
(TACRED). The SemEval dataset has a total of
8000 training and 2717 testing instances respec-
tively. For experiments the training set is split into
two, and we use 7500 instances for training and
500 instances for development. For TACRED, we
use the standard training, development and testing
splits as provided by Zhang et al. (2017).

4.4 Experimental Details and
Hyperparameters

We initialize word embeddings with Glove vec-
tors (Pennington et al., 2014) and did not fine-tune
them during training. Model training and param-
eter tuning are carried out on the training and de-
velopment splits of each dataset, and final results
reported on the test set.

We ensure all models have access to the same
data. For model MLRC, for each fraction, we
train for 150 meta-learning iterations on TACRED
dataset and 1000 meta-iterations on the SemEval
dataset using that fraction of data. We then fine-
tune with standard supervised learning using ex-
actly the same data as was used during meta-
learning.

For both relation classification models, that is
TACRED-PA and C-GCN, we use the same hyper-

(a)

(b)

Figure 2: Results obtained using C-CGN as the learner
model on (a) SemEval, and (b) TACRED datasets

parameters as in Zhang et al. (2017) and Zhang
et al. (2018) respectively.

Relation #
F1(%)

TC-PA MLRC

Instrument-Agency 3 0 8.44
Content-Container 4 0.93 30.9
Member-Collection 5 3.04 24.19
Entity-Destination 7 14.33 35.36
Entity-Origin 7 2.85 24.62
Message-Topic 7 0.8 12.32
Component-Whole 8 2.68 14.87
Product-Producer 9 0.68 10.29
Cause-Effect 11 2.93 28.52

Average 3.13 21.05

Table 1: Results with 1% training data on Se-
mEval. The # column is the number of instances of
each relation during training, and TC-PA denotes the
TACRED-PA model (trained without meta-learning),
while MLRC denotes the same model trained with our
approach.
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4.5 Evaluation Metrics

For the TACRED dataset, we follow Zhang et al.
(2017) and report micro-averaged F1 scores1. For
the SemEval dataset, we report the official mea-
sure, which is the F1 score macro-averaged across
relations.2

4.6 Results and Discussion

The results obtained on the SemEval and TACRED
datasets using TACRED-PA as the learner model
(fθ) are shown in Figures 1(a) and 1(b) respec-
tively. We find that on both datasets, our ap-
proach improves performance as more supervision
becomes available, with the largest gains obtained
at the early stage when very limited supervision
is available. For instance on SemEval, given just
1% of the training set (first datapoint in Figure
1(a)), our approach improves the F1 performance
of TACRED-PA from 3.13% to 21.05%, represent-
ing an absolute increase of 17.92%. Table 1 gives
a further breakdown of the F1 scores of individ-
ual relations when both approaches are given ac-
cess to 1% of the training set. We observe that
MLRC considerably improves the performance of
TACRED-PA on relations with the least number
of training instances, likely by leveraging back-
ground knowledge from relations with more train-
ing instances. On the TACRED dataset, MLRC
improves the performance of TACRED-PA from
2.98% to 34.59% with just 0.5% of the training
data (fifth datapoint in Figure 1(b)), which is an
absolute increase of 31.61%.

A similar trend is observed using C-GCN as the
learner model on both datasets, as presented in
Figures 2(a) and 2(b). For instance on SemEval,
we improve the F1 performance of C-GCN from
3.38% to 17.14% using just 1% of the training
data (first datapoint in Figure 2(a)). Similarly on
TACRED, the performance of C-GCN is improved
from 7.59% to 23.18% (first datapoint in Figure
2(b)) by using 0.1% of its training set.

Further, we find that the proposed approach
does not adversely affect performance when full
supervision is available during training. For in-
stance, when given full supervision on the TA-
CRED dataset, while TACRED-PA obtains an F1
score of 65.1%, its performance is improved to
65.2% by using our approach, demonstrating that

1We use the same evaluation script as Zhang et al. (2017).
2We compute these measures using the official evaluation

script that comes with the dataset.

the proposed approach does not adversely affect
performance when provided full supervision dur-
ing training.

5 Conclusion and Future Work

We show that the performance of supervised rela-
tion classification models can be improved, even
with limited supervision at training time, by fram-
ing relation classification as an instance of meta-
learning, and proposed a model-agnostic learning
protocol for training relation classifiers with en-
hanced predictive performance in limited supervi-
sion settings. In future work, we want to extend
this approach to other natural language processing
tasks.

Acknowledgements

The authors acknowledge support from the EU
H2020 SUMMA project (grant agreement number
688139). We are grateful to Yuhao Zhang for shar-
ing his data with us.

References
Marcin Andrychowicz, Misha Denil, Sergio Gomez,

Matthew W Hoffman, David Pfau, Tom Schaul,
Brendan Shillingford, and Nando De Freitas. 2016.
Learning to learn by gradient descent by gradient de-
scent. In Advances in Neural Information Process-
ing Systems, pages 3981–3989.

Razvan Bunescu and Raymond J Mooney. 2005. A
shortest path dependency kernel for relation extrac-
tion. Proceedings of the Human Language Tech-
nology Conference and Conference on Empirical
Methods in Natural Language Processing, Vancou-
ver, B.C.

Thomas Demeester, Tim Rocktäschel, and Sebastian
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