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Abstract

We introduce a general method for the interpre-
tation and comparison of neural models. The
method is used to factor a complex neural
model into its functional components, which
are comprised of sets of co-firing neurons that
cut across layers of the network architecture,
and which we call neural pathways. The func-
tion of these pathways can be understood by
identifying correlated task level and linguistic
heuristics in such a way that this knowledge
acts as a lens for approximating what the net-
work has learned to apply to its intended task.
As a case study for investigating the utility of
these pathways, we present an examination of
pathways identified in models trained for two
standard tasks, namely Named Entity Recogni-
tion and Recognizing Textual Entailment.

1 Introduction

Interpretation of neural models is a difficult task
because the knowledge learned within neural net-
works is distributed across hundreds of thousands
of parameters. Interpreting the significance of any
individual neuron is tantamount to reconstructing a
forest based on a single pine needle. More specifi-
cally, the contribution of each individual neuron is
a minuscule part in the overall representation of the
learned solution, and the mapping between neurons
and function may be many-to-many (Goodfellow
et al., 2016). As a response to this, the contri-
bution of this paper is a new method of network
interpretation that enables a more abstract view
of what a network has learned, which we refer to
as neural pathways. In this approach, inspired by
the concept of biological neural pathways used in
neuroscience research to understand physical brain
function (Kennedy et al., 1975), a network is fac-
tored into functional groups of co-firing neurons

∗ Work was done as a graduate student at Carnegie Mellon
University.

that cut across layers in a complex network archi-
tecture. Rather than attempt interpretation of the
activation pattern through a single neuron at a time,
we instead attempt interpretation of a functional
group of neurons where the activation pattern of
the group can then be more effectively associated
with task and linguistic knowledge. This enables
understanding the neuron groups as working to-
gether to accomplish a comprehensible sub-task.
These pathways help conceptualize what task and
linguistic knowledge a model may be using in an
approximate way, the benefit of which is that it does
not depend on an isomorphism between network
architectures.

This method, which can be applied simply in a
purely post-hoc analysis, independent of the train-
ing process, can enable both understanding of in-
dividual models and comparison across models.
The interpretation process enables investigation of
which identified functional groups correspond to
linguistic or task level heuristics that may be em-
ployed in well understood non-neural methods for
performing the task. Furthermore, it enables com-
parison across very different architectures in terms
of the extent and the manner in which each architec-
ture has approximated use of such knowledge. In so
doing, the method can also be used to formulate ex-
planations for differences in performance between
models based on relevant linguistic or task knowl-
edge that is identified as learned or not learned by
the models. This approach builds on and extends
prior work using linguistic and task knowledge to
understand the behavior and the results of modern
neural models (Shi et al., 2016b; Adi et al., 2016;
Conneau et al., 2018).

In the remainder of the paper we review com-
mon techniques for network interpretation followed
by a detailed description of the neural pathways
approach. Next, we apply the neural pathways
approach to previously published neural models,
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namely models for the task of named entity recogni-
tion (NER) (Ma and Hovy, 2016) on CoNLL 2003
data for English (Sang and Meulder, 2003) and rec-
ognizing textual entailment (Dagan and Glickman,
2004). We compare across different neural architec-
tures through a shared lens comprising linguistic
and task-level heuristics for the two target tasks
and draw conclusions about learning outcomes on
those tasks.

2 Related Work

Our work falls under the broad topic of neural
network interpretation. Recently, in this area of
research a wide variety of models have been the
target of investigation, including additive classi-
fiers (Poulin et al., 2006), kernel-based classifiers
(Baehrens et al., 2010), hierarchical networks (Lan-
decker et al., 2013), and many others that are too
numerous to list. As our work focuses on inter-
pretation, we are not presenting new state-of-the-
art performance on a given task, but rather a new
method to understand and compare neural models.
Our evaluation is a demonstration that focuses on
models trained for the Named Entity Recognition
and Recognizing Textual Entailment tasks. The
specific goal of our evaluation will be to demon-
strate the broad applicability of the approach, and
position it as building on and extending the ex-
isting body of work exploring interpretability of
previously defined neural models (Glockner et al.,
2018; Mudrakarta et al., 2018).

We observe that neural interpretation approaches
fall within several broad categories: visualizations
and heatmaps (Karpathy et al., 2015; Strobelt et al.,
2016), gradient-based analyses (Potapenko et al.,
2017; Samek et al., 2017b; Bach et al., 2015; Arras
et al., 2017), learning disentangled representations
during training (Whitney, 2016; Siddharth et al.,
2017; Esmaeili et al., 2018), and model probes (Shi
et al., 2016a; Adi et al., 2016; Conneau et al., 2018;
Zhu et al., 2018; Kuncoro et al., 2018; Khandel-
wal et al., 2018). Our work uses linear probes
as a method to identify the function of groups of
neurons that are correlated with linguistic and task-
level features, rather than for interpretation of in-
dividual neurons. Through correlation with the
pathway analysis, we can furthermore reason about
the role that those linguistic and task-level features
have in the network’s predictions.

Recent attempts to understand the functioning of
trained neural models have limited themselves to

investigations of the function of individual neurons
or individual architectural components. An early
way to probe the function of target components, as
Karpathy et al. (2015) and Strobelt et al. (2016)
have each proposed, is by visualizing patterns of
activation through the target components, for ex-
ample using heatmaps. However, making mean-
ingful patterns apparent in these visualizations can
be highly dependent on the artful arrangement of
the data presented within them, and it is easy to
overlook patterns that are not immediately obvious.
There have also been approaches that made use of
simpler classifiers to predict and then explain mis-
takes made by more complex models (Ribeiro et al.,
2016; Krishnan and Wu, 2017). In a similar vein,
linear classifier probes have been used by Alain and
Bengio (2016) to co-train simple linear models to
illustrate functions performed by particular layers
in arbitrarily deep models, and then later by associ-
ating the learned patterns in the linear models with
task or linguistic knowledge determined by hand
or through some other means to be relevant or not
instance-by-instance.

More recently, Montavon et al. (2017) published
a detailed tutorial on the recent approaches and
techniques of interpreting deep neural networks.
They identified cross-cutting techniques that have
been applied to explain the behavior of a wide
range of models. A notable contribution of this
tutorial is an approach for sensitivity analysis capa-
ble of identifying important input features to a net-
work. The technique observes the magnitude of the
gradient for each input feature for each data point,
giving relevance scores per data point for each fea-
ture. Analogous methods for accomplishing simi-
lar goals include layer-wise relevance propagation
(Bach et al., 2015) and its derivatives (Samek et al.,
2017a; Arras et al., 2017).

While these approaches have mainly focused on
explaining the predictions and performances of a
single network at a time, few if any prior attempts
have been made to use these techniques for com-
parison across different network architectures, as
we do in this paper.

3 Methodology

Many previous approaches have analyzed individ-
ual neurons or architectures of specific neural net-
works with gradient methods (Karpathy et al., 2015;
Bach et al., 2015; Arras et al., 2017). However, we
propose an approach that enables abstraction above
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Figure 1: Flowchart representation of neural pathway based model interpretation.

the surface structure of a network architecture, en-
abling a relaxation of the assumption of an direct
link between structure and function. To accomplish
this abstraction, we employ a simple approach to
identify what we conceptualize as emergent neu-
ral pathways, which are specific sets of co-firing
neurons that work together as the model makes pre-
dictions on the data. To understand the specifics
of the function performed by the functional group,
we align activation patterns through the group per
instance with patterns of relevance for task and
linguistic knowledge.

3.1 Prerequisites

As this is an interpretation method, there is an
assumed set of information about the model, the
dataset, and the task that must be known in order
to apply the techniques effectively. Namely, there
should be a reference set of heuristic knowledge,
either at the linguistic or task level, that is asso-
ciated with the dataset on an instance-by-instance
level for at least some subset of the data.

Metrics of Interest: As our approach can be gen-
eralized across many tasks, the metrics that will be
used to identify the salient pathways must be de-
fined before the interpretation process. Section 4.1
and 4.2 provide specific examples of these metrics
as applied to the entailment and NER models. Met-
rics are chosen to be able to be easily computed and
will provide the target values for the statistical anal-
ysis outlined in Section 3.3, Linear Comparisons.
Example metrics include disagreement between
models, incorrectly predicted values, or other task
specific metrics.

Model and Data: The proposed neural pathways
method is a post-training analytic approach, and

thus it requires the existence of pretrained models,
that will be the target of the interpretation process.
This stands in contrast to previous co-training ap-
proaches, where the mechanism for interpretation
is trained simultaneously with the networks that
are of interest.

Task Knowledge: Our interpretation method is
built on the assumption that the researcher has ex-
ternal knowledge of the task that their model is
being applied to. This can be as straightforward
as simply having a feature engineered baseline, as
with our named entity recognition example (Sec-
tion 4.2). However, it can also be as nuanced as
having access to an analysis of the types of required
knowledge to accurately predict certain instances
in the data, as in our recognizing textual entailment
example where we use an alternate validation set
for the MultiNLI corpus where subsets have been
earmarked as of interest for specific kinds of task
and linguistic knowledge (Section 4.1). The exter-
nal knowledge that is brought to the interpretation
process will directly affect what conclusions can
be drawn from the neural model as this method
does not generate new knowledge, but validates the
relevance of external knowledge for explaining net-
work function. If the knowledge brought to the pro-
cess is only partial, then only partial understanding
of network function will be possible. However, as
one iterates through the interpretation process, the
potential relevance of additional knowledge may
emerge, and the process can be repeated with the
expanded set. This is an advantage of not requiring
the interpretation mechanism to be trained along
side the model in question.

Extracting Activations: As a preparatory step for
the interpretation process, an activation matrix is
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constructed where the columns represent individ-
ual neurons, the rows represent instances, and the
value of each cell is the activation of the associ-
ated neuron in the associated instance. Part of this
method’s flexibility is that the set of probed neu-
rons can be arbitrarily large or small. This way, the
sets can be specified to analyze the pathways within
certain subsections of the model or in the model
as a whole. This flexibility allows researchers to
ignore parts of the model that may already be well
explained by other neural interpretation techniques
(e.g. low-level feature extraction in convolutional
neural networks in image recognition, or attention
heatmaps).

3.2 Identifying Pathways

Neural pathways are a distinct (though related) phe-
nomenon from interconnectivity of a given network
based on individual connection weights. While the
weights describe the strength of connectivity be-
tween individual pairs of neurons, co-activation is
an emergent property that arises through sets of
connected neurons, and because of this, pathways
can not be constructed through a simple graph par-
titioning of the network structure based on weights
apart from the observation of the network in use.

Dimensionality Reduction: A dimensionality re-
duction is applied to the activation matrix to get
a set of factors that will correspond to our neural
pathways. While in principle, any form of dimen-
sionality reduction can be used, Principal Compo-
nent Analysis (PCA) (Hotelling, 1933) is used in
this work for the dimensionality reduction for its
simplicity and transparency. Different methods for
dimensionality reduction may prove better or worse
for interpreting certain models for certain tasks, but
the question of which specific dimensionality re-
duction technique works best is not of interest in
this foundational work.

Finding Active Pathways: For each data instance
in the validation set, the pathways that are acti-
vated to produce the model predictions are iden-
tified. This is done by constructing an activation
matrix, as explained above (Section 3.1), and apply-
ing PCA to it in order to define functional groups
of neurons based on their coordinated behavior.
The factors identified become the neural pathways
and the factor loadings (DeCoster, 1998) become
a means for understanding the activity of the path-
ways. These factor loadings are later used along
with the weights learned by linear probes to align

the extracted pathways with interpretable task in-
formation.

3.3 Evaluating Pathway Effects

With an approach similar to Radford et al. (2017),
where it was found in a specific case that sentiment-
related activations were encoded within single neu-
rons, we abstract the concept of single neuron pre-
diction up a level to examine single pathway predic-
tion. Rather than operating at the level of a single
neuron, where neurons typically play a minuscule
part in many different functions, we operate at the
level of a pathway, where a pathway represents
neurons that demonstrate their relatedness through
their coordinated behavior.

Linear Comparisons: This refers to the correla-
tion between the activities associated with each
pathway per instance to the pattern of relevance
per instance of each metric of interest (e.g. each
piece of linguistic or task knowledge). This yields
a set of correlation coefficients which represent the
importance of each PCA dimension (pathway) for
explaining the use of each of the metrics of interest
by the learned network.

3.4 Associating Task Knowledge with
Pathways

Neural pathways are a way to abstract the problem
of interpreting single neurons in a neural model to
interpreting the functional groups of neurons. In
isolation, the pathways are not meaningful, though
grounded to task-related information via linear
probes and rank correlation, the learned represen-
tations within the neural model can be evaluated.

Linear Probes: Like Conneau et al. (2018), a se-
ries of logistic regression models are trained to
map a neural representation to a given linguistic
phenomenon, though all of the neurons from parts
of the network that are to be analyzed are included
whether or not they come from the same layer. Lo-
gistic regression probes were used as opposed to
the MLP probes in Conneau et al. (2018) to avoid
the problem of attempting to interpret a model with
another model that is comparably difficult to inter-
pret. Additionally, concepts beyond surface fea-
tures may also be used as the targets for the probes.
This is demonstrated in Section 4.1, where we ex-
plore the types of knowledge required to solve a
task rather than the surface features of the input.
From each of the linear models, we store the weight
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vector, which represents the importance of each
neuron for predicting the types of task-specific phe-
nomena learned by the linear model and the per-
formance of the linear model which indicates the
degree to which that information is embedded in
the neural model.

Rank Correlation: Using both the factor loadings
of the neurons from Section 3.2 and the weights
from the linear probes discussed above, we can
connect the pathways to known task information.
Intuitively, if a neural pathway was approximat-
ing a function similar to one of the phenomena
examined by the linear probes, then the loadings
of each neuron in the pathway would be similar in
relative shape to the weights of the relevant linear
probe. That is, if the pathway and the probe are
viewing the same phenomenon, the neurons with
stronger weights in the probe should have higher
loadings in the pathway and vice versa. To measure
the relatedness of each pathway’s loadings to each
linear model’s weights, we use Spearman’s rank
correlation coefficient (ρ) (Spearman, 1904), which
assesses the monotonicity of two data sets giving a
numerical comparison of the relative shapes of the
weights and loadings.

3.5 Interpretation

The above methods provide the foundation for a
quantitatively backed interpretation of a neural
model. With this foundation, inferences can be
made about the model with a statistical indicator
of the confidence or utility of the pathways.

Function Inference: From pathways that have
high rank correlation with the linear probes, it can
be inferred that the model contains a set of neurons
in those pathways that perform the tasks provided
to the probe. It is also known what metrics of in-
terest that pathway has influence over from the lin-
ear comparisons. It is then possible to extrapolate
whether the model has learned to use the knowl-
edge examined by the probes in such a way that
it can influence those metrics. This directly pro-
vides an insight into what knowledge the model has
learned and in what cases it has learned to apply it.
Confidence: The confidence of the claim that the
model has learned such information can be assessed
by using the rank correlation coefficient and the per-
formance metrics of the linear probe and the linear
comparisons. The rank correlation coefficient mea-
sures how well the knowledge stored within the
network aligns with the function that the pathway
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Figure 2: Decomposable Attention Model. Dotted ar-
rows indicate networks with shared weights.

is performing. The linear probe and linear com-
parison performance are likewise related to how
likely the information is stored within the pathway
and how influential that pathway is on the metric
respectively.

4 Experiments

To evaluate our interpretation technique on real
world data, we applied our method on four trained
models over two tasks: recognizing textual entail-
ment using the Multi-genre Natural Language Infer-
ence corpus (Williams et al., 2018) and named en-
tity recognition using the CoNLL 2003 data (Sang
and Meulder, 2003) for English NER. The analysis
was implemented using Scikit-Learn (Pedregosa
et al., 2011) and SciPy (Jones et al., 2001–) and un-
less otherwise noted used default hyperparameters.

4.1 Recognizing Textual Entailment

Recognizing textual entailment is a task comprised
of deciding whether the concepts presented in one
text can be determined to be true given some con-
text or premise in a different text (Dagan and Glick-
man, 2004). The Multi-genre Natural Language
Inference (MultiNLI) corpus (Williams et al., 2018)
follows this definition and contains annotated pairs
of sentences which are labeled as entailment if
the hypothesis sentence is definitely true given the
premise sentence, contradiction if the hypothesis
is definitely false given the premise, and neutral if
the hypothesis could be true, but is not guaranteed
to be given the premise.
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Models and Data: We implemented two neural
models for this task: a bidirectional version of
the simple LSTM classifier from Bowman et al.
(2015) and the decomposable attention model
(DAM) (Figure 2) from Parikh et al. (2016). We
use Keras (Chollet et al., 2015) with the Tensor-
Flow (Abadi et al., 2015) backend for our imple-
mentations of both of the entailment models.
Metrics of Interest: For purposes of this work, the
metric of interest used is simply the class value for
each data instance. For this task, the activations in
the representations for each text segment learned
by the model just prior to the classification step are
used in the analysis.
Task Knowledge: Our external knowledge for this
task comes from a stress test dataset developed for
models trained on the MultiNLI corpus (Naik et al.,
2018). There are nine categories and subcategories,
each of which contains data instances that require a
specific type or reasoning to correctly identify the
entailment relationship. We combine all of the data
instances in the stress test and tag each with the cat-
egory or subcategory it belongs to. The entailment
models’ representations are analyzed in terms of
the type of reasoning they can perform. While we
acknowledge that recent work by Liu et al. (2019)
has found limitations in this dataset with respect
to the reasoning that is required for the models to
achieve, we use it as a foundation for interpreta-
tion that can be expanded as new resources become
available.

4.2 Named Entity Recognition

Given an input sequence, the NER task involves
predicting a tag for each token in the sequence that
denotes whether the token is an entity or not, as
well as what type of entity it is. An example of
such a tag might be PER for a “person” entity or
ORG for an “organization” entity.

Models and Data: We implemented two neural
models for our experiments: the first (Figure 3) is
a well performing neural model that uses a CNN
over characters, word embeddings, a Bidirectional
LSTM, and a CRF layer for decoding (Ma and
Hovy, 2016). Our second model has the same ar-
chitecture as above only with a BiLSTM over the
characters instead of a CNN. The neurons chosen
for analysis were the resulting activations for each
character encoding sub-network, the word embed-
dings, and the resulting activations from the sen-
tence level BiLSTM. Implementations of each of

Figure 3: End-to-end model architecture for neural
SOTA described in Ma and Hovy (2016). The char-
acter representation is computed by a CNN over the
characters of the word. This is concatenated with the
word embedding (initialized with GloVe) and fed into
a BiLSTM. A CRF layer does a sequential decoding to
predict the NER tags using the BiLSTM hidden layer
vector.

the NER models was done using DyNet (Neubig
et al., 2017).

We used the CoNLL 2003 dataset (Sang and
Meulder, 2003) for training. For the analysis we
sampled the data to get a dataset with a balanced
number of classes. The sampling procedure is inex-
pensive and can be repeated to maintain statistical
power.

Metrics of Interest: The differences in predictions
for the task are used as the metric of interest. This
is a binary value for each data instance where it
is 1 if the two models did not produce the same
response and 0 otherwise (correct or not). Neurons
from across layers were used for the NER task
analysis.

Task Knowledge: For our external knowledge, we
use a set of features inspired by Tkachenko and
Simanovsky (2012) who describe a comprehensive
set of traditionally used and linguistically informed
features for the NER task. These can be sorted
into three categories: ‘Local Knowledge Features’
that refer to the features that can be extracted from
a particular word; ‘External Knowledge Features’
are those that use external information such as part-
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Task Model Dev F1

ENTAILMENT BILSTM ENCODER 57.4
DECOMPOSABLE ATTENTION 72.8

NER BILSTM-BILSTM-CRF 83.7
CNN-BILSTM-CRF 94.4

Table 1: F1 score for each model on the development
set for the entailment task and the NER task.

of-speech tags (extracted using nltk1); and Other
which includes miscellaneous features like End-
of-Sentence markers, hyphenated words, among
others.

5 Results

Table 1 shows the F1 score on the validation set for
the models on both tasks. These models were not
tuned to obtain the highest performance possible
as they are simply the subject of the interpretation
techniques, but their relative performance on the
tasks provides some context for further analysis.

5.1 Identifying Pathways

For our analysis, we selected the number of path-
ways for each model so that they explain ≈ 75% of
the total variance in the model. This number was
chosen arbitrarily as a balance between the total
variance explained by the dimensionality reduction
and the quantity of pathways required. Further
experimentation may reveal an optimal balance.

For the entailment models, the total variance ex-
plained for the decomposable attention model was
76.9% over 15 pathways and for the BiLSTM en-
coder model variance explained was 76.5% over
175 pathways. This result clearly shows that the
representation learned by the decomposable atten-
tion model has significantly more internal coher-
ence as compared to the BiLSTM encoder.

For the NER models, 74.5% of the variance was
explained for the CNN-BiLSTM-CRF with 40 path-
ways and 75.1% of the variance was explained by
35 pathways in the BiLSTM-BiLSTM-CRF. This
shows a that both models have similar amounts of
observable structure within them.

5.2 Evaluating Pathway Effects

Entailment: From the linear comparisons for the
decomposable attention model, three pathways had
a correlation coefficient greater than 0.25 (p <
0.001). However, in the LSTM model, there were

1http://www.nltk.org/api/nltk.tag.html

Instance Type DAM BiLSTM Difference

ANTONYM 0.93 0.38 0.55
LENGTH.DIFFERENCE 0.98 0.98 0.00
NEGATION 1.00 0.93 0.07
NUMERIC 0.99 0.96 0.03
WORD.OVERLAP 1.00 0.94 0.06
CONTENT.WORD.SWAP 0.69 0.47 0.22
FUNCTION.WORD.SWAP 0.56 0.47 0.09
KEYBOARD.SWAP 0.59 0.50 0.09
SPELLING.SWAP 0.62 0.59 0.03

Feature CNN BiLSTM Difference

WORD.CONTAINSCAPITAL 0.98 0.98 0.01
WORD.HYPEN 0.80 0.83 -0.03
WORD.ISDIGIT 1.00 0.99 0.01
WORD.ISTITLE 1.00 1.00 0.00
WORD.UPPER 0.92 0.93 -0.01
WORD.LOWER 0.73 0.71 0.01
WORD.POSTAG-( 0.94 0.95 -0.00
WORD.POSTAG-) 0.58 0.38 0.20
WORD.POSTAG-, 1.00 1.00 0.00
WORD.POSTAG-. 0.59 0.59 -0.00
WORD.POSTAG-IN 1.00 1.00 0.00
WORD.POSTAG-JJR 1.00 1.00 0.00
WORD.POSTAG-JJS 0.55 0.66 -0.11
WORD.POSTAG-MD 0.90 0.98 -0.08
WORD.POSTAG-NN 0.95 0.95 -0.00
WORD.POSTAG-NNP 0.95 0.95 -0.00
WORD.POSTAG-NNPS 0.11 0.21 -0.10
WORD.POSTAG-NNS 0.24 0.41 -0.17
WORD.POSTAG-PRP 0.44 0.62 -0.18
WORD.POSTAG-VB 0.17 0.21 -0.04
WORD.POSTAG-VBD 0.99 0.98 0.01
WORD.POSTAG-VBG 0.13 0.19 -0.06
WORD.POSTAG-VBN 0.98 0.98 -0.00
WORD.POSTAG-VBP 0.64 0.59 0.05
WORD.POSTAG-VBZ 0.56 0.64 -0.08

Table 2: Linear probe F1 score for the presence of pro-
vided external task knowledge given the neural activa-
tions and the difference between the two models. Top:
entailment stress test data instance categories. Bottom:
NER surface features. All performance metrics have
p < 0.05.

14 pathways that correlated with the model predic-
tion, but none of them individually had a correla-
tion coefficient greater than 0.2 (p < 0.05). Higher
coefficient indicate the pathways that have stronger
effect on the model prediction. It also indicates that
individual pathways in the decomposable attention
model are more informative for understanding why
the model makes certain predictions than the LSTM
model.
NER: Similarly, for the NER task, the differences
in predictions for the CNN based character encoder
model and the BiLSTM based character encoder
via the linear comparisons, were explained by sev-
eral pathways. For the CNN-BiLSTM-CRF, the
top 5 predictive pathways for the differences be-
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tween the two models’ predictions have an average
of 0.025 higher correlation coefficient (p < 0.001)
than the BiLSTM-BiLSTM-CRF.

5.3 Associating Pathways With Task
Knowledge

Linear Probes: The results from the linear probes
are presented in Table 2 with the F1 score of each
probe on the given piece of external task informa-
tion. For the entailment task, 55% of the instance
types can be predicted with high precision and re-
call for the decomposable attention model, though
only 44% with the BiLSTM encoder. There are
two stand-out instance types that have major dif-
ferences between models: Antonyms and Swapped
Content Words. Both of these are related to word
meanings indicating that the decomposable atten-
tion model may be storing more information about
meaning than the BiLSTM encoder.

For the NER task, 13 out of 50 features are al-
most perfectly predicted by the activation probes
(i.e. greater than 0.90 F1) and there are no signifi-
cant differences between higher performing probes
for the BiLSTM-CRF with the CNN character en-
coder versus the BiLSTM character encoder. The
main difference seen in the results is that the CNN
trades off storing information about plural nouns
and adjectives for storing clearer representations
for parentheses and digits.
Rank Correlation: Presented in Table 3 are the
results for correlating the neural pathways with
the information extracted via the linear probes.
The pathway numbers are ordered by variance ex-
plained, with lower pathway indexes indicating that
the pathway explains more variance in the activa-
tions. For the entailment task, the largest difference
between the models is that the decomposable atten-
tion model has pathways which are correlated well
with antonyms and numeric types of data instances
even where the antonym pathway represents a rel-
atively small amount of the model variance. Con-
trasted to this, the BiLSTM encoder model has the
best correlations with data instances that display
large length differences between the hypothesis and
premise sentences. Despite having well over 100
different pathways to explain the variance in the
model, the pathways that correlate well with high
level instance types also explain more variance on
average.

For the NER analysis, the pathways that corre-
spond with the surface features represent a very

Instance Type DAM BiLSTM
Pathway ρ Pathway ρ

ANTONYM 12 0.19 16 0.10
LENGTH.DIFFERENCE 0 0.10 17 0.23
NEGATION 1 0.08 1 0.18
NUMERIC 2 0.29 4 0.13
WORD.OVERLAP 3 0.15 10 0.16
CONTENT.WORD.SWAP 8 0.08 32 0.11
FUNCTION.WORD.SWAP 8 0.11 31 0.11
KEYBOARD.SWAP 4 0.09 31 0.13
SPELLING.SWAP 8 0.10 12 0.09

Feature CNN BiLSTM
Pathway ρ Pathway ρ

WORD.CONTAINSCAPITAL 35 0.11 30 0.11
WORD.HYPEN 38 0.09 26 0.07
WORD.ISDIGIT 18 0.11 6 0.16
WORD.ISTITLE 30 0.14 28 0.23
WORD.UPPER 38 0.12 0 0.14
WORD.LOWER 15 0.05 28 0.05
WORD.POSTAG-( 4 0.12 10 0.07
WORD.POSTAG-) 27 0.09 0 0.08
WORD.POSTAG-, 31 0.15 32 0.18
WORD.POSTAG-. 28 0.09 23 0.06
WORD.POSTAG-IN 27 0.13 22 0.15
WORD.POSTAG-JJR 13 0.11 34 0.18
WORD.POSTAG-JJS 0 0.11 8 0.07
WORD.POSTAG-MD 37 0.11 16 0.08
WORD.POSTAG-NN 0 0.07 22 0.06
WORD.POSTAG-NNP 35 0.10 3 0.09
WORD.POSTAG-NNPS 39 0.13 33 0.08
WORD.POSTAG-NNS 26 0.04 8 0.07
WORD.POSTAG-PRP 18 0.06 8 0.14
WORD.POSTAG-VB 0 0.10 25 0.07
WORD.POSTAG-VBD 25 0.08 34 0.13
WORD.POSTAG-VBG 39 0.06 14 0.04
WORD.POSTAG-VBN 38 0.07 17 0.12
WORD.POSTAG-VBP 17 0.05 24 0.10

Table 3: Most correlated neural pathway along with the
rank correlation coefficient for each model for each task
studied. Top: entailment stress test data instance cate-
gories. Bottom: NER surface features. All rank corre-
lations have p < 0.001.

small amount of the variance within the model
(with few exceptions). A notable difference be-
tween the two models is that the BiLSTM character
encoder seems to have a considerably more orga-
nized pathway corresponding to title case than the
CNN based character encoder.

5.4 Interpretation

For the entailment models, the experiment was de-
signed to explore the predictive behavior of each
model for the task. The linear probes indicate that
the information about what type of reasoning is
required for a task, which is hypothesized to be en-
coded in the models, was distinctly encoded in each
model, but to a greater extent in the decomposable
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attention model. The connection between the path-
ways and the linear probes was less strong, however.
This indicates that despite the models having an
encoding of the knowledge observed by the probe,
it is likely a byproduct of a different function that
is being approximated by the neural network. The
pathways were created by analyzing which neurons
behave cohesively, indicating a subprocess within
the network. However, these subprocesses do not
correspond strongly to any of the tested features.
Consequences of this finding could be an indica-
tion that the model is ‘cheating’ on the task and has
some inductive bias that is beneficial to the task
independent from the task as envisioned by the cre-
ators. Otherwise, if many models demonstrate this
behavior, the task or dataset may be insufficient to
induce the desired learning behavior in neural mod-
els. This is consistent with recent highly domain
specific analyses of this task (Gururangan et al.,
2018; Glockner et al., 2018; Poliak et al., 2018).

The NER model analysis was set up to under-
stand the factors contributing to the differences
between the two models rather than the factors
influencing the prediction accuracy. Many of the
surface features that were tested were present in the
models, although there were not significant differ-
ences as to which of these features were encoded in
one model or the other. Examination of the correla-
tion of each pathway to the prediction differences
between the models indicate that the differences
were primarily explained by pathways that had high
amounts of explained variance. Strong linear probe
results, in conjunction with a mismatch between
which pathways correlated to the metric of interest
and which pathways correlated well to each sur-
face feature that was probed, indicate that each of
the models learned the surface features from the
data and that other functions are responsible for
differences. This can guide future examination of
these models to pinpoint exactly what knowledge
the model is using for the task. For example, a
high variance pathway for the CNN-BiLSTM-CRF
included some neurons from the CNN and some
from the LSTMs and was typically activated by
words with capital letters. However, it also acti-
vated on notable exceptions such as “van” and “de”
that serve as a lowercase part of some names indi-
cated that it had memorized those exceptions to the
broader heuristic. No such pathway was identified
in the BiLSTM-BiLSTM-CRF model.

6 Conclusions

In this paper, we have demonstrated an approach
for neural interpretation using neural pathways on
recognizing textual entailment and named entity
recognition. By abstracting away from individual
neurons and combining linear probes, task knowl-
edge, and correlation techniques, insight into the
knowledge learned by the neural models have been
made more transparent. This general interpreta-
tion method draws similar conclusions to highly
domain-specific analyses, and while it will not re-
place the need for deep analysis, it provides a much
simpler starting point for a broad class of models.

Future work can improve this method further by
examining the effects of different dimensionality
reduction methods with varying properties on ex-
tracting the most informative pathways from the
activations.
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