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Abstract

Research on distributed word representa-
tions is focused on widely-used languages
such as English. Although the same meth-
ods can be used for other languages,
language-specific knowledge can enhance
the accuracy and richness of word vec-
tor representations. In this paper, we look
at improving distributed word representa-
tions for Korean using knowledge about
the unique linguistic structure of Korean.
Specifically, we decompose Korean words
into the jamo level, beyond the character-
level, allowing a systematic use of sub-
word information. To evaluate the vectors,
we develop Korean test sets for word sim-
ilarity and analogy and make them pub-
licly available. The results show that our
simple method outperforms word2vec and
character-level Skip-Grams on semantic
and syntactic similarity and analogy tasks
and contributes positively toward down-
stream NLP tasks such as sentiment anal-
ysis.

1 Introduction

Word vector representations built from a large cor-
pus embed useful semantic and syntactic knowl-
edge. They can be used to measure the similar-
ity between words and can be applied to various
downstream tasks such as document classification
(Yang et al., 2016), conversation modeling (Ser-
ban et al., 2016), and machine translation (Neishi
et al., 2017). Most previous research for learning
the vectors focuses on English (Collobert and We-
ston, 2008; Mikolov et al., 2013b,a; Pennington
et al., 2014; Liu et al., 2015; Cao and Lu, 2017)
and thus leads to difficulties and limitations in

directly applying those techniques to a language
with a different internal structure from that of En-
glish.

The mismatch is especially significant for mor-
phologically rich languages such as Korean where
the morphological richness could be captured by
subword level embedding such as character em-
bedding. It has been already shown that decom-
posing a word into subword units and using them
as inputs improves performance for downstream
NLP such as text classification (Zhang et al.,
2015), language modeling (Kim et al., 2016), and
machine translation (Ling et al., 2015; Lee et al.,
2017). Despite their effectiveness in capturing
syntactic features of diverse languages, decom-
posing a word into a set of n-grams and learning
n-gram vectors does not consider the unique lin-
guistic structures of various languages. Thus, re-
searchers have integrated language-specific struc-
tures to learn word vectors, for example subchar-
acter components of Chinese characters (Yu et al.,
2017) and syntactic information (such as prefixes
or post-fixes) derived from external sources for
English (Cao and Lu, 2017).

For Korean, integrating Korean linguistic struc-
ture at the level of jamo, the consonants and vow-
els that are much more rigidly defined than En-
glish, is shown to be effective for sentence parsing
(Stratos, 2017). Previous work has looked at im-
proving the vector representations of Korean us-
ing the character-level decomposition (Choi et al.,
2017), but there is room for further investigation
because Korean characters can be decomposed to
jamos which are smaller units than the characters.

In this paper, we propose a method to integrate
Korean-specific subword information to learn Ko-
rean word vectors and show improvements over
previous baselines methods for word similarity,
analogy, and sentiment analysis. Our first contri-
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bution is the method to decompose the words into
both character-level units and jamo-level units and
train the subword vectors through the Skip-Gram
model. Our second major contribution is the Ko-
rean evaluation datasets for word similarity and
analogy tasks, a translation of the WS-353 with
annotations by 14 Korean native speakers, and
10,000 items for semantic and syntactic analogies,
developed with Korean linguistic expertise. Using
those datasets, we show that our model improves
performance over other baseline methods without
relying on external resources for word decomposi-
tion.

2 Related Work

2.1 Language-specific features for NLP

Recent studies in NLP field flourish with devel-
opment of various word vector models. Although
such studies aim for universal usage, distinct char-
acteristics of individual languages still remain as a
barrier for a unified model. The aforementioned
issue is even more prominent when it comes to
languages that have rich morphology but lack re-
sources for research (Berardi et al., 2015). Accord-
ingly, various studies dealing with language spe-
cific NLP technique proposed considering linguis-
tics traits in models.

A large portion of these papers was dedicated to
Chinese. Since Chinese is a logosyllabic language,
(Yu et al., 2017) relevant studies focused on in-
corporation of different subword level features on
word embedding, such as word internal structure
(Wang et al., 2017), subcharacter component,(Yu
et al., 2017), syllable (Assylbekov et al., 2017),
radicals (Yin et al., 2016), and sememe (Niu et al.,
2017).

The Korean language is a member of the agglu-
tinative languages (Song, 2006), so previous stud-
ies have tried fusing the complex internal structure
into the model. For example, a grammatical com-
position called ’Josa’ in combination with word
embedding is utilized in semantic role labeling
(Nam and Kim, 2016) and exploiting jamo to han-
dle morphological variation (Stratos, 2017). Also
considered in prior work to obtain the word vec-
tor presentations for Korean is the syllable (Choi
et al., 2017).

2.2 Subword features for NLP

Applying subword features to various NLP tasks
has become popular in the NLP field. Typically,

character-level information is useful when com-
bined with the neural network based models. (Va-
nia and Lopez, 2017; Assylbekov et al., 2017;
Cao and Lu, 2017) Previous papers showed per-
formance enhancement in various tasks includ-
ing language modeling (Bojanowski et al., 2017,
2015), machine translation (Ling et al., 2015),
text classification (Zhang et al., 2015; Ling et al.,
2015) and parsing (Yu and Vu, 2017). In addition,
the character n-gram fused model was suggested
as a solution for a small dataset due to its robust-
ness against data sparsity (Cao and Lu, 2017).

3 Model

We introduce our model training Korean word
vector representations based on a subword-level
information Skip-Gram. First, we briefly explain
the hierarchical composition structure of Korean
words to show how we decompose a Korean word
into a sequence of subword components (jamo).
Then, we extract character and jamo n-grams from
the decomposed sequence to compute word vec-
tors as a mean of the extracted n-grams. We train
the vectors by widely-used Skip-Gram model.

3.1 Decomposition of Korean Words

Korean words are formed by an explicit hierar-
chical structure which can be exploited for better
modeling. Every word can be decomposed into a
sequence of characters, which in turn can be de-
composed into jamos, the smallest lexicographic
units representing the consonants and vowels of
the language. Unlike English which has a more
flexible sequences of consonants and vowels mak-
ing up syllables (e.g., ”straight”), a Korean ”char-
acter” which is similar to a syllable in English has
a rigid structure of three jamos. They have names
that reflect the position in a character: 1) chosung
(syllable onset), 2) joongsung (syllable nucleus),
and 3) jongsung (syllable coda). The prefix cho in
chosung means ”first”, joong in joongsung means
”middle”, and jong in jongsung means ”end” of a
character. Each component indicates how the char-
acter should be pronounced. With the exception of
empty consonants, chosung and jongsung are con-
sonants while joongsung are vowels. The jamos
are written with the chosung on top, with joong-
sung on the right of or below chosung, and jong-
sung on the bottom (see Fig. 1).

As shown in the top of Fig. 1, some characters
such as ‘해Sun’ lack jongsung. In this case, we add
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(a) chosung (b) joongsung (c) jongsung

Figure 1: Example of the composition of a Korean
character. Each character is comprised of 3 parts as
shown in example of ’달Moon’. On the other hand,
as in the top case ’해Sun’, some characters lack the
last component, ’jongsung’.

an empty jongsung symbol e such that a charac-
ter always has three (jamos). Thus, the character
‘달Moon’ is decomposed into {ㄷ, ㅏ, ㄹ}, and
‘해Sun’ into {ㅎ,ㅐ, e}.

When decomposing a word, we keep the order
of the characters and the order of jamos (chosung,
joongsung, and jongsung) within the character. By
following this rule, we ensure that a Korean word
with N characters will have 3N jamos in order.
Lastly, the symbols for start of a word < and end of
a word > are added to the sequence. For example,
the word ‘강아지puppy’ will be decomposed to a
sequence of jamos: {<, ㄱ, ㅏ, ㅇ, ㅇ, ㅏ, e, ㅈ,
ㅣ, e, >}.

3.2 Extracting N-grams from jamo Sequence

We extract the following jamo-level and character-
level n-grams from the decomposed Korean
words: 1) character-level n-grams, and 2) inter-
character jamo-level n-grams. These two levels of
subword features can be successfully integrated
into jamo-level n-grams by ensuring a character
has three jamos, adding empty jongsung symbol
to the sequence. For better understanding, we start
with the word ‘먹었다ate’.
Character-level n-grams. Since we add the
empty jongsung symbol e when decomposing
characters, we can find jamo-level trigrams repre-
senting a single character in the decomposed jamo
sequence of a word. For example, there are three
character-level unigrams in the word ‘먹었다ate’:

{ㅁ,ㅓ,ㄱ}, {ㅇ,ㅓ,ㅆ}, {ㄷ,ㅏ, e}
Next, we find character-level n-grams by us-

ing the extracted unigrams. Adjacent unigrams
are attached to construct n-grams. There are two
character-level bigrams, and one trigram in the ex-
ample:

{ㅁ,ㅓ,ㄱ,ㅇ,ㅓ,ㅆ}, {ㅇ,ㅓ,ㅆ,ㄷ,ㅏ, e}
{ㅁ,ㅓ,ㄱ,ㅇ,ㅓ,ㅆ,ㅇ,ㅓ,ㅆ,ㄷ,ㅏ, e}
Lastly, we add the total jamo sequence of a word

including < and > to the set of extracted character-
level n-grams.
Inter-character jamo-level n-grams. Since Ko-
rean is a member of the agglutinative language,
a syntactic character is attached to the semantic
part in the word, and this generates many vari-
ations. These variations are often determined by
jamo-level information. For example, usage of the
subjective case ‘이’ or ‘가’ is determined by the
existence of jongsung in the previous character. In
order to learn these regularities, we consider jamo-
level n-grams across adjacent characters as well.
For instance, there are 6 inter-character jamo-level
trigrams in the example:

{<,ㅁ,ㅓ}, {ㅓ,ㄱ,ㅇ}, {ㄱ,ㅇ,ㅓ},
{ㅆ,ㄷ,ㅏ}, {ㅓ,ㅆ,ㄷ}, {ㅏ, e, >}

3.3 Subword Information Skip-Gram

Suppose the training corpus contains a sequence
of words {..., wt−2, wt−1, wt, wt+1, wt+2, ...}, the
Skip-Gram model maximizes the log probability
of context word wt+j under a target word wt:

1

T

T∑
t=1

2c∑
−c≤j≤c,j 6=0

log p(wt+j |wt) (1)

where c is the size of context window, t is to-
tal number of words in the corpus. The origi-
nal Skip-Gram model use softmax function out-
puts for log p(wt+j |wt) in Eq. 1, however, it re-
quires large computational cost. To avoid com-
puting softmax precisely, we approximately max-
imize the log probability by Noise Contrastive Es-
timation, and it can be simplified to the negative
sampling using the binary logistic loss:

log(1 + e−s(wt+j ,wt)) +

nc∑
n=1

log(1 + es(wt+j ,wn))

(2)
where nc is the number of negative samples,

and s(wt+j , wt) is a scoring function. The func-
tion computes the dot product between the input
of the target word vector wt and the output of the
context word vector wt+j . In Skip-Gram (Mikolov
et al., 2013a), an input of a word wt is uniquely as-
signed over the training corpus; however, the vec-
tor in the Subword Information Skip-Gram model
(Bojanowski et al., 2017) is the mean vector of the
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set of n-grams extracted from the word. Formally,
the scoring function s(wt, wt+j) is:

1

|Gt|

|Gt|∑
gt∈Gt

zTgtvt+j (3)

where the decomposed set of n-grams of wt is
Gt and its elements are gt, |Gt| is total number of
elements of Gt. In general, the n-grams for 3 ≤
n ≤ 6 is extracted from a word, regardless of the
subword-level or compositionality of a word.

Similarly, we construct a vector representation
of a Korean word by using the extracted two types
of n-grams. We compute the sum of jamo-level n-
grams, sum of character-level n-grams, and com-
pute mean of the vectors. Let us denote character-
level n-grams of wt to Gct, and inter-character
jamo-level n-grams Gjt, then we obtain the scor-
ing function s(wt, wt+j) as follows:

1

N
(

|Gct|∑
gct∈Gct

zTgctvt+j +

|Gjt|∑
gjt∈Gjt

zTgjtvt+j) (4)

where zgjt is the vector representation of the jamo-
level n-gram gjt, and zgct is that of the character-
level n-gram gct. N is sum of the number of
character-level n-grams and the number of inter-
character jamo-level n-grams |Gct|+ |Gjt|.

4 Experiments

4.1 Corpus
We collect a corpus of Korean documents from
various sources to cover a wide context of word
usages. The corpus used to train the models in-
clude: 1) Korean Wikipedia, 2) online news arti-
cles, and 3) Sejong Corpus. The corpus contains
0.12 billion tokens with 638,708 unique words.
We discard words that occur fewer than ten times
in the entire corpus. Details of the corpus are
shown in Table 1.
Korean Wikipedia. First, we choose Korean
Wikipedia articles1 for training word vector rep-
resentations. The corpus contains 0.4M articles,
3.3M sentences and 43.4M words.
Online News Articles. We collect online news ar-
ticles of 5 major press from following sections:
1) society, 2) politics, 3) economics, 4) foreign,
5) culture, 6) digital. The articles were published
from September to November, 2017. The corpus
contains 3.2M sentences and 47.1M words.

1https://dumps.wikimedia.org/kowiki/20171103/

# of
words

# of
sent-
ences

# of
unique
words

Wikipedia 43.4M 3.3M 299,528
Online News 47.1M 3.2M 282,955
Sejong Corpus 31.4M 2.2M 231,332
Total 121.9M 8.8M 638,708

Table 1: Number of tokens, sentences and unique
words of corpus used to train the word vector rep-
resentations. We aggregate three sources to make
the corpus containing 0.12 billions word tokens
with 0.6M unique words.

Sejong Corpus. This data is a publicly available
corpus2 which is collected under a national re-
search project named the “21st century Sejong
Project”. The corpus was developed from 1998 to
2007, and contains formal text (newpapers, dic-
tionaries, novels, etc) and informal text (transcrip-
tions of TV shows and radio programs, etc). Thus,
the corpus covers topics and context of language
usage which could not be dealt with Wikipedia or
news articles. We exclude some documents con-
taining unnatural sentences such as POS-tagged
sentences.

4.2 Evaluation Tasks and Datasets

We evaluate the performance of word vectors
through word similarity task and word analogy
task. However, to best of our knowledge, there is
no Korean evaluation dataset for either task. Thus
we first develop the evaluation datasets. We also
test the word vectors for sentiment analysis.

4.2.1 Word Similarity Evaluation Dataset
Translating the test set. We develop a Korean
version of the word similarity evaluation set. Two
graduate students who speak Korean as native lan-
guage translated the English word pairs in WS-353
(Finkelstein et al., 2001). Then, 14 Korean native
speakers annotated the similarity between pairs
by giving scores from 0 to 10 for the translated
pairs, following written instructions. The original
English instructions were translated into Korean
as well. Among the 14 scores for each pair, we
exclude the minimum and maximum scores and
compute the mean of the rest of the scores. The
correlation between the original scores and the an-
notated scores of the translated pairs is .82, which

2https://ithub.korean.go.kr/user/main.do
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indicates that the translations are sufficiently reli-
able. We attribute the difference to the linguistic
and cultural differences. We make the Korean ver-
sion of WS-353 publicly available.3

4.2.2 Word Analogy Evaluation Dataset
We develop the word analogy test items to evalu-
ate the performance of word vectors. The evalua-
tion dataset consists of 10,000 items and includes
5,000 items for evaluating the semantic features
and 5,000 for the syntactic features. We also re-
lease our word analogy evaluation dataset for fu-
ture research.

Semantic Feature Evaluation To evaluate the se-
mantic features of word vectors, we refer to the
English version of the word analogy test sets.
(Mikolov et al., 2013a; Gladkova et al., 2016). We
cover the features in both sets and translated items
into Korean. The items are clustered to five cate-
gories including miscellaneous items. Each cate-
gory consists of 1,000 items.

• Capital-Country (Capt.) includes two word
pairs representing the relation between the
country name and its capital:
아테네Athens : 그리스Greece = 바그다드Baghdad :

이라크Iraq

• Male-Female (Gend.) evaluates the relation
between male and female:
왕자prince:공주princess =신사gentlemen:숙녀ladies

• Name-Nationality (Name) evaluates the rela-
tion between the name of celebrities or stars
and their nationality:
간디Gandhi :인도India =링컨Lincoln :미국USA

• Country-Language (Lang.) evaluates the re-
lation between the country name and its offi-
cial language:
아르헨티나Argentina :스페인어Spanish =미국USA :

영어English

• Miscellaneous (Mics.) includes various se-
mantic features, such as pairs of a young an-
imals, sound of animals, and Korean-specific
color-words or regions, etc..
개구리Frog :올챙이tadpole =말horse :망아지pony

닭chicken:꼬꼬댁cackling=호랑이tiger:으르렁growl

파란blue:새파란bluish=노란yellow:샛노란yellowish

부산Busan :경상남도South Gyeongsang Province

=대구Daegu :경상북도North Gyeongsang Province

Syntactic Feature Evaluation We define five
representative syntactic categories and develop

3https://github.com/SungjoonPark/KoreanWordVectors

Korean-specific test items, rather than trying to
cover the existing categories in the original sets
(Mikolov et al., 2013a; Gladkova et al., 2016).
This is because most of the syntactic features in
these sets are not available in Korean.

We develop the test set with linguistic expert
knowledge of Korean. The following case is a
good example. In Korean, the subject marker is at-
tached to the back of a word, and other case mark-
ers are also explicit at the word level. Here, word
level refers to ‘a phrase delimited by two whites-
paces around it’. Unlike Korean, in English, sub-
jects are determined by the position in a sentence
(i.e., subject comes before the verb), so the case is
not explicitly marked in the word. Similarly, there
are other important and unique syntactic features
of the Korean language, of which we choose the
following five categories to evaluate the word vec-
tors:

• Case contains various case markers attached
to common nouns. This evaluates a case in
Korean which is represented within a word-
level:
교수Professor :교수가Professor+case가

=축구soccer :축구가soccer+case가

• Tense includes a verb variation of two tenses,
one of which is a present tense and a past
tense for the other:
싸우다fight :싸웠다fought =오다come :왔다came

• Voice has a pair of verb voice, one for an ac-
tive voice and a passive voice for the other. It
evaluates the voice which is represented by a
verbal suffix:
팔았다sold :팔렸다be sold

=평가했다evaluated :평가됐다was evaluated

• Verb ending form includes various verb end-
ing forms. The various forms are part of ver-
bal inflection in Korean:
가다go :가고go+form고

=쓰다write :쓰고write+form고

• Honorific (Honr.) evaluates a morphological
variation for verbs in Korean. An honorific
expression is one of the most distinctive fea-
ture in Korean compared to other languages.
This test set introduces the honorific mor-
pheme ‘-시-’ which is used in verbs:
도왔다helped :도우셨다helped+honorific시

=됐다done :되셨다done+honorific시

4.2.3 Sentiment Analysis
We perform a binary sentiment classification task
for evaluation of word vectors. Given a sequence
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of words, the trained classifier should predict the
sentiment from the inputs while maintaining the
input word vectors fixed.
Dataset We choose Naver Sentiment Movie Cor-
pus4. Scraped from Korean portal site Naver, the
dataset contains 200K movie reviews. Each review
is no longer than 140 characters and contain bi-
nary label according to its sentiment (1 for posi-
tive and 0 for negative). The number of samples
in both sentiments is equal with 100K of positives
and 100K of negatives in sum. We sample from
the dataset for training (100K), validation (25K),
and test set (25K). Again, each set’s ratio of sen-
timent class is balanced. Although we apply sim-
ple preprocessing of stripping out punctuation and
emoticon, the dataset is still noisy with typos, seg-
mentation errors and abnormal word usage since
its original source is raw comments from portal
site.

Classifier In order to build sentiment classifier,
we adopt single layer LSTM with 300 hidden
units and 0.5 dropout rates. Given the final state
of LSTM unit, sigmoid activation function is ap-
plied for output prediction. We use cross-entropy
loss and optimize parameters through Adam opti-
mizer (Kingma and Ba, 2014) with learning rate
of 0.001.

4.3 Comparison Models

We compare performance of our model to compar-
ison models including word-level, character-level,
and jamo-level Skip-Gram models trained by neg-
ative sampling. Hyperparameters of each models
are tuned over word similarity task. We fix the
number of training epochs 5.
Skip-Gram (SG) We first compare the per-
formance with word-level Skip-Gram model
(Mikolov et al., 2013a) where a unique vector is
assigned for every unique words in the corpus. We
set the number of dimensions as 300, number of
negative samples to 5, and window size to 5.
Character-level Skip-Gram (SISG(ch)) splits
words to character-level n-grams based on sub-
word information skip-gram. (Bojanowski et al.,
2017). We set the number of dimensions as 300,
number of negative samples to 5, and window size
to 5. The n was set to 2-4.
Jamo-level Skip-Gram with Empty Jongsung
Symbol (SISG(jm)) splits words to jamo-level n-
grams based on subword information skip-gram.

4https://github.com/e9t/nsmc
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Figure 2: Spearman’s correlation coefficient of
word similarity task for each models. The results
show higher consistency to human word similarity
judgment on our method.

(Bojanowski et al., 2017). In addition, if a charac-
ter lacks jongsung, the symbol e is added. We set
the number of dimensions as 300, number of neg-
ative samples to 5, and window size to 5. The n
was set to 3-6. Note that setting n=3-6 and adding
the jongsung symbol makes this model as a spe-
cific case of our model, containing jamo-level n-
grams (n=3-6) and character-level n-grams (n=1-
2) as well.

4.4 Optimization

In order to train our model, we apply stochastic
gradient descent with linearly scheduled learning
rate decay. Initial learning rate is set to .025. To
speed up the training, we train the vectors in par-
allel with shared parameters, and they are updated
asynchronously.

For our model, we set n of character n-grams
to 1-4 or 1-6, and n of inter-character jamo-
level n-grams to 3-5. We name both model as
SISG(ch4+jm) and SISG(ch6+jm), respectively.
The number of dimension is set to 300, window
size to 5, and negative samples to 5. We train our
model 5 epochs over training corpus.

5 Results

Word Similarity. We report Spearman’s correla-
tion coefficient between the human judgment and
model’s cosine similarity for the similarity of word
pairs. Fig. 2 presents the results. For word-level
skip-gram, Spearman’s correlation is .599. If we
decompose words into characters n-grams in or-
der to construct word vectors (SISG(Ch)), perfor-
mance is highly improved to .658. It indicates that
decomposing words itself is helpful to learn good
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Model
Analogy
Semantic Syntactic
Capt Gend Name Lang Misc Case Tense Voice Form Honr

SG 0.460 0.551 0.537 0.435 0.574 0.521 0.597 0.594 0.685 0.634
SISG(ch) 0.469 0.584 0.608 0.439 0.614 0.422 0.559 0.550 0.656 0.489
SISG(jm) 0.442 0.515 0.574 0.362 0.565 0.228 0.421 0.434 0.537 0.367
SISG(ch4+jm) 0.431 0.504 0.570 0.361 0.556 0.212 0.415 0.434 0.501 0.364
SISG(ch6+jm) 0.425 0.498 0.561 0.354 0.554 0.210 0.414 0.426 0.507 0.367

Table 2: Performance of our method and comparison models. Average cosine distance for each category
in word analogy task are reported. Overall, our model outperforms comparison models, showing close
distance between predicted vector a+ b− c and the target vector d (a:b=c:d). Specifically, performance
is improved more in syntactic analogies.

Korean word vectors, which is morphologically
rich language. Moreover, if the words are decom-
posed to deeper level (SISG(jm)), performance is
further improved to .671.

Next, addition of an empty jongsung sym-
bol e to jamo sequence, which reflects Korean-
specific linguistic regularities, improves the qual-
ity of word vectors. SISG(jm), specific case of our
model, shows higher correlation coefficient than
the other baselines. Lastly, when we extend num-
ber of characters to learn in a word to 4 or 6, our
models outperform others.
Word Analogy. In general, given an item a:b=c:d
and corresponding word vectors ua, ub, uc, ud, the
vector ua+ub−uc is used to compute cosine dis-
tances between the vector and the others. Then the
vectors are ranked in terms of the distance by as-
cending order and if the vector ud is found at the
top, the item is counted as correct. Top 1 accuracy
or error rate for each category is frequently used
metric for this task, however, in this case these
rank-based measures may not be an appropriate
measure since the total number of unique n-grams
(e.g., SISG) or unique words (e.g., SG) over the
same corpus largely differ from each other. For fair
comparison, we directly report cosine distances
between the vector ua + ub − uc and ud of each
category, rather than evaluating ranks of the vec-
tors. Formally, given an item a:b=c:d, we compute
3COSADD based metric:

1− cos(ua + ub − uc,ud) (5)

We report the average cosine distance between
predicted vector ua + ub − uc and target vector
ud of each category.

In semantic analogies, decomposing word into
character helps little for learning semantic fea-

tures. However, jamo-level n-grams help repre-
senting overall semantic features and our model
show higher performance compared to baseline
models. One exception is Name-Nationality cat-
egory since it mainly consists of items including
proper nouns, and decomposing these nouns does
not help learning the semantic feature of the word.
For example, it is obvious that the semantic fea-
tures of both words ‘간디Ghandi’ and ‘인도India’
could not be derived from that of characters or
jamo n-grams comprising those words.

On the other hand, decomposing words does
help to learn syntactic features for all categories,
and decomposing a word to even deeper levels
makes learning those features more effectively.
Our model outperforms all other baselines, and
the amount of decreased cosine distances com-
pared to that of word-level Skip-Gram is larger
than semantic categories. Korean language is ag-
glutinative language that character-level syntactic
affixes are attached to the root of the word, and
the combination of them determines final form
the word. Also, the form can be reduced with
jamo-level transformation. This is the main rea-
son that we can learn syntactic feature of Korean
words if we decompose a word into character-level
and jamo-level simultanously. We observe similar
tendency when using 3COSMUL distance metric.
(Levy and Goldberg, 2014)

Sentiment Analysis. We report accuracy, loss,
precision, recall and f1 score for binary sentiment
classification task over test set. Although overall
performance is homogeneous, our method which
decompose a word to 1-6 character n-grams and 3-
5 jamo n-grams show slightly higher performance
over comparison models. In addition, our ap-
proach show better results compared to character-
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Model
Acc.
(%)

Prc. Rec. F1

SG 76.15 .746 .792 .768
SISG(ch) 76.26 .774 .741 .757
SISG(jm) 76.53 .790 .722 .754
SISG(ch4+jm) 76.28 .755 .776 .765
SISG(ch6+jm) 76.54 .750 .795 .772

Table 3: Performance of sentiment classification
task. 3-5 jamo n-grams and 1-6 chracter n-grams
show slightly higher performance in terms of ac-
curacy and f1-score over comparison models.

Word Sim.
# of chars

4 5 6 all

# of
jamos

2-4 0.660 0.655 0.659 0.651
3-4 0.660 0.650 0.652 0.660
3-5 0.677 0.672 0.677 0.675
3-6 0.665 0.663 0.664 0.669

Table 4: Spearman’s correlation coefficient of
Word similarity task by n-gram of jamos and char-
acters. Performance are improved when the 3-5
gram of jamos and 1-4 or 1-6 gram of characters.

level SISG or jamo-level SISG. On the other hand,
word-level Skip-Gram show comparable F1-score
to our model, and is even higher than other com-
parison models. This is because the dataset con-
tains significant amount of proper nouns, such as
movie or actor names, and these word’s semantic
representations are captured better by word-level
representations, as shown in word analogy task.

Effect of Size n in both n-grams. Table. 4 shows
performance of word similarity task for each
number of inter-character jamo-level n-grams and
character-level n-grams. For the n of jamo-level n-
grams, including n=5,6 of n-grams and excluding
bigrams show higher performance. Meanwhile, n
of character-level n-grams, including all of the
character n-grams while decomposing a word does
not guarantee performance improvement. Since
most of the Korean word consists of no more than
6 characters (97.2% of total corpus), it seems max-
imum number of n=6 in character n-gram is large
enough to learn word vectors. In addition, words
with no more than 4 characters takes 82.6% of to-
tal corpus, so that n=4 sufficient to learn character
n-grams as well.

6 Conclusion and Discussions

In this paper, we present how to decompose a
Korean character into a sequence of jamos with
empty jongsung symbols, then extract character-
level n-grams and intercharacter jamo-level n-
grams from that sequence. Both n-grams construct
a word vector representation by computing the av-
erage of n-grams, and these vectors are trained
by subword-level information Skip-Gram. Prior to
evaluating the performance of the vectors, we de-
veloped test set for word similarity and word anal-
ogy tasks for Korean.

We demonstrated the effectiveness of the
learned word vectors in capturing the seman-
tic and syntactic information by evaluating these
vectors with word similarity and word analogy
tasks. Specifically, the vectors using both jamo and
character-level information can represent syntac-
tic features more precisely even in an agglutina-
tive language. Furthermore, sentiment classifica-
tion results of our work indicate that the represen-
tative power of the vectors positively contributes
to downstream NLP task.

Decomposing Korean word into jamo-level or
character unigram helps capturing syntactic infor-
mation. For example, Korean words add a charac-
ter to the root of the word (e.g., ‘-은’ subjective
case, ‘-었’ for past tense ‘-시-’ for honorific, ‘-히-
’ for voice, and ‘-고-’ for verb ending form.) Then
composed word can be reduced to have fewer
characters by transforming jamos, such as ‘되었
다’ to ‘됐다’. Hence, the inter-character jamo-
level n-grams also help capture these features. On
the other hand, larger n-grams such as character-
level trigram will learn unique meaning of that
word since those larger component of the word
will mostly occur with that word. By leveraging
both features, our method produces word vectors
reflecting linguistic features effectively, and thus,
outperforms previous word-level approaches.

Since Korean words are divisible once more
into grapheme level, resulting in longer sequence
of jamos for a given word, we plan to explore
potential applicability of deeper level of subword
information in Korean. Meanwhile, we will fur-
ther train our model over noisy data and investi-
gate how it is dealing with noisy words. Generally,
informal Korean text contains intentional typos
(‘맛잇다‘delicious’ with typo’), stand-alone jamo as a
character, (‘ㅋㅋlol’) and segmentation errors. (‘같
이가다‘go together’ without space’). Since these errors
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occur frequently, it is important to apply the vec-
tors in training NLP models over real-word data.
We plan to apply these vectors for various neu-
ral network based NLP models, such as conversa-
tion modeling. Lastly, since our method can cap-
ture Korean syntactic features through jamo and
character n-grams, we can apply the same idea to
other tasks such as POS tagging and parsing.
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