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Abstract

Pew research polls report 62 percent of
U.S. adults get news on social media (Got-
tfried and Shearer, 2016). In a December
poll, 64 percent of U.S. adults said that
“made-up news” has caused a “great deal
of confusion” about the facts of current
events (Barthel et al., 2016). Fabricated
stories in social media, ranging from de-
liberate propaganda to hoaxes and satire,
contributes to this confusion in addition to
having serious effects on global stability.

In this work we build predictive models to
classify 130 thousand news posts as sus-
picious or verified, and predict four sub-
types of suspicious news – satire, hoaxes,
clickbait and propaganda. We show that
neural network models trained on tweet
content and social network interactions
outperform lexical models. Unlike previ-
ous work on deception detection, we find
that adding syntax and grammar features
to our models does not improve perfor-
mance. Incorporating linguistic features
improves classification results, however,
social interaction features are most in-
formative for finer-grained separation be-
tween four types of suspicious news posts.

1 Introduction

Popular social media platforms such as Twitter
and Facebook have proven to be effective chan-
nels for disseminating falsified information, un-
verified claims, and fabricated attention-grabbing
stories due to their wide reach and the speed at
which this information can be shared. Recently,
there has been an increased number of disturbing
incidents of fabricated stories proliferated through

social media having a serious impact on real-world
events (Perrott, 2016; Connolly et al., 2016)

False news stories distributed in social me-
dia vary depending on the intent behind falsifica-
tion. Unlike verified news, suspicious news tends
to build narratives rather than report facts. On
one extreme is disinformation which communi-
cates false facts to deliberately deceive readers or
promote a biased agenda. These include posts
generated and retweeted from propaganda and
so-called clickbait (“eye-catching” headlines) ac-
counts. The intent behind propaganda and click-
bait varies from opinion manipulation and atten-
tion redirection to monetization and traffic attrac-
tion. Hoaxes are another type of disinformation
that aims to deliberately deceive the reader (Tam-
buscio et al., 2015; Kumar et al., 2016). On the
other extreme is satire, e.g., @TheOnion, where
the writer’s primary purpose is not to mislead the
reader, but rather entertain or criticize (Conroy
et al., 2015). However, satirical news and hoaxes
may also be harmful, especially when they are
shared out of context (Rubin et al., 2015).

Our novel contributions in this paper are
twofold. We first investigate several features
and neural network architectures for automatically
classifying verified and suspicious news posts, and
four sub-types of suspicious news. We find that
incorporating linguistic and network features via
a “late fusion” technique boosts performance. We
then investigate differences between verified and
suspicious news tweets by conducting a statistical
analysis of linguistic features in both types of ac-
count. We show significant differences in use of
biased, subjective language and moral foundations
behind suspicious and trustworthy news posts.

Our analysis and experiments rely on a large
Twitter corpus1 collected during a two-week pe-

1Data available at: http://www.cs.jhu.edu/∼svitlana/
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TYPE NEWS POSTS RTPA EXAMPLES
Propaganda 99 56,721 572 ActivistPost
Satire 9 3,156 351 ClickHole
Hoax 8 4,549 569 TheDcGazette
Clickbait 18 1,366 76 chroniclesu
Verified 166 65,792 396 USATODAY

Table 1: Twitter dataset statistics: news accounts, posts and
retweets per account (RTPA).

riod around terrorist attacks in Brussels in 2016.
Our method of collection ensures that our models
learn from verified and suspicious news within a
predefined timeframe, and further ensures homo-
geneity of deceptive texts in length and writing
manner (Rubin et al., 2015).

Several tools have been recently developed to
verify and reestablish trusted sources of informa-
tion online e.g., Google fact checking (Gindras,
2016) and Facebook repost verification (Mosseri,
2016). These projects, among others, teach news
literacy2 and contribute to fact-checking online.3

We believe our models and novel findings on lin-
guistic differences between suspicious and ver-
ified news will contribute to these fact-checking
systems, as well as help readers to judge the accu-
racy of information they consume in social media.

2 Data

Suspicious News We relied on several public re-
sources that annotate suspicious Twitter accounts
or their corresponding websites as propaganda,
hoax, clickbait and satire. They include propa-
ganda accounts identified by PropOrNot,4 satire,
clickbait and hoax accounts.5 In total we collected
174 suspicious news accounts.6 In addition, we
manually confirmed that accounts and their cor-
responding webpages labeled by PropOrNot have
one or more signs of propaganda listed below: (a)
tries to persuade; (b) influences the specific emo-
tions, attitudes, opinions, and actions; (c) target
audiences for political, ideological, and religious
purposes; and (d) contains selectively-omitting
and one-sided messages.

Figure 1 presents a communication network be-
tween verified and suspicious news accounts. We
observe that verified accounts are connected to

2News Literacy: http://www.thenewsliteracyproject.org/
3Fact checking: http://reporterslab.org/fact-checking/

Hoaxy: http://hoaxy.iuni.iu.edu/
4Propaganda: http://www.propornot.com/p/the-list.html
5http://www.fakenewswatch.com/
6To ensure the quality of suspicious account labels we

manually verified them.
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Figure 1: Communication network (@mention) among ver-
ified (blue), propaganda (pink), and clickbait (orange) ac-
counts (no shared edges with Hoax and Satire accounts).

(via RTs and mentions) some suspicious news ac-
counts – clickbaits and propaganda.
Verified News We manually constructed a list of
252 “trusted” news accounts that tweet in English
and checked whether they are verified on Twitter.
We release the final verified list of trusted and sus-
picious news accounts used in our analysis.7

Tweet Corpus We query the Twitter firehose from
Mar 15 to Mar 29 2016 – one week before and af-
ter Brussels bombing on Mar 22 2016 for 174 sus-
picious and 252 verified news accounts. We col-
lected retweets generated by any user that men-
tions one of these accounts and assign the cor-
responding label propagated from suspicious or
trusted news.8 We de-duplicated, lowercased, and
tokenized these posts and applied standard NLP
preprocessing. We extracted part-of-speech tags
and dependency parses for 130 thousand tweets
using SyntaxNet (Petrov, 2016).

3 Models

We propose linguistically-infused neural network
models to classify social media posts retweeted
from news accounts into verified and suspicious
categories – propaganda, hoax, satire and click-
bait. Our models incorporate tweet text, social
graph, linguistic markers of bias and subjectiv-
ity, and moral foundation features. We experiment
with several baseline models, and develop neural
network architectures presented in Figure 2 in the

7The lists of verified and suspicious news:
http://www.cs.jhu.edu/∼svitlana/TwitterList

8Suspicious news annotations should be done on a tweet
rather than an account level. However, these annotations are
extremely costly and time consuming.
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Keras framework.9 We rely on state-of-the-art lay-
ers effectively used in text classification – Long
Short-Term Memory (LSTM) and Convolutional
Neural Networks (CNN) (Johnson and Zhang,
2014; Zhang and Wallace, 2015). The content sub-
network consists of an embedding layer and either
(a) one LSTM layer or (b) two 1-dimensional con-
volution layers followed by a max-pooling layer.

We initialize our embedding layer with pre-
trained GloVe embeddings (Pennington et al.,
2014). The social graph sub-network is a sim-
ple feed-forward network that takes one-hot vec-
tors of user interactions, e.g. @mentions, as in-
put. We are careful to exclude source @mentions
from these vectors, as these were used to derive
labels for our networks and would likely lead to
overfitting. In addition to content and network
signals, we incorporate other linguistic cues into
our networks. For this we rely on the “late fu-
sion” approach that has been shown to be effec-
tive in vision tasks (Karpathy et al., 2014; Park
et al., 2016). “Fusion” allows for a network to
learn a combined representation of multiple input
streams. This fusion can be done early (in the
feature extraction layers) or later (in the later ex-
traction layers, or in classification layers). In our
case, we use fusion as a technique for training net-
works to learn how to combine data representa-
tions from different modalities (network and text
features) to boost performance. We train our mod-
els for 10 epochs using the ADAM optimization
algorithm, and evaluate them using 10 fold cross-
validation (Kingma and Ba, 2014).

Baselines We compare our neural network ar-
chitectures to several baselines. Word- and
document-level embeddings have been shown to
be effective as input to simpler classifiers. We
experiment with several feature inputs for test-
ing baseline classifiers: (a) TFIDF features, (b)
Doc2Vec vectors and (c) Doc2Vec or TFIDF fea-
tures concatenated with linguistic or network fea-
tures. In the case of Doc2Vec features, we induce
200-dimensional vectors for each tweet using the
gensim library,10 training for 15 epochs.

Bias cues Inspired by earlier work on identifying
biased language on Wikipedia (Recasens et al.,
2013) we extract hedges (expressions of tenta-
tiveness and possibility) (Hyland, 2005), assertive
verbs (the level of certainty in the complement

9Keras: https://keras.io/
10https://radimrehurek.com/gensim/models/doc2vec.html

LSTM/ 
Convolutional 

Layer (100 units)

Embedding 
Layer 

(200 units)

Input Word 
Sequences

Dense Layer 
(100 units)

Probability Activation  
Layer (sigmoid/softmax)

Final Output Probabilities

…
}

…

}

}

}

}

…
…}Dense Layer 

(100 units)

…}Dense Layer 
(100 units)

}Network/ 
Linguistic 

Cues

…
} Tensor Concatenation

} Dense Layer (100 units)

Figure 2: Neural network architecture for news classification
fused with social network and linguistic cues.

clause) (Hooper, 1975), factive verbs (presuppose
the truth of their complement clause) (Kiparsky
and Kiparsky, 1968), implicative verbs (imply the
truth or untruth of their complement) (Karttunen,
1971) and report verbs (Recasens et al., 2013)
from preprocessed tweets.

Subjectivity cues We rely on external publicly
available subjectivity, and positive and negative
opinion lexicons to extract strongly and weakly
subjective words (Riloff and Wiebe, 2003), posi-
tive and negative opinion words (Liu et al., 2005).

Psycholinguistic cues In addition to biased and
subjective language cues, we extract Linguistic In-
quiry Word Count (LIWC) features (Pennebaker
et al., 2001) to capture additional signals of per-
suasive and biased language in tweets. LIWC fea-
tures have been successfully used for deception
detection before (Hancock et al., 2007; Vrij et al.,
2007; Mihalcea and Strapparava, 2009). For ex-
ample, persuasive language cues in LIWC include
statistics and factual data, rhetorical questions, im-
perative commands, personal pronouns, and emo-
tional language. Additional biased language cues
captured by LIWC are quotations, markers of cer-
tainty, inclusions and conjunctions. Extra subjec-
tive language cues in LIWC cover positive and
negative emotion and anxiety words.

Moral foundation cues According to Haidt and
Graham (2007); Graham et al. (2009), there is a
small number of basic widely supported moral val-
ues, and people differ in the way they endorse
these values. Moral foundations include care and
harm, fairness and cheating, loyalty and betrayal,
authority and subversion, and purity and degrada-
tion. We hypothesize that suspicious news could
appeal to specific moral foundations of their read-
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ers in a way that is distinct from verified news ac-
counts. Thus, they could help in predicting veri-
fied vs. suspicious news, as well as different sus-
picious news types.

4 Results

4.1 Classification

Table 2 presents classification results for Task 1
(binary) – suspicious vs. verified news posts and
Task 2 (multi-class) – four types of suspicious
tweets e.g., propaganda, hoaxes, satire and click-
bait. We report performance for different model
and feature combinations.

We find that our neural network models (both
CNNs and RNNs) significantly outperform logis-
tic regression baselines learned from all feature
combinations.11 The accuracy improvement for
the binary task is 0.2 and F1-macro boost for the
multi-class task is 0.07. We also observe that
all models learned from network and tweet text
signals outperform models trained exclusively on
tweets. We report 0.05 accuracy improvement for
Task 1, and 0.02 F1 boost for Task 2. Adding lin-
guistic cues to basic tweet representations signifi-
cantly improves results across all models. Finally,
by combining basic content with network and lin-
guistic features via late fusion, our neural network
models achieve best results in binary experiments.
Interestingly, models perform best in the multi-
class case when trained on tweet embeddings and
fused network features alone. We report 0.95 ac-
curacy when inferring suspicious vs. verified news
posts, and 0.7 F1-macro when classifying types of
suspicious news.

Syntax and grammar features have been pre-
dictive of deception in the product review do-
main (Feng et al., 2012; Pérez-Rosas and Mihal-
cea, 2015). However, unlike earlier work we find
that fusing these features into our models signifi-
cantly decreases performance – by 0.02 accuracy
for the binary task and 0.02 F1 for multi-class.
This may be explained by the domain differences
between reviews and tweets which are shorter,
more noisy and difficult to parse.

4.2 Linguistic Analysis

We measure statistically significant differences in
linguistic markers of bias, subjectivity and moral

11We experimented with other baseline models, such as
Random Forest, but found negligible difference between
these results and those obtained via logistic regression.

BINARY MULTI-CLASS
Features A ROC AP F1 F1 macro

BASELINE 1: LOGISTIC REGRESSION (DOC2VEC)
Tweets 0.65 0.70 0.68 0.82 0.40
+ network 0.72 0.80 0.82 0.88 0.57
+ cues 0.69 0.74 0.73 0.83 0.46
ALL 0.75 0.84 0.84 0.88 0.59

BASELINE 2: LOGISTIC REGRESSION (TFIDF)
Tweets 0.72 0.81 0.81 0.84 0.48
+ network 0.78 0.87 0.88 0.88 0.59
+ cues 0.75 0.85 0.85 0.86 0.49
ALL 0.79 0.88 0.89 0.89 0.59

RECURRENT NEURAL NETWORK
Tweets 0.78 0.87 0.88 0.90 0.63
+ network 0.83 0.91 0.92 0.92 0.71
+ cues 0.93 0.98 0.99 0.90 0.63
+ syntax 0.93 0.96 0.96 0.90 0.64
ALL 0.95 0.99 0.99 0.91 0.66

CONVOLUTIONAL NEURAL NETWORK
Tweets 0.76 0.85 0.87 0.91 0.63
+ network 0.81 0.9 0.91 0.92 0.70
+ cues 0.93 0.98 0.98 0.90 0.61
ALL 0.95 0.98 0.99 0.91 0.64

Table 2: Classification results: predicting suspicion and ver-
ified posts reported as A – accuracy, AP – average precision,
ROC – the area under the receiver operator characteristics
curve, and inferring types of suspicious news reported using
F1 micro and F1 macro scores.

foundations across different types of suspicious
news, and contrast them with verified news us-
ing resources described in Section 3. These novel
findings presented in Table 3 provide deeper un-
derstanding of model performance in Table 2.

Verified news tweets contain significantly less
bias markers, hedges and subjective terms and less
harm/care, loyalty/betrayal and authority moral
cues compared to suspicious news tweets. Satir-
ical news are the most different from propaganda
and hoaxes; and propaganda, hoax and clickbait
news are the most similar based on moral, bias and
subjectivity cues.

Propaganda news target morals more than satire
and hoaxes, but less than clickbait. Satirical news
contains more loyalty and less betrayal morals
compared to propaganda, hoaxes and clickbait
news. Propaganda news target authority more than
satire and hoaxes, and fairness more than satire.

Hoaxes and propaganda news contain signifi-
cantly less bias markers (e.g, hedging, implica-
tive and factive verbs) compared to satire. How-
ever, propaganda and clickbait news contain sig-
nificantly more factive verbs and bias language
markers compared to hoaxes. Satirical news use
significantly more subjective terms compared to
other news, while clickbait news use more subjec-
tive cues than propaganda and hoaxes.
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CUES V↔ F P↔ S P↔ H P↔ C S↔ H S↔ C H↔ C
MORAL FOUNDATION CUES

Harm 2.1↓↓↓ 2.8 2.8↑ 2.1 – – 2.0↓↓ 2.6 – –
Care 5.8↓↓↓ 9.0 9.4↑↑↑ 6.3 9.4↑↑↑ 5.1 9.4↓ 11.3 – 6.3↓↓↓ 11.3 5.1↓↓↓ 11.3
Fairness – 0.8↑ 0.4 – – – 0.4↓ 1.0 –
Cheating 0.3↑ 0.2 – – – – – –
Loyalty 2.1↓↓↓ 2.5 2.2↓↓↓ 7.6 – – 7.6↑↑↑ 2.0 7.6↑↑↑ 2.3 –
Betrayal 1.7↓↓↓ 3.1 3.4↑↑↑ 0.2 3.4↑↑↑ 2.2 – 0.2↓↓↓ 2.2 0.2↓↓↓ 3.0 –
Authority 2.4↓↓↓ 2.9 3.0↑ 2.1 3.0↑ 2.3 – – – –

BIASED LANGUAGE CUES
Assertive 12.6↓↓↓ 13.8
Bias 142.6↓↓↓ 164.4 – 165.5↑↑↑ 148.8 – 165↑↑↑ 148.8 – 148.8↓↓167.1
Factive 4.9↓↓↓ 5.5 5.5↓ 6.3 5.5↑ 4.7 5.5↓ 6.8 6.3↑ 4.7 – 4.7↓↓ 6.8
Hedges 14.2↓↓↓ 15.7 15.6↓↓↓ 20.0 – – 20↑↑↑ 15.8 20↑↑↑ 13.4 –
Implicative 7.6↓↓↓ 8.9 8.6↓↓↓ 15.2 – – 15.2↑↑↑ 8.8 15.2↑↑↑ 8.3 –
Report 30↓↓↓ 34.5 34.3↓ 36.0 – – – – –

SUBJECTIVE LANGUAGE CUES
Subjective 28.8↓↓↓ 32.8 32.6↓↓↓ 39.5 – – 39.5↑↑↑ 30.9 39.5↑↑↑ 32.5 –
Strong Subj 23.5↓↓↓ 25.3 24.8↓↓↓ 31.5 24.8↓↓↓ 26.3 24.8↓↓↓ 27.5 31.5↑↑↑ 26.3 – –
Weak Subj 24.8↓↓↓ 30.8 31.2↓↓↓ 32.8 31.2↑↑↑ 24.1 – 32.8↑↑↑ 24.1 32.8↑↑ 30.7 24.1↓↓↓ 30.7

Table 3: Linguistic analysis of moral foundations, bias and subjective language shown as the percentage of tweets with one
or more cues across verified (V) and suspicious (F) news – propaganda (P), hoaxes (H), satire (S) and clickbait (C). We report
only statistically significant differences: p-value ≤ 0.05↑, ≤ 0.01↑↑, ≤ 0.001↑↑↑ estimated using the Mann-Whitney U test.
Subjective lexicon is from (Liu et al., 2005), weekly and strongly subjective terms are from (Riloff and Wiebe, 2003).
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Figure 3: The most popular retweets over time across suspicious news types in contrast to rumors.

4.3 Suspicious News Retweet Patterns

In addition to contrasting linguistic realizations
behind different types of suspicious news on Twit-
ter, we are interested in qualitatively evaluating
differences in retweet patterns across suspicious
news types (Lumezanu and Klein, 2012; Men-
doza et al., 2010; Kumar et al., 2016). Figure 3
presents top retweeted tweets over time across
three types of suspicious news – hoaxes, propa-
ganda, and clickbaits and contrasts them to well-
studied retweeting behaviors of rumors. We ob-
serve that users retweeting propaganda, clickbaits
and hoaxes send high volumes of tweets over short
periods of time. Rumors12 are less spiky but active
over significantly longer periods of time compared
to other suspicious news. We also notice that ru-
mors and propaganda contain the majority of top-
ics related to Brussels bombing, but clickbaits and
hoaxes promote very divergent set of topics.

12We identified rumors relevant to Brussels bombing:
http://www.cs.jhu.edu/∼svitlana/BrusselsRumorList

5 Summary

We built linguistically-infused neural network
models that jointly learn from tweet content and
social network interactions to classify suspicious
and verified news tweets and infer specific types of
suspicious news. Future work may focus on utiliz-
ing more sophisticated discourse and pragmatics
features, and inferring degrees of credibility. We
hope our findings on bias and subjectivity in suspi-
cious news will help readers to better judge about
credibility of news in social media.
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