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Abstract

Relation classification is an important se-
mantic processing task in the field of nat-
ural language processing (NLP). State-of-
the-art systems still rely on lexical re-
sources such as WordNet or NLP systems
like dependency parser and named entity
recognizers (NER) to get high-level fea-
tures. Another challenge is that important
information can appear at any position in
the sentence. To tackle these problems,
we propose Attention-Based Bidirectional
Long Short-Term Memory Networks(Att-
BLSTM) to capture the most important se-
mantic information in a sentence. The ex-
perimental results on the SemEval-2010
relation classification task show that our
method outperforms most of the existing
methods, with only word vectors.

1 Introduction

Relation classification is the task of finding seman-
tic relations between pairs of nominals, which is
useful for many NLP applications, such as infor-
mation extraction (Wu and Weld, 2010), question
answering (Yao and Van Durme, 2014). For in-
stance, the following sentence contains an exam-
ple of the Entity-Destination relation between the
nominals Flowers and chapel.
⟨e1⟩ Flowers ⟨/e1⟩ are carried into the ⟨e2⟩

chapel ⟨/e2⟩.
⟨e1⟩, ⟨/e1⟩, ⟨e2⟩, ⟨/e2⟩ are four position indica-

tors which specify the starting and ending of the
nominals (Hendrickx et al., 2009).

Traditional relation classification methods that
employ handcrafted features from lexical re-
sources, are usually based on pattern matching,
and have achieved high performance (Bunescu
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and Mooney, 2005; Mintz et al., 2009; Rink and
Harabagiu, 2010). One downside of these meth-
ods is that many traditional NLP systems are uti-
lized to extract high-level features, such as part of
speech tags, shortest dependency path and named
entities, which consequently results in the increase
of computational cost and additional propagation
errors. Another downside is that designing fea-
tures manually is time-consuming, and performing
poor on generalization due to the low coverage of
different training datasets.

Recently, deep learning methods provide an ef-
fective way of reducing the number of handcrafted
features (Socher et al., 2012; Zeng et al., 2014).
However, these approaches still use lexical re-
sources such as WordNet (Miller, 1995) or NLP
systems like dependency parsers and NER to get
high-level features.

This paper proposes a novel neural network Att-
BLSTM for relation classification. Our model uti-
lizes neural attention mechanism with Bidirection-
al Long Short-Term Memory Networks(BLSTM)
to capture the most important semantic informa-
tion in a sentence. This model doesn’t utilize any
features derived from lexical resources or NLP
systems.

The contribution of this paper is using BLST-
M with attention mechanism, which can automat-
ically focus on the words that have decisive effect
on classification, to capture the most important se-
mantic information in a sentence, without using
extra knowledge and NLP systems. We conduct
experiments on the SemEval-2010 Task 8 dataset,
and achieve an F1-score of 84.0%, higher than
most of the existing methods in the literature.

The remainder of the paper is structured as fol-
lows. In Section 2, we review related work about
relation classification. Section 3 presents our Att-
BLSTM model in detail. In Section 4, we describe
details about the setup of experimental evaluation
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and the experimental results. Finally, we have our
conclusion in Section 5.

2 Related Work

Over the years, various methods have been pro-
posed for relation classification. Most of them are
based on pattern matching and apply extra NLP
systems to derive lexical features. One related
work is proposed by Rink and Harabagiu (2010),
which utilizes many features derived from exter-
nal corpora for a Support Vector Machine(SVM)
classifier.

Recently, deep neural networks can learn under-
lying features automatically and have been used
in the literature. Most representative progress
was made by Zeng et al. (2014), who utilized
convolutional neural networks(CNN) for relation
classification. While CNN is not suitable for
learning long-distance semantic information, so
our approach builds on Recurrent Neural Net-
work(RNN) (Mikolov et al., 2010).

One related work was proposed by Zhang and
Wang (2015), which employed bidirectional RN-
N to learn patterns of relations from raw text da-
ta. Although bidirectional RNN has access to
both past and future context information, the range
of context is limited due to the vanishing gradi-
ent problem. To overcome this problem, Long
short-Term memory(LSTM) units are introduced
by Hochreiter and Schmidhuber (1997).

Another related work is SDP-LSTM model pro-
posed by Yan et al. (2015). This model leverages
the shortest dependency path(SDP) between two
nominals, then it picks up heterogeneous informa-
tion along the SDP with LSTM units. While our
method regards the raw text as a sequence.

Finally, our work is related to BLSTM mod-
el proposed by Zhang et al. (2015). This mod-
el utilizing NLP tools and lexical resources to
get word, position, POS, NER, dependency parse
and hypernym features, together with LSTM u-
nits, achieved a comparable result to the state-of-
the-art. However, comparing to the complicated
features that employed by Zhang et al. (2015),
our method regards the four position indicators
⟨e1⟩, ⟨/e1⟩, ⟨e2⟩, ⟨/e2⟩ as single words, and trans-
forms all words to word vectors, forming a simple
but competing model.

3 Model

In this section we propose Att-BLSTM model in
detail. As shown in Figure 1, the model proposed
in this paper contains five components:

(1) Input layer: input sentence to this model;
(2) Embedding layer: map each word into a low

dimension vector;
(3) LSTM layer: utilize BLSTM to get high lev-

el features from step (2);
(4) Attention layer: produce a weight vector,

and merge word-level features from each time step
into a sentence-level feature vector, by multiplying
the weight vector;

(5) Output layer: the sentence-level feature vec-
tor is finally used for relation classification.

These components will be presented in detail in
this section.

3.1 Word Embeddings
Given a sentence consisting of T words S =
{x1, x2, . . . , xT }, every word xi is converted in-
to a real-valued vector ei. For each word in S,
we first look up the embedding matrix Wwrd ∈
Rdw |V |, where V is a fixed-sized vocabulary, and
dw is the size of word embedding. The matrix
Wwrd is a parameter to be learned, and dw is a
hyper-parameter to be chosen by user. We trans-
form a word xi into its word embedding ei by us-
ing the matrix-vector product:

ei = Wwrdvi (1)

where vi is a vector of size |V | which has value
1 at index ei and 0 in all other positions. Then the
sentence is feed into the next layer as a real-valued
vectors embs = {e1, e2, . . . , eT } .

3.2 Bidirectional Network
LSTM units are firstly proposed by Hochreiter and
Schmidhuber (1997) to overcome gradient vanish-
ing problem. The main idea is to introduce an
adaptive gating mechanism, which decides the de-
gree to which LSTM units keep the previous s-
tate and memorize the extracted features of the
current data input. Then lots of LSTM variants
have been proposed. We adopt a variant intro-
duced by Graves et al. (2013), which adds weight-
ed peephole connections from the Constant Error
Carousel (CEC) to the gates of the same memory
block. By directly employing the current cell state
to generate the gate degrees, the peephole connec-
tions allow all gates to inspect into the cell (i.e.
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Figure 1: Bidirectional LSTM model with Attention

the current cell state) even when the output gate is
closed (Graves, 2013).

Typically, four components composite the
LSTM-based recurrent neural networks: one in-
put gate it with corresponding weight matrix
Wxi,Whi, Wci, bi; one forget gate ft with corre-
sponding weight matrix Wxf ,Whf ,Wcf , bf ; one
output gate ot with corresponding weight matrix
Wxo,Who, Wco, bo, all of those gates are set to
generate some degrees, using current input xi, the
state hi−1 that previous step generated , and cur-
rent state of this cell ci−1 (peephole), for the deci-
sions whether to take the inputs, forget the memo-
ry stored before, and output the state generated lat-
er. Just as these following equations demonstrate:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (2)

ft = σ(Wxfxt+Whfht−1+Wcfct−1 + bf) (3)

gt = tanh(Wxcxt+Whcht−1+Wccct−1+bc) (4)

ct = itgt + ftct−1 (5)

ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (6)

ht = ot tanh(ct) (7)

Hence, current cell state ct will be generated by
calculating the weighted sum using both previous
cell state and current information generated by the
cell (Graves, 2013).

For many sequence modelling tasks, it is benefi-
cial to have access to future as well as past contex-
t. However, standard LSTM networks process se-
quences in temporal order, they ignore future con-
text. Bidirectional LSTM networks extend the uni-
directional LSTM networks by introducing a sec-

ond layer, where the hidden to hidden connection-
s flow in opposite temporal order. The model is
therefore able to exploit information both from the
past and the future.

In this paper, we use BLSTM. As also shown in
Figure 1, the network contains two sub-networks
for the left and right sequence context, which are
forward and backward pass respectively. The out-
put of the ith word is shown in the following equa-
tion:

hi = [
−→
hi ⊕←−hi ] (8)

Here, we use element-wise sum to combine the
forward and backward pass outputs.

3.3 Attention

Attentive neural networks have recently demon-
strated success in a wide range of tasks ranging
from question answering, machine translations,
speech recognition, to image captioning (Herman-
n et al., 2015; Bahdanau et al., 2014; Chorows-
ki et al., 2015; Xu et al., 2015). In this section,
we propose the attention mechanism for relation
classification tasks. Let H be a matrix consisting
of output vectors[h1, h2, . . . , hT ] that the LSTM
layer produced, where T is the sentence length.
The representation r of the sentence is formed by
a weighted sum of these output vectors:

M = tanh(H) (9)

α = softmax(wT M) (10)

r = HαT (11)
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Model Feature Set F1
SVM POS, prefixes, morphological, WordNet, dependency parse,

(Rink and Harabagiu, 2010) Levin classed, ProBank, FramNet, NomLex-Plus, 82.2
Google n-gram, paraphrases, TextRunner

CNN WV (Turian et al., 2010) (dim=50) 69.7
(Zeng et al., 2014) + PF + WordNet 82.7

RNN WV (Turian et al., 2010) (dim=50) + PI 80.0
(Zhang and Wang, 2015) WV (Mikolov et al., 2013) (dim=300) + PI 82.5

SDP-LSTM WV (pretrained by word2vec) (dim=200), syntactic parse 82.4
(Yan et al., 2015) + POS + WordNet + grammar relation embeddings 83.7

BLSTM WV (Pennington et al., 2014) (dim=100) 82.7
(Zhang et al., 2015) + PF + POS + NER + WNSYN + DEP 84.3

BLSTM WV (Turian et al., 2010) (dim=50) + PI 80.7
Att-BLSTM WV (Turian et al., 2010) (dim=50) + PI 82.5

BLSTM WV (Pennington et al., 2014) (dim=100) + PI 82.7
Att-BLSTM WV (Pennington et al., 2014) (dim=100) + PI 84.0

Table 1: Comparison with previous results. WV, PF, PI stand for word vectors, position features and
position indicators respectively.

where H ∈ Rdw×T , dw is the dimension of the
word vectors, w is a trained parameter vector and
wT is a transpose. The dimension of w, α, r is
dw, T, dw separately.

We obtain the final sentence-pair representation
used for classification from:

h∗ = tanh(r) (12)

3.4 Classifying

In this setting, we use a softmax classifier to pre-
dict label ŷ from a discrete set of classes Y for a
sentence S. The classifier takes the hidden state
h∗ as input:

p̂ (y|S) = softmax
(
W (S)h∗ + b(S)

)
(13)

ŷ = arg max
y

p̂ (y|S) (14)

The cost function is the negative log-likelihood
of the true class labels ŷ:

J (θ) = − 1
m

m∑
i=1

ti log(yi) + λ∥θ∥2F (15)

where t ∈ ℜm is the one-hot represented ground
truth and y ∈ ℜm is the estimated probability for
each class by softmax (m is the number of tar-
get classes), and λ is an L2 regularization hyper-
parameter. In this paper, we combine dropout with
L2 regularization to alleviate overfitting.

3.5 Regularization

Dropout, proposed by (Hinton et al., 2012), pre-
vents co-adaptation of hidden units by randomly
omitting feature detectors from the network dur-
ing forward propagation. We employ dropout on
the embedding layer, LSTM layer and the penulti-
mate layer.

We additionally constrain L2-norms of the
weight vectors by rescaling w to have ∥w∥ = s,
whenever ∥w∥ > s after a gradient descent step,
as shown in equation 15. Training details are fur-
ther introduced in Section 4.1.

4 Experiments

4.1 Dataset and Experimental Setup

Experiments are conducted on SemEval-2010
Task 8 dataset (Hendrickx et al., 2009). This
dataset contains 9 relationships (with two direc-
tions) and an undirected Other class. There are
10,717 annotated examples, including 8,000 sen-
tences for training, and 2,717 for testing. We
adopt the official evaluation metric to evaluate our
systems, which is based on macro-averaged F1-
score for the nine actual relations (excluding the
Other relation) and takes the directionality into
consideration.

In order to compare with the work by Zhang
and Wang (2015), we use the same word vectors
proposed by Turian et al. (2010) (50-dimensional)
to initialize the embedding layer. Additionally, to
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compare with the work by Zhang et al. (2015),
we also use the 100-dimensional word vectors pre-
trained by Pennington et al. (2014).

Since there is no official development dataset,
we randomly select 800 sentence for validation.
The hyper-parameters for our model were tuned
on the development set for each task. Our model
was trained using AdaDelta (Zeiler, 2012) with a
learning rate of 1.0 and a minibatch size 10. The
model parameters were regularized with a per-
minibatch L2 regularization strength of 10−5. We
evaluate the effect of dropout embedding layer,
dropout LSTM layer and dropout the penultimate
layer, the model has a better performance, when
the dropout rate is set as 0.3, 0.3, 0.5 respective-
ly. Other parameters in our model are initialized
randomly.

4.2 Experimental Results

Table 1 compares our Att-BLSTM with other
state-of-the-art methods of relation classification.

SVM: This is the top performed system in
SemEval-2010. Rink and Harabagiu (2010) lever-
aged a variety of handcrafted features, and use
SVM as the classifier. They achieved an F1-score
of 82.2%.

CNN: Zeng et al. (2014) treated a sentences as
a sequential data and exploited the convolution-
al neural network to learn sentence-level features;
they also used a special position vector to repre-
sent each word. Then the sentence-level and lex-
ical features were concatenated into a single vec-
tor and fed into a softmax classifier for prediction.
This model achieves an F1-score of 82.7%.

RNN: Zhang and Wang (2015) employed bidi-
rectional RNN networks with two different di-
mension word vectors for relation classification.
They achieved an F1-score of 82.8% using 300-
dimensional word vectors pre-trained by Mikolov
et al. (2013), and an F1-score of 80.0% using
50-dimensional word vectors pre-trained by Turi-
an et al. (2010). Our model with the same 50-
dimensional word vectors achieves an F1-score of
82.5%, about 2.5 percent more than theirs.

SDP-LSTM: Yan et al. (2015) utilized four d-
ifferent channels to pick up heterogeneous along
the SDP, and they achieved an F1-score of 83.7%.
Comparing with their model, our model regarding
the raw text as a sequence is simpler.

BLSTM: Zhang et al. (2015) employed many
features derived from NLP tools and lexical re-

sources with bidirectional LSTM networks to
learn the sentence level features, and they achieved
state-of-the-art performance on the SemEval-2010
Task 8 dataset. Our model with the same word
vectors achieves a very similar result (84.0%), and
our model is more simple.

Our proposed Att-BLSTM model yields an F1-
score of 84.0%. It outperforms most of the exist-
ing competing approaches, without using lexical
resources such as WordNet or NLP systems like
dependency parser and NER to get high-level fea-
tures.

5 Conclusion

In this paper, we propose a novel neural network
model, named Att-BLSTM, for relation classifica-
tion. This model does not rely on NLP tools or
lexical resources to get, it uses raw text with posi-
tion indicators as input. The effectiveness of Att-
BLSTM is demonstrated by evaluating the model
on SemEval-2010 relation classification task.
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