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Introduction

We are pleased to present the papers accepted for presentation at the Student Research Workshop of
the 48th Annual Meeting of the Association for Computational Linguistics held in Uppsala, Sweden,
July 11-16, 2010. The Student Research Workshop, an established tradition at the annual meetings of
ACL, offers students the opportunity to present their work in a setting embedded in the main conference
and features ACL’s efforts to invest in young researchers who will be a part of the research community
in Computational Linguistics, Natural Language Processing and related fields in the near future. The
workshop aimed at enabling students to exchange ideas with other researchers and experts and to receive
useful feedback and directions for future research in an early stage of their work.

We are indebted to many people who contributed to the organization of the ACL 2010 Student Research
Workshop. A total of 54 students and senior researchers agreed to serve on the program committee, of
which 21 were from North America, 24 were from Europe, 2 were from Middle East, and 7 were from
Asia/Pacific regions. The committee members, who represented various areas of NLP and computational
linguistics research, well understood the spirit of the Student Research Workshop and provided high-
quality, constructive, and elaborate reviews to all students who submitted their work. We are thankful to
the members of the program committee for the time they spent reading and reviewing the papers.

We received 37 submissions from all over the world. Each submission was assigned to 3 reviewers, at
least one of which was a senior researcher. We accepted 7 submissions for oral and poster presentation
and 12 submissions for only poster presentation during a parallel session with the main conference. The
presentation format was assigned based on the suggestions of the reviewers about how the work could
be presented best, and does not indicate a quality difference among accepted papers. We would like to
thank all students who contributed to the success of this years Student Research Workshop by submitting
their research papers from a wide range of topics.

We are very grateful to Tomek Strzalkowski and Marketa Lopatkova, our tireless faculty advisors, for
their advice, constant support, and obtaining funding. We also would like to thank the conference
organizers of ACL’2010: the general chair, Jan Hajic, the program chairs, Sandra Carberry and Stephen
Clark, the publications chairs Jing-Shin Chang and Philipp Koehn, and the local organization committee
in particular Joakim Nivre, and Priscilla Rasmussen.

Finally, we wish to thank the U.S. National Science Foundation (NSF), The Don and Betty Walker
Student Scholarship Fund of the Association for Computational Linguistics, and European Chapter of
the ACL (EACL) for generously sponsoring this workshop by offering grants to assist presenters in
covering their registration, accommodation, and travel costs.

The ACL 2010 Student Research Workshop Co-Chairs
Seniz Demir, Nils Reiter, Jan Raab
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Abstract

This paper presents ongoing research on
computational models for non-cooperative
dialogue. We start by analysing differ-
ent levels of cooperation in conversation.
Then, inspired by findings from an em-
pirical study, we propose a technique for
measuring non-cooperation in political in-
terviews. Finally, we describe a research
programme towards obtaining a suitable
model and discuss previous accounts for
conflictive dialogue, identifying the differ-
ences with our work.

1 Introduction

Most approaches to modeling conversation are
based on a strong notion of cooperation be-
tween the dialogue participants (DPs). Traditional
models using intentions (Cohen and Levesque,
1991), dialogue games (Power, 1979), shared
plans (Grosz and Sidner, 1990) or collaborative
problem-solving (Blaylock and Allen, 2005) ex-
plain dialogue situations in which DPs recognise
each other’s intentions and, at least to a certain ex-
tent, accept each other’s goals when deciding on
their actions. These assumptions are theoretically
grounded, as most work in linguistics has consid-
ered situations in which DPs share a common goal
and cooperate to achieve it by means of conver-
sation (Grice, 1975; Clark and Schaefer, 1989).
They are also practically sound: dialogue models
are usually implemented in the form of dialogue
systems, built for the purpose of providing a ser-
vice to their users (e.g., TRAINS (Allen and Schu-
bert, 1991)). In this scenario, failure to cooperate,
either on the side of the system or of the user, is
against the premises on which the system is con-
ceived and used.

In everyday conversation, however, a great
many situations escape the arguments above. Con-

sider the following example1:

(1) PAXMAN [1]: (interrupting) Did you threaten to over-
rule him?

HOWARD [2]: I, I, was not entitled to instruct Derek
Lewis, and I did not instruct him.

PAXMAN [3]: Did you threaten to overrule him?
HOWARD [4]: The truth of the matter is that Mr. Mar-

riott was not suspended. I. . .
PAXMAN [5]: (overlappling) Did you threaten to

overrule him?
HOWARD [6]: . . . did not overrule Derek Lewis.
PAXMAN [7]: Did you threaten to overrule him?
HOWARD [8]: I took advice on what I could or could

not do. . .
PAXMAN [9]: (overlappling) Did you threaten to

overrule him, Mr. Howard?
HOWARD[10]: . . . and I acted scrupulously in accor-

dance with that advice, I did not over-
rule Derek Lewis. . .

PAXMAN [11]: (overlapping) Did you threaten to over-
rule him?

HOWARD[12]: . . . Mr. Marriott was not suspended.
PAXMAN [13]: Did you threaten to overrule him?
HOWARD[14]: (pauses) I have accounted for my deci-

sion to dismiss Derek Lewis. . .
PAXMAN [15]: (overlapping) Did you threaten to over-

rule him?
HOWARD[16]: . . . in great detail, before the House of

Commons.
PAXMAN [17]: I note that you’re not answering the

question of whether you threatened to
overrule him.

(Newsnight, BBC, 1997)

We take it for granted that, at some level, Pax-
man and Howard are sharing a goal, for otherwise
they would not be having an interview. Still, the
exchange is clearly conflictive, to the point that
their behaviour compromises the flow of the con-
versation.

Heritage (1998) analyses the distinctive roles of
DPs in news interviews:

1BBC presenter Jeremy Paxman questions former UK
Home Secretary Michael Howard with respect to a meeting
in 1995 between Howard and the head of the Prison Service,
Derek Lewis, about the dismissal of the governor of Parkhurst
Prison, John Marriott, due to repeated security failures. The
case was given considerable attention in the media, as a result
of accusations by Lewis that Howard had instructed him, thus
exceeding the powers of his office.
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“the participants -IRs [=interviewers] and IEs
[=interviewees]- exclude themselves from a wide
variety of actions that they are normally free to
do in the give and take of ordinary conversa-
tion. If IRs restrict themselves to asking ques-
tions, then they cannot - at least overtly - express
opinions, or argue with, debate or criticize the in-
terviewees’ positions nor, conversely, agree with,
support or defend them. Correspondingly, if IEs
restrict themselves to answers (or responses) to
questions, then they cannot ask questions (of IRs
or other IEs), nor make unsolicited comments on
previous remarks, initiate changes of topic, or di-
vert the discussion into criticisms of the IR or the
broadcasting organization.”

(Heritage, 1998, p.8)

Now, consider the fragment below2:

(2) PAXMAN [1]: Can you clear up whether or not you
did threaten to overrule Derek Lewis
when you were Home Secretary?

HOWARD[2]: Oh, come on, Jeremy, you are really
going to go back over that again? As...

PAXMAN [3]: (overlapping) You’ve had seven years
to think about it!

HOWARD[4]: (overlapping). . . as, as it happens, I
didn’t. Are you satisfied now?

PAXMAN [5]: Thank you. Why didn’t you say that at
the time?

HOWARD[6]: I, well, we’ve been over this many,
many times. I, I, I knew that everyone
was crawling over every syllable I said
about that, and I wanted to check very
carefully what I said before answering
your question.

(Newsnight, BBC, 2004)

On this occasion, Howard provides an answer
almost immediately and the flow of the conver-
sation contrasts noticeably with that in (1). The
investigation reported in this article aims at shed-
ding light on the nature of non-cooperation in dia-
logue, by capturing the intuitions that allow us to
differentiate between both conversations in terms
of participant behaviour.

Dialogue games supporters could say that there
is a game that describes the interaction in the first
example. While this might be true, such an ap-
proach would force us, in the limit, to define one
game for each possible conversation that would
not fit a certain standard. Walton and Krabbe
(1995) attempt a game-based approach in their
study of natural argumentation. They claim that
a rigorous model of conversational interaction is
useful, but accept that most of the huge variety of
everyday conversation escapes it. Dialogue games
are based on strict rules that capture typical dia-
logue situations while leaving out considerable de-
tail. As example (1) shows, DPs behaviour can

2This exchange took place seven years after (1), when
public awareness of the 1995 affair had dissipated.

divert from the typical case in unexpected ways,
falling outside the characterisation3.

Nevertheless, the rules and patterns captured by
game models are useful, as they describe the ex-
pected behaviour of the DPs under a certain con-
versational scenario. In our research, we aim at
reconciling two worlds, using the insights from di-
alogue games to provide a description of expected
behaviour in the form of social obligations, but
looking at naturally occurring cases that deviate
from the norm. This, in turn, calls for a technique
to measure non-cooperation in dialogue and in this
paper we provide one that is theoretically sound
and supported by empirical evidence.

The following section discusses levels of co-
operation in dialogue; Section 3 presents an em-
pirical study and a practical measure of non-
cooperation in political interviews; in Section 4 we
discuss related work, our working hypothesis and
a methodology; and Section 5 has the conclusions.

2 Linguistic and Non-Linguistic
Cooperation

Cooperation in dialogue can happen at different
levels. In most cases, conversation supports a so-
cial activity that constrains the behaviour accept-
able or expected from the participants. In addi-
tion, conversational behaviour determines how co-
operatively participants engage in a social activity.
However, cooperation at the conversational level
does not necessarily translate to the social level.
Consider, for instance, a witness under interroga-
tion in a U.S. trial refusing to answer a question by
appealing to the Fifth Amendment of the Constitu-
tion4. Such behaviour will be accepted in the con-
versational setting as established by law, although
it is not cooperative in relation with the goals of
the trial. Non-cooperation at the conversational
level, on the other hand, usually results in lack of
cooperation at the social level. Take as an exam-
ple, the same witness remaining silent, rather than
answering or appealing to the Fifth Amendment.

To illustrate further, consider a fictional alter-
native to (1), where Howard replies by saying “I
will not answer that question, as it is not relevant
to whether I exceeded the powers of my office”.

3Consider, for instance, Giznburg’s QUD model
(Ginzburg, 1996) when applied to dialogue (1), in which
Howard repeatedly fails to either accept or reject Paxman’s
question.

4“No person shall (. . . ) be compelled in any criminal case
to be a witness against himself ”.
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This is not cooperative for the interview, but it is
so at the linguistic level. It would help in preserv-
ing the flow of the conversation, e.g., by triggering
a sub-dialogue to solve the disagreement.

The distinction between linguistic and non-
linguistic (also called task-related, high-level or
social) cooperation has been addressed before. At-
tardo (1997) revisits Gricean pragmatics, relat-
ing non-linguistic cooperation to participants’ be-
haviour towards realising task-related goals, and
linguistic cooperation to assumptions on their re-
spective behaviour in order to encode and decode
intended meaning. From a computational perspec-
tive, Bunt (1994) relies on a similar distinction for
defining dialogue acts. Also, Traum and Allen
(1994) introduce discourse obligations as an alter-
native to joint intentions and shared plans, to al-
low for models of dialogues in which participants
do not share the same high-level goals and where
behaviour is also determined by “a sense of obli-
gation to behave within limits set by the society”
(Traum and Allen, 1994, p.2).

Walton and Krabbe (1995) proposed a typology
of dialogue based on the initial situation trigger-
ing the exchange and participants’ shared aims and
individual goals. Based on their work, Reed and
Long (1997) distinguish cases where participants
follow a common set of dialogue rules and stay
within a mutually acknowledged framework from
a stronger notion in which their individual goals
are in the same direction. Borrowing from the lat-
ter, in the rest of the paper, we will speak of collab-
oration when DPs share the same task-level goals,
and use cooperation when participants follow the
conversational obligations imposed by the social
activity (i.e., linguistic cooperation as discussed
above). We will not deal with collaboration here,
though, as our focus is on non-cooperation.

3 An Empirical Study

In this section, we describe an empirical pilot
study aimed at identifying a set of features that
distinguish cooperative from non-cooperative con-
versational behaviour and at establishing a suitable
domain in which to focus our work.

3.1 The Corpus

We collected the transcripts of 10 adversarial di-
alogues: 4 political interviews, 2 entertainment
interviews, 1 parliamentary inquiry, 1 courtroom
confrontation, 1 courtroom interrogation and 1

dispute. The corpus includes 2 collaborative polit-
ical interviews for result comparison and is nearly
14,500 words long5.

In a first analysis, we identified those surface
features that characterised each conversation as
conflictive: e.g., interruptions, short turns, unfin-
ished adjacency pairs, verbatim repetition. Next,
looking for a better understanding, we preformed
an in-depth case study of one of the examples, ap-
proaching the analysis from different angles.

By studying, e.g., the observance of turn-taking
rules, the implicatures of the participants and,
more extensively, how the case fitted within the
normative framework proposed by Walton and
Krabbe (1995), we were able to better identify the
nature of non-cooperative features present in the
dialogue and establish a formalisable framework
for approaching non-cooperative dialogue.

As for the domain, the wealth of interesting con-
versational situations that arise in political inter-
views make a suitable context for this research. In
the English-speaking world, journalists are well-
known for their incisive approach to public ser-
vants. At the same time, politicians are usually
well trained to deliver a set of key messages when
speaking in public, and to avoid issues unfavorable
to their image. We will only consider naturally oc-
curring (i.e. non-scripted) two-party interviews.

3.2 Degrees of Non-Cooperation

Based on the analysis described above, we pro-
pose a technique for measuring non-cooperation in
political interviews using a set of non-cooperative
features (NCFs). The number of occurrences of
these features will determine the degree of non-
cooperation (DNC) of an exchange.

We grouped NCFs following three aspects of
conversation: turn-taking, grounding and speech
acts (see Table 1 for a complete list).

Turn-taking rules (Sacks et al., 1974) estab-
lish that speakers make their contributions at ad-
equate places and in particular ways. Interlocu-
tors in a political interview are expected to respect
transition-relevance places, openings and closings
according to social conventions. Failing to do so
(e.g., by interrupting each other) constitutes a non-
cooperative feature.

Grounding (Clark and Schaefer, 1989) refers
to participants’ acknowledgement of each other’s

5These resources are available at http://www.open.
ac.uk/blogs/brianpluss/pilot-study/.
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Turn-
Taking

For both speakers:
• interrupting
• overlapping
• ending the exchange abruptly

Grounding Interviewer fails to either:
• ask next relevant question
• move to next topical issue
• state irrelevance of answer

Interviewee fails to either:
• give relevant answer
• reject question

Speech
Acts

Interviewer either:
• expresses personal opinion
• argues, debates with or criticises
interviewee’s position subjectively
• agrees with, supports or defends
interviewee’s position subjectively

Interviewee either:
• asks (non-CR) question
• makes irrelevant comment
• initiates change of topic
• criticises interviewer

Table 1: NCFs for political interviews

contributions by providing evidence of under-
standing (e.g, continued attention, relevant next
contribution). In political interviews a question is
acknowledged by rejecting it or by providing a di-
rect answer. Likewise, answers are acknowledged
by rejecting their relevance, by asking a next rel-
evant question or by moving on to a new topical
issue. Failing to provide sufficient evidence of un-
derstanding is also a non-cooperative feature.

Speech Act theory (Searle, 1979) classifies ut-
terances according to their associated force and
propositional content. Going back to Heritage’s
comment, in a political interview participants can
fail to restrict their speech acts to the force and
content expected for their role. Non-cooperative
features related to speech acts include the inter-
viewer expressing a personal opinion or criticising
subjectively the interviewee’s positions and the in-
terviewee asking questions (except for clarifica-
tion requests) or making irrelevant comments.

We define the degree of non-cooperation (DNC)
of a dialogue as the proportion of utterances with
one of more occurrences of these non-cooperative
features6. Furthermore, the DNC could be thus
computed for the whole conversation and also for
each participant, by counting only occurrences of
features and utterances from each DP.

As an example, consider an extended fragment

6At this stage, all NCFs are weighted equally. This is
a simplifying assumption we will remove in the future so
that, e.g., an interviewee attempting a change of topic has
a stronger impact on the DNC than, say, one interrupting.

of (1) annotated with non-cooperative features (O:
overlap; GF: grounding failure; UC: unsolicited
comment; I: interruption; TC: topic change):

(3) P [11] : Uir.1 (overlapping) Did you threaten to
overrule him?

O

H[12] : Uie.1 . . . Mr. Marriot was not suspended. GF
P [13] : Uir.2 Did you threaten to overrule him? GF
H[14] : Uie.2 (pauses) I have accounted for my de-

cision to dismiss Derek Lewis. . .
P [15] : Uir.3 (overlapping) Did you threaten to

overrule him?
O

H[16] : Uie.2 . . . in great detail before the House of
Commons.

UC

P [17] : Uir.4 I note that you’re not answering the
question whether you threatened to
overrule him.

H[18] : Uie.3 Well, the important aspect of this
which it’s very clear to bear in
mind. . .

GF

P [19] : Uir.5 (interrupting) I’m sorry, I’m going to
be frightfully rude but. . .

I

H[20] : Uie.4 Yes, you can. . .
P [21] : Uir.6 (overlapping) I’m sorry. . . O
H[22] : Uie.4 (overlapping) . . . you can put the

question and I will give you, I will
give you an answer.

O

P [23] : Uir.7 . . . it’s a straight yes-or-no question
and a straight yes-or-no answer:

Uir.8 did you threaten to overrule him?
H[24] : Uie.5 I discussed the matter with Derek

Lewis.
Uie.6 I gave him the benefit of my opinion.
Uie.7 I gave him the benefit of my opin-

ion in strong language, but I did not
instruct him because I was not, er,
entitled to instruct him.

UC

Uie.8 I was entitled to express my opinion
and that is what I did.

UC

P [25] : Uir.9 With respect, that is not answering
the question of whether you threat-
ened to overrule him.

H[26] : Uie.9 It’s dealing with the relevant point
which was what I was entitled to do
and what I was not entitled to do,

TC

Uie.10 and I have dealt with this in detail
before the House of Commons and
before the select committee.

UC

Table 2 summarises non-cooperative features,
utterances and the degree of non-cooperation for
each participant and for the whole fragment.

P (ir) H (ie) Fragment
Interruptions 1 0 1
Overlaps 3 1 4
Grounding Failure 1 2 3
Unsolicited Comments 0 4 4
Topic Change 0 1 1
Total NCFs 5 8 13
Utterances 9 10 19
DNC 0.56 0.80 0.68

Table 2: Computing the DNC for dialogue (3)

The DNC was computed for all the political in-
terviews in the corpus. Table 3 shows the val-

4



Table 3: DNC of political interviews in the corpus

ues obtained. Adversarial interviews have a large
number of NCFs, thus a high value for the DNC.
On the other hand, collaborative exchanges have
low occurrence of NCFs (or none at all)7.

4 Discussion

There have been previous approaches to modeling
dialogue on the basis that participants are not al-
ways fully cooperative. Jameson (1989) presents
an extensive study for modeling bias, individual
goals, projected image and belief ascription in
conversation. User-model approaches are flexi-
ble to account for intricate situations but, as noted
by Taylor et al. (1996), can lead to problems like
infinite regress in nested beliefs. Taylor (1994)
addressed non-cooperative dialogue behaviour by
implementing CYNIC, a dialogue system able to
generate and recognise deception; a notion of non-
cooperation weaker than the one we address.

More recently, Traum (2008) brought attention
to the need for computational accounts of dia-
logue situations in which a broader notion of co-
operation is not assumed: e.g., intelligent tutoring
systems, bargaining agents, role-playing training

7These results and the validity of DNC measure need fur-
ther evaluation. We are currently performing two studies: one
to determine inter-annotator agreement of the coding scheme
for NCFs, and another to test how NCFs correlate to human
judgements of non-cooperative conversational behaviour.

agents8. Traum’s work on conflictive dialogue is
mainly aimed at creating virtual humans with abil-
ities to engage in adversarial dialogue. Traum et
al. (2008) present a model of conversation strate-
gies for negotiation, that includes variables repre-
senting trust, politeness and emotions, and a set of
conversational strategies. Despite being adversar-
ial in nature, the conversational scenarios are mod-
eled by means of rules, that are followed by the
interlocutors, according to the values of some of
the variables. Hence, the dialogues are adversar-
ial, but cooperative under our characterisation of
linguistic non-cooperation, and it is not clear how
effectively the model accounts for cases in which
participants fail to follow the rules of a scenario.

4.1 Working Hypothesis

Finding a suitable model of non-cooperative dia-
logue involves bridging the gap between the the-
oretical aspects mentioned so far and the evi-
dence in the empirical data of the previous section.
Following Traum and Allen (1994), we base on
the hypothesis that non-cooperative features result
from decisions that participants make during the
conversation, by considering the obligations im-
posed by the social activity and their individual
goals, with an adequate configuration of the pri-
orities for goals and obligations.

Thus, a participant with high priorities for in-
dividual goals might compromise the workings of
a conversation by choosing contributions that go
against the norms of the social activity. On the
other hand, participants with higher priorities as-
sociated with obligations will favour contributions
consistent with the rules of the social activity.

4.2 Research Methodology

For the next steps of the project, we will construct
a model based on the hypothesis and test it by
means of simulation9.

The construction of the model is a formaliza-
tion of the working hypothesis, including rules for
political interviews, goals, obligations, priorities
and a dialogue management component. At the

8Traum also provides a list of “behaviours of interest”,
along the lines of the NCFs we identified above: e.g., uni-
lateral topic shifts or topic maintenance, unhelpful criticism,
withholding of information, lying, deception, antagonism.

9The use of simulation in dialogue modeling was pio-
neered by Power (1979). It suits our project better than al-
ternatives (e.g., Wizard-of-Oz, dialogue systems), by making
it easier to introduce modifications, do re-runs, and generate
a large number of cases with different parameter settings.
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moment of writing, we are investigating the line
of research on obligation-driven dialogue model-
ing, initiated by Traum and Allen (1994) and de-
veloped further by Poesio and Traum (1998) and
Kreutel and Matheson (2003).

For the simulation, DPs will be autonomous
conversational agents with a cognitive state con-
sisting of goals, a notion of their expected be-
haviour in a political interview, priorities, and
some knowledge of the world. We are currently
implementing a prototype based on EDIS (Mathe-
son et al., 2000).

5 Conclusions

In this paper we presented an attempt to shed light
on non-cooperation in dialogue by proposing a
practical measure of the degree of linguistic non-
cooperation in political interviews and a method-
ology towards a suitable computational model.
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Abstract

Open-ended spoken interactions are typi-
cally characterised by both structural com-
plexity and high levels of uncertainty,
making dialogue management in such set-
tings a particularly challenging problem.
Traditional approaches have focused on
providing theoretical accounts for either
the uncertainty or the complexity of spo-
ken dialogue, but rarely considered the
two issues simultaneously. This paper de-
scribes ongoing work on a new approach
to dialogue management which attempts
to fill this gap. We represent the interac-
tion as a Partially Observable Markov De-
cision Process (POMDP) over a rich state
space incorporating both dialogue, user,
and environment models. The tractability
of the resulting POMDP can be preserved
using a mechanism for dynamically con-
straining the action space based on prior
knowledge over locally relevant dialogue
structures. These constraints are encoded
in a small set of general rules expressed as
a Markov Logic network. The first-order
expressivity of Markov Logic enables us
to leverage the rich relational structure of
the problem and efficiently abstract over
large regions of the state and action spaces.

1 Introduction

The development of spoken dialogue systems for
rich, open-ended interactions raises a number of
challenges, one of which is dialogue management.
The role of dialogue management is to determine
which communicative actions to take (i.e. what to
say) given a goal and particular observations about
the interaction and the current situation.

Dialogue managers have to face several issues.
First, spoken dialogue systems must usually deal

with high levels of noise and uncertainty. These
uncertainties may arise from speech recognition
errors, limited grammar coverage, or from various
linguistic and pragmatic ambiguities.

Second, open-ended dialogue is characteristi-
cally complex, and exhibits rich relational struc-
tures. Natural interactions should be adaptive to
a variety of factors dependent on the interaction
history, the general context, and the user prefer-
ences. As a consequence, the state space necessary
to model the dynamics of the environment tends to
be large and sparsely populated.

These two problems have typically been ad-
dressed separately in the literature. On the one
hand, the issue of uncertainty in speech under-
standing is usually dealt using a range of proba-
bilistic models combined with decision-theoretic
planning. Among these, Partially Observable
Markov Decision Process (POMDP) models have
recently emerged as a unifying mathematical
framework for dialogue management (Williams
and Young, 2007; Lemon and Pietquin, 2007).
POMDPs provide an explicit account for a wide
range of uncertainties related to partial observabil-
ity (noisy, incomplete spoken inputs) and stochas-
tic action effects (the world may evolve in unpre-
dictable ways after executing an action).

On the other hand, structural complexity is
typically addressed with logic-based approaches.
Some investigated topics in this paradigm are
pragmatic interpretation (Thomason et al., 2006),
dialogue structure (Asher and Lascarides, 2003),
or collaborative planning (Kruijff et al., 2008).
These approaches are able to model sophisticated
dialogue behaviours, but at the expense of robust-
ness and adaptivity. They generally assume com-
plete observability and provide only a very limited
account (if any) of uncertainties.

We are currently developing an hybrid approach
which simultaneously tackles the uncertainty and
complexity of dialogue management, based on a
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POMDP framework. We present here our ongo-
ing work on this issue. In this paper, we more
specifically describe a new mechanism for dy-
namically constraining the space of possible ac-
tions available at a given time. Our aim is to use
such mechanism to significantly reduce the search
space and therefore make the planning problem
globally more tractable. This is performed in two
consecutive steps. We first structure the state space
using Markov Logic Networks, a first-order prob-
abilistic language. Prior pragmatic knowledge
about dialogue structure is then exploited to derive
the set of dialogue actions which are locally ad-
missible or relevant, and prune all irrelevant ones.
The first-order expressivity of Markov Logic Net-
works allows us to easily specify the constraints
via a small set of general rules which abstract over
large regions of the state and action spaces.

Our long-term goal is to develop an unified
framework for adaptive dialogue management in
rich, open-ended interactional settings.

This paper is structured as follows. Section 2
lays down the formal foundations of our work,
by describing dialogue management as a POMDP
problem. We then describe in Section 3 our ap-
proach to POMDP planning with control knowl-
edge using Markov Logic rules. Section 4 dis-
cusses some further aspects of our approach and
its relation to existing work, followed by the con-
clusion in Section 5.

2 Background

2.1 Partially Observable Markov Decision
Processes (POMDPs)

POMDPs are a mathematical model for sequential
decision-making in partially observable environ-
ments. It provides a powerful framework for con-
trol problems which combine partial observability,
uncertain action effects, incomplete knowledge of
the environment dynamics and multiple, poten-
tially conflicting objectives.

Via reinforcement learning, it is possible to
automatically learn near-optimal action policies
given a POMDP model combined with real or sim-
ulated user data (Schatzmann et al., 2007).

2.1.1 Formal definition
A POMDP is a tuple 〈S,A,Z, T,Ω, R〉, where:

• S is the state space, which is the model of
the world from the agent’s viewpoint. It is
defined as a set of mutually exclusive states.

zt

st
t

π

at

zt+1

st+1 st+2

zt+2

at+1

π

r(at, st) r(at+1, st+1)

Figure 1: Bayesian decision network correspond-
ing to the POMDP model. Hidden variables are
greyed. Actions are represented as rectangles to
stress that they are system actions rather than ob-
served variables. Arcs into circular nodes express
influence, whereas arcs into squared nodes are in-
formational. For readability, only one state is
shown at each time step, but it should be noted
that the policy π is function of the full belief state
rather than a single (unobservable) state.

• A is the action space: the set of possible ac-
tions at the disposal of the agent.

• Z is the observation space: the set of obser-
vations which can be captured by the agent.
They correspond to features of the environ-
ment which can be directly perceived by the
agent’s sensors.

• T is the transition function, defined as T :
S × A × S → [0, 1], where T (s, a, s′) =
P (s′|s, a) is the probability of reaching state
s′ from state s if action a is performed.

• Ω is the observation function, defined as
Ω : Z × A × S → [0, 1], with Ω(z, a, s′) =
P (z|a, s′), i.e. the probability of observing z
after performing a and being now in state s′.

• R is the reward function, defined as R :
S × A → <, R(s, a) encodes the utility for
the agent to perform the action a while in
state s. It is therefore a model for the goals or
preferences of the agent.

A graphical illustration of a POMDP model as
a Bayesian decision network is provided in Fig. 1.

In addition, a POMDP can include additional
parameters such as the horizon of the agent (num-
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ber of look-ahead steps), and the discount factor
(weighting scheme for non-immediate rewards).

2.1.2 Beliefs and belief update
A key idea of POMDP is the assumption that the
state of the world is not directly accessible, and
can only be inferred via observation. Such uncer-
tainty is expressed in the belief state b, which is
a probability distribution over possible states, that
is: b : S → [0, 1]. The belief state for a state
space of cardinality n is therefore represented in a
real-valued simplex of dimension (n−1).

This belief state is dynamically updated before
executing each action. The belief state update op-
erates as follows. At a given time step t, the agent
is in some unobserved state st = s ∈ S . The
probability of being in state s at time t is writ-
ten as bt(s). Based on the current belief state bt,
the agent selects an action at, receives a reward
R(s, at) and transitions to a new (unobserved)
state st+1 = s′ , where st+1 depends only on st
and at. The agent then receives a new observation
ot+1 which is dependent on st+1 and at.

Finally, the belief distribution bt is updated,
based on ot+1 and at as follows1.

bt+1(s′)= P (s′|ot+1, at, bt) (1)

=
P (ot+1|s′, at, bt)P (s′|at, bt)

P (ot+1|at, bt) (2)

=
P (ot+1|s′, at)

∑
s∈S P (s′|at, s)P (s|at, bt)

P (ot+1|at, bt) (3)

= α Ω(ot+1, s
′, at)

∑
s∈S

T (s, at, s′)bt(s) (4)

where α is a normalisation constant. An initial
belief state b0 must be specified at runtime as a
POMDP parameter when initialising the system.

2.1.3 POMDP policies
Given a POMDP model 〈S,A,Z, T, Z,R〉, the
agent should execute at each time-step the action
which maximises its expected cumulative reward
over the horizon. The function π : B → A defines
a policy, which determines the action to perform
for each point of the belief space.

The expected reward for policy π starting from
belief b is defined as:

Jπ(b) = E
[ h∑
t=0

γtR(st, at) | b, π
]

(5)

1As a notational shorthand, we write P (st=s) as P (s)
and P (st+1=s′) as P (s′).

The optimal policy π∗ is then obtained by optimiz-
ing the long-term reward, starting from b0:

π∗ = argmax
π

Jπ(b0) (6)

The optimal policy π∗ yields the highest expected
reward value for each possible belief state. This
value is compactly represented by the optimal
value function, noted V ∗, which is a solution to
the Bellman optimality equation (Bellman, 1957).

Numerous algorithms for (offline) policy opti-
misation and (online) planning are available. For
large spaces, exact optimisation is impossible and
approximate methods must be used, see for in-
stance grid-based (Thomson and Young, 2009) or
point-based (Pineau et al., 2006) techniques.

2.2 POMDP-based dialogue management
Dialogue management can be easily cast as a
POMDP problem, with the state space being a
compact representation of the interaction, the ac-
tion space being a set of dialogue moves, the ob-
servation space representing speech recognition
hypotheses, the transition function defining the
dynamics of the interaction (which user reaction
is to be expected after a particular dialogue move),
and the observation function describing a “sensor
model” between observed speech recognition hy-
potheses and actual utterances. Finally, the reward
function encodes the utility of dialogue policies –
it typically assigns a big positive reward if a long-
term goal has been reached (e.g. the retrieval of
some important information), and small negative
rewards for minor “inconveniences” (e.g. prompt-
ing the user to repeat or asking for confirmations).

Our long-term aim is to apply such POMDP
framework to a rich dialogue domain for human-
robot interaction (Kruijff et al., 2010). These inter-
actions are typically open-ended, relatively long,
include high levels of noise, and require complex
state and action spaces. Furthemore, the dialogue
system also needs to be adaptive to its user (at-
tributed beliefs and intentions, attitude, attentional
state) and to the current situation (currently per-
ceived entities and events).

As a consequence, the state space must be ex-
panded to include these knowledge sources. Be-
lief monitoring is then used to continuously update
the belief state based on perceptual inputs (see
also (Bohus and Horvitz, 2009) for an overview of
techniques to extract such information). These re-
quirements can only be fullfilled if we address the
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“curse of dimensionality” characteristic of tradi-
tional POMDP models. The next section provides
a tentative answer.

3 Approach

3.1 Control knowledge
Classical approaches to POMDP planning oper-
ate directly on the full action space and select the
next action to perform based on the maximisation
of the expected cumulative reward over the spec-
ified horizon. Such approaches can be used in
small-scale domains with a limited action space,
but quickly become intractable for larger ones, as
the planning time increases exponentially with the
size of the action space. Significant planning time
is therefore spend on actions which should be di-
rectly discarded as irrelevant2. Dismissing these
actions before planning could therefore provide
important computational gains.

Instead of a direct policy optimisation over the
full action space, our approach formalises action
selection as a two-step process. As a first step, a
set of relevant dialogue moves is constructed from
the full action space. The POMDP planner then
computes the optimal (highest-reward) action on
this reduced action space in a second step.

Such an approach is able to significantly reduce
the dimensionality of the dialogue management
problem by taking advantage of prior knowledge
about the expected relational structure of spoken
dialogue. This prior knowledge is to be encoded
in a set of general rules describing the admissible
dialogue moves in a particular situation.

How can we express such rules? POMDPs are
usually modeled with Bayesian networks which
are inherently propositional. Encoding such rules
in a propositional framework requires a distinct
rule for every possible state and action instance.
This is not a feasible approach. We therefore need
a first order (probabilistic) language able to ex-
press generalities over large regions of the state
action spaces. Markov Logic is such a language.

3.2 Markov Logic Networks (MLNs)
Markov Logic combines first-order logic and
probabilistic graphical models in a unified repre-
sentation (Richardson and Domingos, 2006). A

2For instance, an agent hearing a user command such as
“Please take the mug on your left” might spent a lot of plan-
ning time calculating the expected future reward of dialogue
moves such as “Is the box green?” or “Your name is John”, which
are irrelevant to the situation.

Markov Logic Network L is a set of pairs (Fi, wi),
where Fi is a formula in first-order logic and wi is
a real number representing the formula weight.

A Markov Logic Network L can be seen as
a template for constructing markov networks3.
To construct a markov network from L, one has
to provide an additional set of constants C =
{c1, c2, ..., c|C|}. The resulting markov network
is called a ground markov network and is written
ML,C . The ground markov network contains one
feature for each possible grounding of a first-order
formula in L, with the corresponding weight. The
technical details of the construction of ML,C from
the two sets L and C is explained in several pa-
pers, see e.g. (Richardson and Domingos, 2006).

Once the markov network ML,C is constructed,
it can be exploited to perform inference over ar-
bitrary queries. Efficient probabilistic inference
algorithms such as Markov Chain Monte Carlo
(MCMC) or other sampling techniques can then
be used to this end (Poon and Domingos, 2006).

3.3 States and actions as relational structures

The specification of Markov Logic rules apply-
ing over complete regions of the state and action
spaces (instead of over single instances) requires
an explicit relational structure over these spaces.

This is realised by factoring the state and ac-
tion spaces into a set of distinct, conditionally in-
dependent features. A state s can be expanded into
a tuple 〈f1, f2, ...fn〉, where each sub-state fi is
assigned a value from a set {v1, v2, ...vm}. Such
structure can be expressed in first-order logic with
a binary predicate fi(s, vj) for each sub-state fi,
where vj is the value of the sub-state fi in s. The
same type of structure can be defined over actions.
This factoring leads to a relational structure of ar-
bitrary complexity, compactly represented by a set
of unary and binary predicates.

For instance, (Young et al., 2010) factors each
dialogue state into three independent parts s =
〈su, au, sd〉, where su is the user goal, au the last
user move, and sd the dialogue history. These
can be expressed in Markov Logic with predicates
such as UserGoal(s, su), LastUserMove(s, au),
or History(s, sd).

3Markov networks are undirected graphical models.
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3.4 Relevant action space
For a given state s, the relevant action space
RelMoves(A, s) is defined as:

{am : am ∈ A ∧ RelevantMove(am, s)} (7)

The truth-value of the predicate
RelevantMove(am, s) is determined using a
set of Markov Logic rules dependent on both the
state s and the action am. For a given state s,
the relevant action space is constructed via prob-
abilistic inference, by estimating the probability
P (RelevantMove(am, s)) for each action am,
and selecting the subset of actions for which the
probability is above a given threshold.

Eq. 8 provides a simple example of such
Markov Logic rule:

LastUserMove(s, au) ∧ PolarQuestion(au) ∧
YesNoAnswer(am)→ RelevantMove(am, s) (8)

It defines an admissible dialogue move for a situ-
ation where the user asks a polar question to the
agent (e.g. “do you see my hand?”). The rule speci-
fies that, if a state s contains au as last user move,
and if au is a polar question, then an answer am
of type yes-no is a relevant dialogue move for the
agent. This rule is (implicitly) universally quanti-
fied over s, au and am.

Each of these Markov Logic rules has a weight
attached to it, expressing the strength of the im-
plication. A rule with infinite weight and satisfied
premises will lead to a relevant move with prob-
ability 1. Softer weights can be used to describe
moves which are less relevant but still possible in
a particular context. These weights can either be
encoded by hand or learned from data (how to per-
form this efficiently remains an open question).

3.5 Rules application on POMDP belief state
The previous section assumed that the state s is
known. But the real state of a POMDP is never di-
rectly accessible. The rules we just described must
therefore be applied on the belief state. Ultimately,
we want to define a function Rel : <n → P(A),
which takes as input a point in the belief space
and outputs a set of relevant moves. For efficiency
reasons, this function can be precomputed offline,
by segmenting the state space into distinct regions
and assigning a set of relevant moves to each re-
gion. The function can then be directly called at
runtime by the planning algorithm.

Due to the high dimensionality of the belief
space, the above function must be approximated
to remain tractable. One way to perform this ap-
proximation is to extract, for belief state b, a set
Sm of m most likely states, and compute the set
of relevant moves for each of them. We then de-
fine the global probability estimate of a being a
relevant move given b as such:

P (RelevantMove(a) | b, a) ≈∑
s∈Sm

P (RelevantMove(a, s) | s, a)× b(s) (9)

In the limit wherem→ |S|, the error margin on
the approximation tends to zero.

4 Discussion

4.1 General comments
It is worth noting that the mechanism we just
outlined does not intend to replace the existing
POMDP planning and optimisation algorithms,
but rather complements them. Each step serves a
different purpose: the action space reduction pro-
vides an answer to the question “Is this action rel-
evant?”, while the policy optimisation seeks to an-
swer “Is this action useful?”. We believe that such
distinction between relevance and usefulness is
important and will prove to be beneficial in terms
of tractability.

It is also useful to notice that the Markov Logic
rules we described provides a “positive” definition
of the action space. The rules were applied to pro-
duce an exhaustive list of all admissible actions
given a state, all actions outside this list being de
facto labelled as non-admissible. But the rules can
also provide a “negative” definition of the action
space. That is, instead of generating an exhaustive
list of possible actions, the dialogue system can
initially consider all actions as admissible, and the
rules can then be used to prune this action space
by removing irrelevant moves.

The choice of action filter depends mainly on
the size of the dialogue domain and the availabil-
ity of prior domain knowledge. A “positive” filter
is a necessity for large dialogue domains, as the
action space is likely to grow exponentially with
the domain size and become untractable. But the
positive definition of the action space is also sig-
nificantly more expensive for the dialogue devel-
oper. There is therefore a trade-off between the
costs of tractability issues, and the costs of dia-
logue domain modelling.

11



4.2 Related Work
There is a substantial body of existing work in
the POMDP literature about the exploitation of
the problem structure to tackle the curse of di-
mensionality (Poupart, 2005; Young et al., 2010),
but the vast majority of these approaches retain
a propositional structure. A few more theoreti-
cal papers also describe first-order MDPs (Wang
et al., 2007), and recent work on Markov Logic
has extended the MLN formalism to include some
decision-theoretic concepts (Nath and Domingos,
2009). To the author’s knowledge, none of these
ideas have been applied to dialogue management.

5 Conclusions

This paper described a new approach to exploit re-
lational models of dialogue structure for control-
ling the action space in POMDPs. This approach
is part of an ongoing work to develop a unified
framework for adaptive dialogue management in
rich, open-ended interactional settings. The dia-
logue manager is being implemented as part of a
larger cognitive architecture for talking robots.

Besides the implementation, future work will
focus on refining the theoretical foundations of
relational POMDPs for dialogue (including how
to specify the transition, observation and reward
functions in such a relational framework), as well
as investigating the use of reinforcement learning
for policy optimisation based on simulated data.
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Abstract

This work models Word Sense Disam-
biguation (WSD) problem as a Dis-
tributed Constraint Optimization Problem
(DCOP). To model WSD as a DCOP,
we view information from various knowl-
edge sources as constraints. DCOP al-
gorithms have the remarkable property to
jointly maximize over a wide range of util-
ity functions associated with these con-
straints. We show how utility functions
can be designed for various knowledge
sources. For the purpose of evaluation,
we modelled all words WSD as a simple
DCOP problem. The results are competi-
tive with state-of-art knowledge based sys-
tems.

1 Introduction

Words in a language may carry more than one
sense. The correct sense of a word can be iden-
tified based on the context in which it occurs. In
the sentence,He took all his money from the bank,
bankrefers toa financial institutionsense instead
of other possibilities likethe edge of riversense.
Given a word and its possible senses, as defined
by a dictionary, the problem of Word Sense Dis-
ambiguation (WSD) can be defined as the task of
assigning the most appropriate sense to the word
within a given context.

WSD is one of the oldest problems in com-
putational linguistics which dates back to early
1950’s. A range of knowledge sources have been
found to be useful for WSD. (Agirre and Steven-
son, 2006; Agirre and Martı́nez, 2001; McRoy,
1992; Hirst, 1987) highlight the importance of
various knowledge sources like part of speech,
morphology, collocations, lexical knowledge base
(sense taxonomy, gloss), sub-categorization, se-
mantic word associations, selectional preferences,

semantic roles, domain, topical word associations,
frequency of senses, collocations, domain knowl-
edge. etc. Methods for WSD exploit information
from one or more of these knowledge sources.

Supervised approaches like (Yarowsky and Flo-
rian, 2002; Lee and Ng, 2002; Martı́nez et al.,
2002; Stevenson and Wilks, 2001) used collec-
tive information from various knowledge sources
to perform disambiguation. Information from var-
ious knowledge sources is encoded in the form of
a feature vector and models were built by training
on sense-tagged corpora. These approaches pose
WSD as a classification problem. They crucially
rely on hand-tagged sense corpora which is hard
to obtain. Systems that do not need hand-tagging
have also been proposed. Agirre and Martinez
(Agirre and Mart́ınez, 2001) evaluated the contri-
bution of each knowledge source separately. How-
ever, this does not combine information from more
than one knowledge source.

In any case, little effort has been made in for-
malizing the way in which information from var-
ious knowledge sources can be collectively used
within a single framework: a framework that al-
lows interaction of evidence from various knowl-
edge sources to arrive at a global optimal solution.

Here we present a way for modelling informa-
tion from various knowledge sources in a multi
agent setting called distributed constraint opti-
mization problem (DCOP). In DCOP, agents have
constraints on their values and each constraint has
a utility associated with it. The agents communi-
cate with each other and choose values such that a
global optimum solution (maximum utility) is at-
tained. We aim to solve WSD by modelling it as a
DCOP.

To the best of our knowledge, ours is the first
attempt to model WSD as a DCOP. In DCOP
framework, information from various knowledge
sources can be used combinedly to perform WSD.

In section 2, we give a brief introduction of
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DCOP. Section 3 describes modelling WSD as
a DCOP. Utility functions for various knowledge
sources are described in section 4. In section 5,
we conduct a simple experiment by modelling all-
words WSD problem as a DCOP and perform dis-
ambiguation on Senseval-2 (Cotton et al., 2001)
and Senseval-3 (Mihalcea and Edmonds, 2004)
data-set of all-words task. Next follow the sec-
tions on related work, discussion, future work and
conclusion.

2 Distributed Constraint Optimization
Problem (DCOP)

A DCOP (Modi, 2003; Modi et al., 2004) consists
of n variablesV = x1, x2, ...xn each assigned
to an agent, where the values of the variables are
taken from finite, discrete domainsD1, D2, ..., Dn

respectively. Only the agent has knowledge and
control over values assigned to variables associ-
ated to it. The goal for the agents is to choose
values for variables such that a given global objec-
tive function is maximized. The objective function
is described as the summation over a set of utility
functions.

DCOP can be formalized as a tuple (A, V, D, C,
F) where

• A = {a1, a2, . . . an} is a set ofn agents,

• V = {x1, x2, . . . xn} is a set ofn variables,
each one associated to an agent,

• D = {D1, D2, . . . Dn} is a set of finite and
discrete domains each one associated to the
corresponding variable,

• C ={fk : Di×Dj× . . . Dm → ℜ} is a set of
constraints described by various utility func-
tions fk. The utility functionfk is defined
over a subset of variablesV . The domain
of fk represent the constraintsCfk

andfk(c)
represents the utility associated with the con-
straintc, wherec ∈ Cfk

.

• F =
∑
k

zk · fk is the objective function to be

maximized wherezk is the weight of the cor-
responding utility functionfk

An agent is allowed to communicate only with
its neighbours. Agents communicate with each
other to agree upon a solution which maximizes
the objective function.

3 WSD as a DCOP

Given a sequence of words W={w1, w2, . . . wn}
with corresponding admissible sensesDwi =
{s1

wi
, s2

wi
. . .}, we model WSD as DCOP as fol-

lows.

3.1 Agents

Each wordwi is treated as an agent. The agent
(word) has knowledge and control of its values
(senses).

3.2 Variables

Sense of a word varies and it is the one to be deter-
mined. We define the sense of a word as its vari-
able. Each agentwi is associated with the variable
swi . The value assigned to this variable indicates
the sense assigned by the algorithm.

3.3 Domains

Senses of a word are finite in number. The set of
sensesDwi , is the domain of the variableswi .

3.4 Constraints

A constraint specifies a particular configuration of
the agents involved in its definition and has a util-
ity associated with it. For e.g. Ifcij is a constraint
defined on agentswi andwj , thencij refers to a
particular instantiation ofwi andwj , saywi = sp

wi

andwj = sq
wj

.
A utility function fk : Cfk

→ ℜ denote a set of
constraintsCfk

= {Dwi ×Dwj . . . Dwm}, defined
on the agentswi, wj . . . wm and also the utilities
associated with the constraints. We model infor-
mation from each knowledge source as a utility
function. In section 4, we describe in detail about
this modelling.

3.5 Objective function

As already stated, various knowledge sources are
identified to be useful for WSD. It is desirable to
use information from these sources collectively,
to perform disambiguation. DCOP provides such
framework where an objective function is defined
over all the knowledge sources (fk) as below

F =
∑
k

zk · fk

whereF denotes the total utility associated with
a solution andzk is the weight given to a knowl-
edge source i.e. information from various sources
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can be weighted. (Note: It is desirable to nor-
malize utility functions of different knowledge
sources in order to compare them.)

Every agent (word) choose its value (sense) in a
such a way that the objective function (global solu-
tion) is maximized. This way an agent is assigned
a best value which is the target sense in our case.

4 Modelling information from various
knowledge sources

In this section, we discuss the modelling of infor-
mation from various knowledge sources.

4.1 Part-of-speech (POS)

Consider the wordplay. It has 47 senses out of
which only 17 senses correspond tonouncategory.
Based on the POS information of a wordwi, its
domainDwi is restricted accordingly.

4.2 Morphology

Noun orangehas at least two senses, one corre-
sponding toa color and other toa fruit. But plu-
ral form of this wordorangescan only be used in
the fruit sense. Depending upon the morphologi-
cal information of a wordwi, its domainDwi can
be restricted.

4.3 Domain information

In the sports domain,cricket likely refers to a
gamethanan insect. Such information can be cap-
tured using a unary utility function defined for ev-
ery word. If the sense distributions of a wordwi

are known, a functionf : Dwi → ℜ is defined
which return higher utility for the senses favoured
by the domain than to the other senses.

4.4 Sense Relatedness

Sense relatedness between senses of two words
wi, wj is captured by a functionf : Dwi×Dwj →
ℜ wheref returns sense relatedness (utility) be-
tween senses based on sense taxonomy and gloss
overlaps.

4.5 Discourse

Discourse constraints can be modelled using a
n-ary function. For instance, to the extent one
sense per discourse (Gale et al., 1992) holds true,
higher utility can be returned to the solutions
which favour same sense to all the occurrences
of a word in a given discourse. This information
can be modeled as follows: Ifwi, wj , . . . wm are

the occurrences of a same word, a functionf :
Di ×Dj × . . . Dm → ℜ is defined which returns
higher utility whenswi = swj = . . . swm and for
the rest of the combinations it returns lower utility.

4.6 Collocations

Collocations of a word are known to provide
strong evidence for identifying correct sense of the
word. For example: if in a given contextbankco-
occur withmoney, it is likely that bank refers to
financial institutionsense rather thanthe edge of
a river sense. The wordcancerhas at least two
senses, one corresponding to the astrological sign
and the other a disease. But its derived formcan-
cerouscan only be used in disease sense. When
the wordscancerandcancerousco-occur in a dis-
course, it is likely that the wordcancerrefers to
disease sense.

Most supervised systems work through colloca-
tions to identify correct sense of a word. If a word
wi co-occurs with its collocatev, collocational in-
formation fromv can be modeled by using the fol-
lowing function

coll infrm vwi : Dwi → ℜ

where coll infrm vwi returns high utility to
collocationally preferred senses ofwi than other
senses.

Collocations can also be modeled by assigning
more than one variable to the agents or by adding a
dummy agent which gives collocational informa-
tion but in view of simplicity we do not go into
those details.

Topical word associations, semantic word asso-
ciations, selectional preferences can also be mod-
eled similar to collocations. Complex information
involving more than two entities can be modelled
by using n-ary utility functions.

5 Experiment: DCOP based All Words
WSD

We carried out a simple experiment to test the ef-
fectiveness of DCOP algorithm. We conducted
our experiment in an all words setting and used
only WordNet (Fellbaum, 1998) based relatedness
measures as knowledge source so that results can
be compared with earlier state-of-art knowledge-
based WSD systems like (Agirre and Soroa, 2009;
Sinha and Mihalcea, 2007) which used similar
knowledge sources as ours.
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Our method performs disambiguation on sen-
tence by sentence basis. A utility function based
on semantic relatedness is defined for every pair
of words falling in a particular window size. Re-
stricting utility functions to a window size reduces
the number of constraints. An objective function is
defined as sum of these restricted utility functions
over the entire sentence and thus allowing infor-
mation flow across all the words. Hence, a DCOP
algorithm which aims to maximize this objective
function leads to a globally optimal solution.

In our experiments, we used the best similarity
measure settings of (Sinha and Mihalcea, 2007)
which is a sum of normalized similarity mea-
sures jcn, lch and lesk. We used used Distributed
Pseudotree Optimization Procedure (DPOP) algo-
rithm (Petcu and Faltings, 2005), which solves
DCOP using linear number of messages among
agents. The implementation provided with the
open source toolkit FRODO1 (Léaut́e et al., 2009)
is used.

5.1 Data

To compare our results, we ran our experiments
on SENSEVAL-2 and SENSEVAL -3 English all-
words data sets.

5.2 Results

Table 1 shows results of our experiments. All
these results are carried out using a window size
of four. Ideally, precision and recall values are ex-
pected to be equal in our setting. But in certain
cases, the tool we used, FRODO, failed to find a
solution with the available memory resources.

Results show that our system performs con-
sistently better than (Sinha and Mihalcea, 2007)
which uses exactly same knowledge sources as
used by us (with an exception of adverbs in
Senseval-2). This shows that DCOP algorithm
perform better than page-rank algorithm used in
their graph based setting. Thus, for knowledge-
based WSD, DCOP framework is a potential al-
ternative to graph based models.

Table 1 also shows the system (Agirre and
Soroa, 2009), which obtained best results for
knowledge based WSD. A direct comparison
between this and our system is not quantita-
tive since they used additional knowledge such
as extended WordNet relations (Mihalcea and

1http://liawww.epfl.ch/frodo/

Moldovan, 2001) and sense disambiguated gloss
present in WordNet3.0.

Senseval-2 All Words data set
noun verb adj adv all

P dcop 67.85 37.37 62.72 56.87 58.63
R dcop 66.44 35.47 61.28 56.65 57.09
F dcop 67.14 36.39 61.99 56.76 57.85

P Sinha07 67.73 36.05 62.21 60.4758.83
R Sinha07 65.63 32.20 61.42 60.23 56.37
F Sinha07 66.24 34.07 61.81 60.35 57.57
Agirre09 70.40 38.90 58.30 70.1 58.6

MFS 71.2 39.0 61.1 75.4 60.1

Senseval-3 All Words data set
P dcop 62.31 43.48 57.14 100 54.68
R dcop 60.97 42.81 55.17 100 53.51
F dcop 61.63 43.14 56.14 100 54.09

P Sinha07 61.22 45.18 54.79 100 54.86
R Sinha07 60.45 40.57 54.14 100 52.40
F Sinha07 60.83 42.75 54.46 100 53.60
Agirre09 64.1 46.9 62.6 92.9 57.4

MFS 69.3 53.6 63.7 92.9 62.3

Table 1: Evaluation results on Senseval-2 and
Senseval-3 data-set of all words task.

5.3 Performance analysis

We conducted our experiment on a computer with
two 2.94 GHz process and 2 GB memory. Our
algorithm just took 5 minutes 31 seconds on
Senseval-2 data set, and 5 minutes 19 seconds on
Senseval-3 data set. This is a singable reduction
compared to execution time of page rank algo-
rithms employed in both Sinha07 and Agirre09. In
Agirre09, it falls in the range 30 to 180 minutes on
much powerful system with 16 GB memory hav-
ing four 2.66 GHz processors. On our system,
time taken by the page rank algorithm in (Sinha
and Mihalcea, 2007) is 11 minutes when executed
on Senseval-2 data set.

Since DCOP algorithms are truly distributed in
nature the execution times can be further reduced
by running them parallely on multiple processors.

6 Related work

Earlier approaches to WSD which encoded infor-
mation from variety of knowledge sources can be
classified as follows:

• Supervised approaches: Most of the super-
vised systems (Yarowsky and Florian, 2002;
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Lee and Ng, 2002; Martı́nez et al., 2002;
Stevenson and Wilks, 2001) rely on the sense
tagged data. These are mainly discrimina-
tive or aggregative models which essentially
pose WSD a classification problem. Dis-
criminative models aim to identify the most
informative feature and aggregative models
make their decisions by combining all fea-
tures. They disambiguate word by word and
do not collectively disambiguate whole con-
text and thereby do not capture all the rela-
tionships (e.g sense relatedness) among all
the words. Further, they lack the ability to
directly represent constraints like one sense
per discourse.

• Graph based approaches: These approaches
crucially rely on lexical knowledge base.
Graph-based WSD approaches (Agirre and
Soroa, 2009; Sinha and Mihalcea, 2007) per-
form disambiguation over a graph composed
of senses (nodes) and relations between pairs
of senses (edges). The edge weights encode
information from a lexical knowledge base
but lack an efficient way of modelling in-
formation from other knowledge sources like
collocational information, selectional prefer-
ences, domain information, discourse. Also,
the edges represent binary utility functions
defined over two entities which lacks the abil-
ity to encode ternary, and in general, any N-
ary utility functions.

7 Discussion

This framework provides a convenient way of
integrating information from various knowledge
sources by defining their utility functions. Infor-
mation from different knowledge sources can be
weighed based on the setting at hand. For exam-
ple, in a domain specific WSD setting, sense dis-
tributions play a crucial role. The utility function
corresponding to the sense distributions can be
weighed higher in order to take advantage of do-
main information. Also, different combination of
weights can be tried out for a given setting. Thus
for a given WSD setting, this framework allows us
to find 1) the impact of each knowledge source in-
dividually 2) the best combination of knowledge
sources.

Limitations of DCOP algorithms: Solving
DCOPs is NP-hard. A variety of search algorithms
have therefore been developed to solve DCOPs

(Mailler and Lesser, 2004; Modi et al., 2004;
Petcu and Faltings, 2005) . As the number of
constraints or words increase, the search space in-
creases thereby increasing the time and memory
bounds to solve them. Also DCOP algorithms ex-
hibit a trade-off between memory used and num-
ber of messages communicated between agents.
DPOP (Petcu and Faltings, 2005) use linear num-
ber of messages but requires exponential memory
whereas ADOPT (Modi et al., 2004) exhibits lin-
ear memory complexity but exchange exponential
number of messages. So it is crucial to choose a
suitable algorithm based on the problem at hand.

8 Future Work

In our experiment, we only used relatedness based
utility functions derived from WordNet. Effect of
other knowledge sources remains to be evaluated
individually and in combination. The best possible
combination of weights of knowledge sources is
yet to be engineered. Which DCOP algorithm per-
forms better WSD and when has to be explored.

9 Conclusion

We initiated a new line of investigation into WSD
by modelling it in a distributed constraint opti-
mization framework. We showed that this frame-
work is powerful enough to encode information
from various knowledge sources. Our experimen-
tal results show that a simple DCOP based model
encoding just word similarity constraints performs
comparably with the state-of-the-art knowledge
based WSD systems.
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Abstract

We present a probabilistic model exten-
sion to the Tesnière Dependency Structure
(TDS) framework formulated in (Sangati
and Mazza, 2009). This representation in-
corporates aspects from both constituency
and dependency theory. In addition, it
makes use of junction structures to handle
coordination constructions. We test our
model on parsing the English Penn WSJ
treebank using a re-ranking framework.
This technique allows us to efficiently test
our model without needing a specialized
parser, and to use the standard evalua-
tion metric on the original Phrase Struc-
ture version of the treebank. We obtain
encouraging results: we achieve a small
improvement over state-of-the-art results
when re-ranking a small number of candi-
date structures, on all the evaluation met-
rics except for chunking.

1 Introduction

Since its origin, computational linguistics has
been dominated by Constituency/Phrase Structure
(PS) representation of sentence structure. How-
ever, recently, we observe a steady increase in
popularity of Dependency Structure (DS) for-
malisms. Several researchers have compared
the two alternatives, in terms of linguistic ade-
quacy (Nivre, 2005; Schneider, 2008), practical
applications (Ding and Palmer, 2005), and eval-
uations (Lin, 1995).

Dependency theory is historically accredited to
Lucien Tesnière (1959), although the relation of
dependency between words was only one of the
various key elements proposed to represent sen-
tence structures. In fact, the original formulation
incorporates the notion of chunk, as well as a spe-
cial type of structure to represent coordination.

The Tesnière Dependency Structure (TDS) rep-
resentation we propose in (Sangati and Mazza,
2009), is an attempt to formalize the original work
of Tesnière, with the intention to develop a simple
but consistent representation which combines con-
stituencies and dependencies. As part of this work,
we have implemented an automatic conversion1 of
the English Penn Wall Street Journal (WSJ) tree-
bank into the new annotation scheme.

In the current work, after introducing the key
elements of TDS (section 2), we describe a first
probabilistic extension to this framework, which
aims at modeling the different levels of the repre-
sentation (section 3). We test our model on parsing
the WSJ treebank using a re-ranking framework.
This technique allows us to efficiently test our sys-
tem without needing a specialized parser, and to
use the standard evaluation metric on the original
PS version of the treebank. In section 3.4 we also
introduce new evaluation schemes on specific as-
pects of the new TDS representation which we will
include in the results presented in section 3.4.

2 TDS representation

It is beyond the scope of this paper to provide an
exhaustive description of the TDS representation
of the WSJ. It is nevertheless important to give the
reader a brief summary of its key elements, and
compare it with some of the other representations
of the WSJ which have been proposed. Figure 1
shows the original PS of a WSJ tree (a), together
with 3 other representations: (b) TDS, (c) DS2,
and (d) CCG (Hockenmaier and Steedman, 2007).

1staff.science.uva.nl/˜fsangati/TDS
2The DS representation is taken from the conversion pro-

cedure used in the CoNLL 2007 Shared Task on dependency
parsing (Nivre et al., 2007). Although more elaborate rep-
resentation have been proposed (de Marneffe and Manning,
2008; Cinková et al., 2009) we have chosen this DS repre-
sentation because it is one of the most commonly used within
the CL community, given that it relies on a fully automatic
conversion procedure.
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Figure 1: Four different structure representations, derived from a sentence of the WSJ treebank (section
00, #977). (a) PS (original), (b) CCG, (c) DS, (d) TDS.

Words and Blocks In TDS, words are di-
vided in functional words (determiners, preposi-
tions, etc.) and content words (verbs, nouns, etc.).
Blocks are the basic elements (chunks) of a struc-
ture, which can be combined either via the depen-
dency relation or the junction operation. Blocks
can be of two types: standard and junction blocks.
Both types may contain any sequence of func-
tional words. Standard blocks (depicted as black
boxes) represent the elementary chunks of the
original PS, and include exactly one content word.

Coordination Junction blocks (depicted as yel-
low boxes) are used to represent coordinated struc-
tures. They contain two or more blocks (con-
juncts) possibly coordinated by means of func-
tional words (conjunctions). In Figure 1(d) the
yellow junction block contains three separate stan-
dard blocks. This representation allows to cap-
ture the fact that these conjuncts occupy the same
role: they all share the relativizer ‘that’, they all
depend on the noun ‘activities’, and they all gov-
ern the noun ‘abortion’. In Figure 1(a,c), we can
notice that both PS and DS do not adequately rep-
resent coordination structures: the PS annotation
is rather flat, avoiding to group the three verbs in a
unique unit, while in the DS the last noun ‘abor-
tion’ is at the same level of the verbs it should
be a dependent of. On the other hand, the CCG
structure of Figure 1(d), properly represents the
coordination. It does so by grouping the first three
verbs in a unique constituent which is in turn bi-

narized in a right-branching structure. One of the
strongest advantages of the CCG formalism, is
that every structure can be automatically mapped
to a logical-form representation. This is one rea-
son why it needs to handle coordinations properly.
Nevertheless, we conjecture that this representa-
tion of coordination might introduce some diffi-
culties for parsing: it is very hard to capture the
relation between ‘advocate’ and ‘abortion’ since
they are several levels away in the structure.

Categories and Transference There are 4 dif-
ferent block categories, which are indicated with
little colored bricks (as well as one-letter abbrevi-
ation) on top and at the bottom of the correspond-
ing blocks: verbs (red, V), nouns (blue, N), ad-
verbs (yellow, A), and adjectives (green, J). Every
block displays at the bottom the original category
determined by the content word (or the original
category of the conjuncts if it is a junction struc-
ture), and at the top, the derived category which
relates to the grammatical role of the whole block
in relation to the governing block. In several cases
we can observe a shift in the categories of a block,
from the original to the derived category. This
phenomenon is called transference and often oc-
curs by means of functional words in the block. In
Figure 1(b) we can observe the transference of the
junction block, which has the original category of
a verb, but takes the role of an adjective (through
the relativizer ‘that’) in modifying the noun ‘activ-
ities’.

20



P (S) = PBGM (S) · PBEM (S) · PWFM (S) (1)

PBGM (S) =
∏

B ∈ dependentBlocks(S)

P (B|parent(B), direction(B), leftSibling(B)) (2)

PBEM (S) =
∏

B ∈ blocks(S)

P (elements(B)|derivedCat(B)) (3)

PWFM (S) =
∏

B ∈ standardBlocks(S)

P (cw(B)|cw(parent(B)), cats(B), fw(B), context(B)) (4)

Table 1: Equation (1) gives the likelihood of a structure S as the product of the likelihoods of generating
three aspects of the structure, according to the three models (BGM, BEM, WFM) specified in equations
(2-4) and explained in the main text.

3 A probabilistic Model for TDS

This section describes the probabilistic generative
model which was implemented in order to dis-
ambiguate TDS structures. We have chosen the
same strategy we have described in (Sangati et al.,
2009). The idea consists of utilizing a state of the
art parser to compute a list of k-best candidates of
a test sentence, and evaluate the new model by us-
ing it as a reranker. How well does it select the
most probable structure among the given candi-
dates? Since no parser currently exists for the TDS
representation, we utilize a state of the art parser
for PS trees (Charniak, 1999), and transform each
candidate to TDS. This strategy can be considered
a first step to efficiently test and compare different
models before implementing a full-fledged parser.

3.1 Model description

In order to compute the probability of a given TDS
structure, we make use of three separate proba-
bilistic generative models, each responsible for a
specific aspect of the structure being generated.
The probability of a TDS structure is obtained by
multiplying its probabilities in the three models, as
reported in the first equation of Table 2.

The first model (equation 2) is the Block Gen-
eration Model (BGM). It describes the event of
generating a block B as a dependent of its parent
block (governor). The dependent block B is identi-
fied with its categories (both original and derived),
and its functional words, while the parent block is
characterized by the original category only. More-
over, in the conditioning context we specify the
direction of the dependent with respect to the par-

ent3, and its adjacent left sister (null if not present)
specified with the same level of details of B. The
model applies only to dependent blocks4.

The second model (equation 3) is the Block Ex-
pansion Model (BEM). It computes the probabil-
ity of a generic block B of known derived cate-
gory, to expand to the list of elements it is com-
posed of. The list includes the category of the
content word, in case the expansion leads to a
standard block. In case of a junction structure, it
contains the conjunctions and the conjunct blocks
(each identified with its categories and its func-
tional words) in the order they appear. Moreover,
all functional words in the block are added to the
list5. The model applies to all blocks.

The third model (equation 4) is the Word Fill-
ing Model (WFM), which applies to each stan-
dard block B of the structure. It models the event
of filling B with a content word (cw), given the
content word of the governing block, the cate-
gories (cats) and functional words (fw) of B, and
further information about the context6 in which B
occurs. This model becomes particularly interest-

3A dependent block can have three different positions
with respect to the parent block: left, right, inner. The first
two are self-explanatory. The inner case occurs when the de-
pendent block starts after the beginning of the parent block
but ends before it (e.g. a nice dog).

4A block is a dependent block if it is not a conjunct. In
other words, it must be connected with a line to its governor.

5The attentive reader might notice that the functional
words are generated twice (in BGM and BEM). This deci-
sion, although not fully justified from a statistical viewpoint,
seems to drive the model towards a better disambiguation.

6context(B) comprises information about the grandpar-
ent block (original category), the adjacent left sibling block
(derived category), the direction of the content word with re-
spect to its governor (in this case only left and right), and the
absolute distance between the two words.
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ing when a standard block is a dependent of a junc-
tion block (such as ‘abortion’ in Figure 1(d)). In
this case, the model needs to capture the depen-
dency relation between the content word of the
dependent block and each of the content words be-
longing to the junction block7.

3.2 Smoothing

In all the three models we have adopted a smooth-
ing techniques based on back-off level estima-
tion as proposed by Collins (1999). The different
back-off estimates, which are listed in decreasing
levels of details, are interpolated with confidence
weights8 derived from the training corpus.

The first two models are implemented with two
levels of back-off, in which the last is a constant
value (10−6) to make the overall probability small
but not zero, for unknown events.

The third model is implemented with three lev-
els of back-off: the last is set to the same con-
stant value (10−6), the first encodes the depen-
dency event using both pos-tags and lexical infor-
mation of the governor and the dependent word,
while the second specifies only pos-tags.

3.3 Experiment Setup

We have tested our model on the WSJ section of
Penn Treebank (Marcus et al., 1993), using sec-
tions 02-21 as training and section 22 for testing.
We employ the Max-Ent parser, implemented by
Charniak (1999), to generate a list of k-best PS
candidates for the test sentences, which are then
converted into TDS representation.

Instead of using Charniak’s parser in its origi-
nal settings, we train it on a version of the corpus
in which we add a special suffix to constituents
which have circumstantial role9. This decision is
based on the observation that the TDS formalism
well captures the argument structure of verbs, and

7In order to derive the probability of this multi-event we
compute the average between the probabilities of the single
events which compose it.

8Each back-off level obtains a confidence weight which
decreases with the increase of the diversity of the context
(θ(Ci)), which is the number of separate events occurring
with the same context (Ci). More formally if f(Ci) is the
frequency of the conditioning context of the current event,
the weight is obtained as f(Ci)/(f(Ci) · µ · θ(Ci)); see
also (Bikel, 2004). In our model we have chosen µ to be
5 for the first model, and 50 for the second and the third.

9Those which have certain function tags (e.g. ADV, LOC,
TMP). The full list is reported in (Sangati and Mazza, 2009).
It was surprising to notice that the performance of this slightly
modified parser (in terms of F-score) is only slightly lower
than how it performs out-of-the-box (0.13%).

we believe that this additional information might
benefit our model.

We then applied our probabilistic model to re-
rank the list of available k-best TDS, and evalu-
ate the selected candidates using several metrics
which will be introduced next.

3.4 Evaluation Metrics for TDS

The re-ranking framework described above, al-
lows us to keep track of the original PS of each
TDS candidate. This provides an implicit advan-
tage for evaluating our system, viz. it allows us to
evaluate the re-ranked structures both in terms of
the standard evaluation benchmark on the original
PS (F-score) as well as on more refined metrics
derived from the converted TDS representation.
In addition, the specific head assignment that the
TDS conversion procedure performs on the origi-
nal PS, allows us to convert every PS candidate to
a standard projective DS, and from this represen-
tation we can in turn compute the standard bench-
mark evaluation for DS, i.e. unlabeled attachment
score10 (UAS) (Lin, 1995; Nivre et al., 2007).

Concerning the TDS representation, we have
formulated 3 evaluation metrics which reflect the
accuracy of the chosen structure with respect to the
gold structure (the one derived from the manually
annotated PS), regarding the different components
of the representation:
Block Detection Score (BDS): the accuracy of de-
tecting the correct boundaries of the blocks in the
structure11.
Block Attachment Score (BAS): the accuracy
of detecting the correct governing block of each
block in the structure12.
Junction Detection Score (JDS): the accuracy of
detecting the correct list of content-words com-
posing each junction block in the structure13.

10UAS measures the percentage of words (excluding punc-
tuation) having the correct governing word.

11It is calculated as the harmonic mean between recall and
precision between the test and gold set of blocks, where each
block is identified with two numerical values representing the
start and the end position (punctuation words are discarded).

12It is computed as the percentage of words (both func-
tional and content words, excluding punctuation) having the
correct governing block. The governing block of a word, is
defined as the governor of the block it belongs to. If the block
is a conjunct, its governing block is computed recursively as
the governing block of the junction block it belongs to.

13It is calculated as the harmonic mean between recall and
precision between the test and gold set of junction blocks ex-
pansions, where each expansion is identified with the list of
content words belonging to the junction block. A recursive
junction structure expands to a list of lists of content-words.
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F-Score UAS BDS BAS JDS
Charniak (k = 1) 89.41 92.24 94.82 89.29 75.82
Oracle Best F-Score (k = 1000) 97.47 96.98 97.03 95.79 82.26
Oracle Worst F-Score (k = 1000) 57.04 77.04 84.71 70.10 43.01
Oracle Best JDS (k = 1000) 90.54 93.77 96.20 90.57 93.55
PCFG-reranker (k = 5) 89.03 92.12 94.86 88.94 75.88
PCFG-reranker (k = 1000) 83.52 87.04 92.07 82.32 69.17
TDS-reranker (k = 5) 89.65 92.33 94.77 89.35 76.23
TDS-reranker (k = 10) 89.10 92.11 94.58 88.94 75.47
TDS-reranker (k = 100) 86.64 90.24 93.11 86.34 69.60
TDS-reranker (k = 500) 84.94 88.62 91.97 84.43 65.30
TDS-reranker (k = 1000) 84.31 87.89 91.42 83.69 63.65

Table 2: Results of Charniak’s parser, the TDS-reranker, and the PCFG-reranker according to several
evaluation metrics, when the number k of best-candidates increases.

Figure 2: Left: results of the TDS-reranking model according to several evaluation metrics as in Table 2.
Right: comparison between the F-scores of the TDS-reranker and a vanilla PCFG-reranker (together
with the lower and the upper bound), with the increase of the number of best candidates.

3.5 Results

Table 2 reports the results we obtain when re-
ranking with our model an increasing number of
k-best candidates provided by Charniak’s parser
(the same results are shown in the left graph of
Figure 2). We also report the results relative to a
PCFG-reranker obtained by computing the prob-
ability of the k-best candidates using a standard
vanilla-PCFG model derived from the same train-
ing corpus. Moreover, we evaluate, by means of an
oracle, the upper and lower bound of the F-Score
and JDS metric, by selecting the structures which
maximizes/minimizes the results.

Our re-ranking model performs rather well for
a limited number of candidate structures, and out-
performs Charniak’s model when k = 5. In this
case we observe a small boost in performance for
the detection of junction structures, as well as for

all other evaluation metrics, except for the BDS.
The right graph in Figure 2 compares the F-

score performance of the TDS-reranker against the
PCFG-reranker. Our system consistently outper-
forms the PCFG model on this metric, as for UAS,
and BAS. Concerning the other metrics, as the
number of k-best candidates increases, the PCFG
model outperforms the TDS-reranker both accord-
ing to the BDS and the JDS.

Unfortunately, the performance of the re-
ranking model worsens progressively with the in-
crease of k. We find that this is primarily due to
the lack of robustness of the model in detecting the
block boundaries. This suggests that the system
might benefit from a separate preprocessing step
which could chunk the input sentence with higher
accuracy (Sang et al., 2000). In addition the same
module could detect local (intra-clausal) coordina-
tions, as illustrated by (Marinčič et al., 2009).
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4 Conclusions

In this paper, we have presented a probabilistic
generative model for parsing TDS syntactic rep-
resentation of English sentences. We have given
evidence for the usefulness of this formalism: we
consider it a valid alternative to commonly used
PS and DS representations, since it incorporates
the most relevant features of both notations; in ad-
dition, it makes use of junction structures to repre-
sent coordination, a linguistic phenomena highly
abundant in natural language production, but of-
ten neglected when it comes to evaluating parsing
resources. We have therefore proposed a special
evaluation metrics for junction detection, with the
hope that other researchers might benefit from it
in the future. Remarkably, Charniak’s parser per-
forms extremely well in all the evaluation metrics
besides the one related to coordination.

Our parsing results are encouraging: the over-
all system, although only when the candidates are
highly reliable, can improve on Charniak’s parser
on all the evaluation metrics with the exception of
chunking score (BDS). The weakness on perform-
ing chunking is the major factor responsible for
the lack of robustness of our system. We are con-
sidering to use a dedicated pre-processing module
to perform this step with higher accuracy.
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Abstract

The translation of sentiment information
is a task from which sentiment analy-
sis systems can benefit. We present a
novel, graph-based approach using Sim-
Rank, a well-established vertex similar-
ity algorithm to transfer sentiment infor-
mation between a source language and a
target language graph. We evaluate this
method in comparison with SO-PMI.

1 Introduction

Sentiment analysis is an important topic in compu-
tational linguistics that is of theoretical interest but
also implies many real-world applications. Usu-
ally, two aspects are of importance in sentiment
analysis. The first is the detection of subjectivity,
i.e. whether a text or an expression is meant to ex-
press sentiment at all; the second is the determina-
tion of sentiment orientation, i.e. what sentiment
is to be expressed in a structure that is considered
subjective.

Work on sentiment analysis most often cov-
ers resources or analysis methods in a single lan-
guage, usually English. However, the transfer
of sentiment analysis between languages can be
advantageous by making use of resources for a
source language to improve the analysis of the tar-
get language.

This paper presents an approach to the transfer
of sentiment information between languages. It is
built around an algorithm that has been success-
fully applied for the acquisition of bilingual lexi-
cons. One of the main benefits of the method is its
ability of handling sparse data well.

Our experiments are carried out using English
as a source language and German as a target lan-
guage.

2 Related Work

The translation of sentiment information has been
the topic of multiple publications.

Mihalcea et al. (2007) propose two methods for
translating sentiment lexicons. The first method
simply uses bilingual dictionaries to translate an
English sentiment lexicon. A sentence-based clas-
sifier built with this list achieved high precision
but low recall on a small Romanian test set. The
second method is based on parallel corpora. The
source language in the corpus is annotated with
sentiment information, and the information is then
projected to the target language. Problems arise
due to mistranslations, e.g., because irony is not
recognized.

Banea et al. (2008) use machine translation for
multilingual sentiment analysis. Given a corpus
annotated with sentiment information in one lan-
guage, machine translation is used to produce an
annotated corpus in the target language, by pre-
serving the annotations. The original annotations
can be produced either manually or automatically.

Wan (2009) constructs a multilingual classifier
using co-training. In co-training, one classifier
produces additional training data for a second clas-
sifier. In this case, an English classifier assists in
training a Chinese classifier.

The induction of a sentiment lexicon is the sub-
ject of early work by (Hatzivassiloglou and McK-
eown, 1997). They construct graphs from coor-
dination data from large corpora based on the in-
tuition that adjectives with the same sentiment ori-
entation are likely to be coordinated. For example,
fresh and deliciousis more likely thanrotten and
delicious. They then apply a graph clustering al-
gorithm to find groups of adjectives with the same
orientation. Finally, they assign the same label to
all adjectives that belong to the same cluster. The
authors note that some words cannot be assigned a
unique label since their sentiment depends on con-
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text.
Turney (2002) suggests a corpus-based extrac-

tion method based on his pointwise mutual infor-
mation (PMI) synonymy measure He assumes that
the sentiment orientation of a phrase can be deter-
mined by comparing its pointwise mutual infor-
mation with a positive (excellent) and a negative
phrase (poor). An introduction to SO-PMI is given
in Section 5.1

3 Bilingual Lexicon Induction

Typical approaches to the induction of bilingual
lexicons involve gathering new information from
a small set of known identities between the lan-
guages which is called aseed lexiconand incor-
porating intralingual sources of information (e.g.
cooccurrence counts). Two examples of such
methods are a graph-based approach by Dorow et
al. (2009) and a vector-space based approach by
Rapp (1999). In this paper, we will employ the
graph-based method.

SimRank was first introduced by Jeh and
Widom (2002). It is an iterative algorithm that
measures the similarity between all vertices in a
graph. In SimRank, two nodes are similar if their
neighbors are similar. This defines a recursive pro-
cess that ends when the two nodes compared are
identical. As proposed by Dorow et al. (2009), we
will apply it to a graphG in which vertices repre-
sent words and edges represent relations between
words. SimRank will then yield similarity values
between vertices that indicate the degree of relat-
edness between them with regard to the property
encoded through the edges. For two nodesi and
j in G, similarity according to SimRank is defined
as

sim(i, j) =
c

|N(i)||N(j)

∑
k∈N(i),l∈N(j)

sim(k, l),

whereN(x) is the neighborhood ofx andc is
a weight factor that determines the influence of
neighbors that are farther away. The initial con-
dition for the recursion is sim(i, i) = 1.

Dorow et al. (2009) further propose the applica-
tion of the SimRank algorithm for the calculation
of similarities between a source graphS and a tar-
get graphT . Initially, some relations between the
two graphs need to be known. When operating on
word graphs, these can be taken from a bilingual
lexicon. This provides us with a framework for
the induction of a bilingual lexicon which can be

constructed based on the obtained similarity val-
ues between the vertices of the two graphs.

One problem of SimRank observed in experi-
ments by Laws et al. (2010) was that while words
with high similarity were semantically related,
they often were not exact translations of each
other but instead often fell into the categories of
hyponymy, hypernomy, holonymy, or meronymy.
However, this makes the similarity values appli-
cable for the translation of sentiment since it is a
property that does not depend on exact synonymy.

4 Sentiment Transfer

Although unsupervised methods for the design of
sentiment analysis systems exist, any approach
can benefit from using resources that have been
established in other languages. The main problem
that we aim to deal with in this paper is the trans-
fer of such information between languages. The
SimRank lexicon induction method is suitable for
this purpose since it can produce useful similarity
values even with a small seed lexicon.

First, we build a graph for each language. The
vertices of these graphs will represent adjectives
while the edges are coordination relations between
these adjectives. An example for such a graph is
given in Figure 1.

Figure 1: Sample graph showing English coordi-
nation relations.

The use of coordination information has been
shown to be beneficial for example in early work
by Hatzivassiloglou and McKeown (1997).

Seed links between those graphs will be taken
from a universal dictionary. Figure 2 shows an ex-
ample graph. Here, intralingual coordination rela-
tions are represented as black lines, seed relations
as solid grey lines, and relations that are induced
through SimRank as dashed grey lines.

After computing similarities in this graph, we
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Figure 2: Sample graph showing English and German coordination relations. Solid black lines represent
coordinations, solid grey lines represent seed relations,and dashed grey lines show induced relations.

need to obtain sentiment values. We will define
the sentiment score (sent) as

sent(nt) =
∑
ns∈S

simnorm(ns, nt) sent(ns),

wherent is a node in the target graphT , andS
the source graph. This way, the sentiment score
of each node is an average over all nodes inS
weighted by their normalized similarity, simnorm.

We define the normalized similarity as

simnorm(ns, nt) =
sim(ns, nt)∑

ns∈S sim(ns, nt)
.

Normalization guarantees that all sentiment
scores lie within a specified range. Scores are not
a direct indicator for orientation since the similar-
ities still include a lot of noise. Therefore, we
interpret the scores by assigning each word to a
category by finding score thresholds between the
categories.

5 Experiments

5.1 Baseline Method (SO-PMI)

We will compare our method to the well-
established SO-PMI algorithm by Turney (2002)
to show an improvement over an unsupervised
method. The algorithm works with cooccurrence
counts on large corpora. To determine the seman-
tic orientation of a wordw, the hits near positive
(Pwords) and negative (Nwords) seed words is
used. The SO-PMI equation is given as

SO-PMI(word) =

log2

( ∏
pword∈Pwords hits(word NEAR pword)∏
nword∈Nwords hits(word NEAR nword)

×
∏

nword∈Nwords hits(nword)∏
pword∈Pwords hits(pword)

)

5.2 Data Acquisition

We used the English and German Wikipedia
branches as our corpora. We extracted coor-
dinations from the corpus using a simple CQP
pattern search (Christ et al., 1999). For our ex-
periments, we looked only at coordinations with
and. For the English corpus, we used the pattern
[pos = "JJ"] ([pos = ","] [pos =
"JJ"])*([pos = ","]? "and" [pos
= "JJ"])+, and for the German corpus, the
pattern[pos = "ADJ.*"] ([pos = ","]
[pos = "ADJ.*"])* ("und" [pos =
"ADJ"])+ was used. This yielded477,291 pairs
of coordinated English adjectives and44,245
German pairs. We used the dict.cc dictionary1 as
a seed dictionary. It contained a total of30,551
adjectives.

After building a graph out of this data as de-
scribed in Section 4, we apply the SimRank algo-
rithm using 7 iterations.

Data for the SO-PMI method had to be col-
lected from queries to search engines since the in-
formation available in the Wikipedia corpus was
too sparse. Since Google does not provide a sta-
bleNEAR operator, we used coordinations instead.
For each of the test wordsw and the SO-PMI seed
wordss we made two queries+"w und s" and
+"s und w" to Google. The quotes and+ were
added to ensure that no spelling correction or syn-
onym replacements took place. Since the original
experiments were designed for an English corpus,
a set of German seed words had to be constructed.
We chosegut, nett, richtig, scḧon, ordentlich, an-
genehm, aufrichtig, gewissenhaft, and hervorra-
gendas positive seeds, andschlecht, teuer, falsch,
böse, feindlich, verhasst, widerlich, fehlerhaft, and

1http://www.dict.cc/
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word value
strongpos 1.0
weakpos 0.5
neutral 0.0
weakneg −0.5
strongneg −1.0

Table 1: Assigned values for positivity labels

mangelhaftas negative seeds.
We constructed a test set by randomly selecting

200 German adjectives that occurred in a coordi-
nation in Wikipedia. We then eliminated adjec-
tives that we deemed uncommon or too difficult to
understand or that were mislabeled as adjectives.
This resulted in a 150 word test set. To deter-
mine the sentiment of these adjectives, we asked
9 human judges, all native German speakers, to
annotate them given the classesneutral, slightly
negative, very negative, slightly positive, andvery
positive, reflecting the categories from the train-
ing data. In the annotation process, another 7 ad-
jectives had to be discarded because one or more
annotators marked them as unknown.

Since human judges tend to interpret scales
differently, we examine their agreement using
Kendall’s coefficient of concordance (W ) includ-
ing correction for ties (Legendre, 2005) which
takes ranks into account. The agreement was cal-
culated asW = 0.674 with a significant confi-
dence (p < .001), which is usually interpreted as
substantial agreement. Manual examination of the
data showed that most disagreement between the
annotators occurred with adjectives that are tied
to political implications, for examplenuklear(nu-
clear).

5.3 Sentiment Lexicon Induction

For our experiments, we used the polarity lexi-
con of Wilson et al. (2005). It includes annota-
tions of positivity in the form of the categories
neutral, weakly positive (weakpos), strongly posi-
tive (strongpos), weakly negative (weakneg), and
strongly positive (strongneg). In order to con-
duct arithmetic operations on these annotations,
mapped them to values from the interval[−1, 1]
by using the assignments given in Table 1.

5.4 Results

To compare the two methods to the human raters,
we first reproduce the evaluation by Turney (2002)

and examine the correlation coefficients. Both
methods will be compared to an average over the
human rater values. These values are calculated
on values asserted based on Table 1. The corre-
lation coefficients between the automatic systems
and the human ratings, SO-PMI yieldsr = 0.551,
and SimRank yieldsr = 0.587 which are not sig-
nificantly different. This shows that SO and SR
have about the same performance on this broad
measure.

Since many adjectives do not express sentiment
at all, the correct categorization of neutral adjec-
tives is as important as the scalar rating. Thus,
we divide the adjectives into three categories –
positive, neutral, and negative. Due to disagree-
ments between the human judges there exists no
clear threshold between these categories. In order
to try different thresholds, we assume that senti-
ment is symmetrically distributed with mean 0 on
the human scores. Forx ∈ { i

20 |0 ≤ i ≤ 19}, we
then assign wordw with human ratingscore(w)
to negative ifscore(w) ≤ −x, to neutral if−x <
score(w) < x and to positive otherwise. This
gives us a three-category gold standard for each
x that is then the basis for computing evaluation
measures. Each category contains a certain per-
centile of the list of adjectives. By mapping these
percentiles to the rank-ordered scores for SO-PMI
and SimRank, we can create three-category par-
titions for them. For example if forx = 0.35
21% of the adjectives are negative, then the 21%
of adjectives with the lowest SO-PMI scores are
deemed to have been rated negative by SO-PMI.
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Figure 3: Macro- and micro-averaged Accuracy

First, we will look at the macro- and micro-
averaged accuracies for both methods (cf. Fig-
ure 3). Overall, SimRank performs better forx
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between 0.05 and 0.4 which is a plausible inter-
val for the neutral threshold on the human ratings.
The results diverge for very low and high values
of x, however these values can be considered un-
realistic since they implicate neutral areas that are
too small or too large. When comparing the ac-
curacies for each of the classes (cf. Figure 4), we
observe that in the aforementioned interval, Sim-
Rank has higher accuracy values than SO-PMI for
all of them.
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Figure 4: Accuracy for individual classes

Table 2 lists some interesting example words in-
cluding their human ratings and SO-PMI and Sim-
Rank scores which illustrate advantages and pos-
sible shortcomings of the two methods. The medi-
ans of SO-PMI and SimRank scores are−15.58
and −0.05, respectively. The mean values are
−9.57 for SO-PMI and0.08 for SimRank, the
standard deviations are13.75 and0.22. SimRank
values range between−0.67 and 0.41, SO-PMI
ranges between−46.21 and 46.59. We will as-
sume that the medians mark the center of the set
of neutral adjectives.

Ausdrucksvollreceives a positive score from
SO-PMI which matches the human rating, how-
ever not from SimRank, which assigns a score
close to 0 and would likely be considered neutral.
This error can be explained by examining the sim-
ilarity distribution forausdrucksvollwhich reveals
that there are no nodes that are similar to this node,
which was most likely caused by its low degree.
Auferstanden(resurrected) is perceived as a posi-
tive adjective by the human judges, however it is
misclassified by SimRank as negative due to its
occurrence with words likegestorben(deceased)
andgekreuzigt(crucified) which have negative as-

word (translation) SR SO judges
ausdrucksvoll (expressive) 0.069 22.93 0.39
grafisch (graphic) -0.050 -4.75 0.00
kriminell (criminal) -0.389 -15.98 -0.94
auferstanden (resurrected) -0.338 -10.97 0.34

Table 2: Example adjectives including translation,
and their scores

sociations. This suggests that coordinations are
sometimes misleading and should not be used as
the only data source.Grafisch(graphics-related)
is an example for a neutral word misclassified by
SO-PMI due to its occurrence in positive contexts
on the web. Since SimRank is not restricted to re-
lations between an adjective and a seed word, all
adjective-adjective coordinations are used for the
estimation of a sentiment score.Kriminell is also
misclassified by SO-PMI for the same reason.

6 Conclusion and Outlook

We presented a novel approach to the translation
of sentiment information that outperforms SO-
PMI, an established method. In particular, we
could show that SimRank outperforms SO-PMI
for values of the thresholdx in an interval that
most likely leads to the correct separation of pos-
itive, neutral, and negative adjectives. We intend
to compare our system to other available work in
the future. In addition to our findings, we created
an initial gold standard set of sentiment-annotated
German adjectives that will be publicly available.

The two methods are very different in nature;
while SO-PMI is suitable for languages in which
very large corpora exist, this might not be the
case for knowledge-sparse languages. For some
German words (e.g. schwerstkrank(seriously
ill )), SO-PMI lacked sufficient results on the web
whereas SimRank correctly assigned negative sen-
timent. SimRank can leverage knowledge from
neighbor words to circumvent this problem. In
turn, this information can turn out to be mislead-
ing (cf. auferstanden). An advantage of our
method is that it uses existing resources from an-
other language and can thus be applied without
much knowledge about the target language. Our
future work will include a further examination of
the merits of its application for knowledge-sparse
languages.

The underlying graph structure provides a foun-
dation for many conceivable extensions. In this
paper, we presented a fairly simple experiment re-
stricted to adjectives only. However, the method
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is suitable to include arbitrary parts of speech as
well as phrases, as used by Turney (2002). An-
other conceivable application would be the direct
combination of the SimRank-based model with a
statistical model.

Currently, our input sentiment list exists only of
prior sentiment values, however work by Wilson
et al. (2009) has advanced the notion of contextual
polarity lists. The automatic translation of this in-
formation could be beneficial for sentiment analy-
sis in other languages.

Another important problem in sentiment anal-
ysis is the treatment of ambiguity. The senti-
ment expressed by a word or phrase is context-
dependent and is for example related to word sense
(Akkaya et al., 2009). Based on regularities in
graph structure and similarity, ambiguity resolu-
tion might become possible.
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Abstract

We tackle the previously unaddressed
problem of unsupervised determination of
the optimal morphological segmentation
for statistical machine translation (SMT)
and propose a segmentation metric that
takes into account both sides of the SMT
training corpus. We formulate the objec-
tive function as the posterior probability of
the training corpus according to a genera-
tive segmentation-translation model. We
describe how the IBM Model-1 transla-
tion likelihood can be computed incremen-
tally between adjacent segmentation states
for efficient computation. Submerging the
proposed segmentation method in a SMT
task from morphologically-rich Turkish to
English does not exhibit the expected im-
provement in translation BLEU scores and
confirms the robustness of phrase-based
SMT to translation unit combinatorics.
A positive outcome of this work is the
described modification to the sequential
search algorithm of Morfessor (Creutz and
Lagus, 2007) that enables arbitrary-fold
parallelization of the computation, which
unexpectedly improves the translation per-
formance as measured by BLEU.

1 Introduction

In statistical machine translation (SMT), words
are normally considered as the building blocks of
translation models. However, especially for mor-
phologically complex languages such as Finnish,
Turkish, Czech, Arabic etc., it has been shown
that using sub-lexical units obtained after morpho-
logical preprocessing can improve the machine
translation performance over a word-based sys-
tem (Habash and Sadat, 2006; Oflazer and Durgar
El-Kahlout, 2007; Bisazza and Federico, 2009).
However, the effect of segmentation on transla-

tion performance is indirect and difficult to isolate
(Lopez and Resnik, 2006).

The challenge in designing a sub-lexical SMT
system is the decision of what segmentation to use.
Linguistic morphological analysis is intuitive, but
it is language-dependent and could be highly am-
biguous. Furthermore, it is not necessarily opti-
mal in that (i) manually engineered segmentation
schemes can outperform a straightforward linguis-
tic morphological segmentation, e.g., (Habash and
Sadat, 2006), and (ii) it may result in even worse
performance than a word-based system, e.g., (Dur-
gar El-Kahlout and Oflazer, 2006).

A SMT system designer has to decide what
segmentation is optimal for the translation task
at hand. Existing solutions to this problem are
predominantly heuristic, language-dependent, and
as such are not easily portable to other lan-
guages. Another point to consider is that the op-
timal degree of segmentation might decrease as
the amount of training data increases (Lee, 2004;
Habash and Sadat, 2006). This brings into ques-
tion: For the particular language pair and training
corpus at hand, what is the optimal (level of) sub-
word segmentation? Therefore, it is desirable to
learn the optimal segmentation in an unsupervised
manner.

In this work, we extend the method of Creutz
and Lagus (2007) so as to maximize the transla-
tion posterior in unsupervised segmentation. The
learning process is tailored to the particular SMT
task via the same parallel corpus that is used in
training the statistical translation models.

2 Related Work

Most works in SMT-oriented segmentation are su-
pervised in that they consist of manual experimen-
tation to choose the best among a set of segmen-
tation schemes, and are language(pair)-dependent.
For Arabic, Sadat and Habash (2006) present sev-
eral morphological preprocessing schemes that en-
tail varying degrees of decomposition and com-
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pare the resulting translation performances in an
Arabic-to-English task. Shen et al. (2007) use a
subset of the morphology and apply only a few
simple rules in segmenting words. Durgar El-
Kahlout and Oflazer (2006) tackle this problem
when translating from English to Turkish, an ag-
glutinative language. They use a morphologi-
cal analyzer and disambiguation to arrive at mor-
phemes as tokens. However, training the trans-
lation models with morphemes actually degrades
the translation performance. They outperform
the word-based baseline only after some selec-
tive morpheme grouping. Bisazza and Federico
(2009) adopt an approach similar to the Arabic
segmentation studies above, this time in a Turkish-
to-English translation setting.

Unsupervised segmentation by itself has gar-
nered considerable attention in the computational
linguistics literature (Poon et al., 2009; Snyder and
Barzilay, 2008; Dasgupta and Ng, 2007; Creutz
and Lagus, 2007; Brent, 1999). However, few
works report their performance in a translation
task. Virpioja et al. (2007) used Morfessor (Creutz
and Lagus, 2007) to segment both sides of the par-
allel training corpora in translation between Dan-
ish, Finnish, and Swedish, but without a consistent
improvement in results.

Morfessor, which gives state of the art results in
many tests (Kurimo et al., 2009), uses only mono-
lingual information in its objective function. It is
conceivable that we can achieve a better segmenta-
tion for translation by considering not one but both
sides of the parallel corpus. A posssible choice is
the post-segmentation alignment accuracy. How-
ever, Elming et al. (2009) show that optimizing
segmentation with respect to alignment error rate
(AER) does not improve and even degrades ma-
chine translation performance. Snyder and Barzi-
lay (2008) use bilingual information but the seg-
mentation is learned independently from transla-
tion modeling.

In Chang et al. (2008), the granularity of the
Chinese word segmentation is optimized by train-
ing SMT systems for several values of a granular-
ity bias parameter and it is found that the value that
maximizes translation performance (as measured
by BLEU) is different than the value that maxi-
mizes segmentation accuracy (as measured by pre-
cision and recall).

One motivation in morphological preprocess-
ing before translation modeling is “morphology

matching” as in Lee (2004) and in the scheme
“EN” of Habash and Sadat (2006). In Lee (2004),
the goal is to match the lexical granularities of the
two languages by starting with a fine-grained seg-
mentation of the Arabic side of the corpus and
then merging or deleting Arabic morphemes us-
ing alignments with a part-of-speech tagged En-
glish corpus. But this method is not completely
unsupervised since it requires external linguistic
resources in initializing the segmentation with the
output of a morphological analyzer and disam-
biguator. Talbot and Osborne (2006) tackle a spe-
cial case of morphology matching by identifying
redundant distinctions in the morphology of one
language compared to another.

3 Method

Maximizing translation performance directly
would require SMT training and decoding for
each segmentation hypothesis considered, which
is computationally infeasible. So we make some
conditional independence assumptions using a
generative model and decompose the posterior
probability P (Mf |e, f). In this notation e and f
denote the two sides of a parallel corpus and Mf

denotes the segmentation model hypothesized for
f . Our approach is an extension of Morfessor
(Creutz and Lagus, 2007) so as to include the
translation model probability in its cost calcula-
tion. Specifically, the segmentation model takes
into account the likelihood of both sides of the
parallel corpus while searching for the optimal
segmentation. The joint likelihood is decomposed
into a prior, a monolingual likelihood, and a
translation likelihood, as shown in Eq. 1.

P (e, f,Mf ) = P (Mf )P (f |Mf )P (e|f, Mf )
(1)

Assuming conditional independence between
e and Mf given f , the maximum a posteriori
(MAP) objective can be written as:

M̂f = arg max
Mf

P (Mf )P (f |Mf )P (e|f) (2)

The role of the bilingual component P (e|f)
in Eq. 2 can be motivated with a simple exam-
ple as follows. Consider an occurrence of two
phrase pairs in a Turkish-English parallel corpus
and the two hypothesized sets of segmentations
for the Turkish phrases as in Table 1. Without ac-
cess to the English side of the corpus, a monolin-
gual segmenter can quite possibly score Seg. #1
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Phrase #1 Phrase #2
Turkish phrase: anahtar anahtarım
English phrase: key my key

Seg. #1: anahtar anahtarı +m
Seg. #2: anahtar anahtar +ım

Table 1: Example segmentation hypotheses

higher than Seg. #2 (e.g., due to the high fre-
quency of the observed morph “+m”). On the
other hand, a bilingual segmenter is expected to
assign a higher alignment probability P (e|f) to
Seg. #2 than Seg. #1, because of the aligned words
key||anahtar, therefore ranking Seg. #2 higher.

The two monolingual components of Eq. 2 are
computed as in Creutz and Lagus (2007). To sum-
marize briefly, the prior P (Mf ) is assumed to only
depend on the frequencies and lengths of the indi-
vidual morphs, which are also assumed to be in-
dependent. The monolingual likelihood P (f |Mf )
is computed as the product of morph probabilities
estimated from their frequencies in the corpus.

To compute the bilingual (translation) likeli-
hood P (e|f), we use IBM Model 1 (Brown et
al., 1993). Let an aligned sentence pair be rep-
resented by (se, sf ), which consists of word se-
quences se = e1, ..., el and sf = f1, ..., fm. Us-
ing a purely notational switch of the corpus labels
from here on to be consistent with the SMT lit-
erature, where the derivations are in the form of
P (f |e), the desired translation probability is given
by the expression:

P (f |e) =
P (m|e)
(l + 1)m

m∏
j=1

l∑
i=0

t(fj |ei), (3)

The sentence length probability distribution
P (m|e) is assumed to be Poisson with the ex-
pected sentence length equal to m.

3.1 Incremental computation of Model-1
likelihood

During search, the translation likelihood P (e|f)
needs to be calculated according to Eq. 3 for every
hypothesized segmentation.

To compute Eq. 3, we need to have at hand the
individual morph translation probabilities t(fj |ei).
These can be estimated using the EM algorithm
given by (Brown, 1993), which is guaranteed to
converge to a global maximum of the likelihood
for Model 1. However, running the EM algorithm
to optimization for each considered segmentation

model can be computationally expensive, and can
result in overtraining. Therefore, in this work we
used the likelihood computed after the first EM
iteration, which also has the nice property that
P (f |e) can be computed incrementally from one
segmentation hypothesis to the next.

The incremental updates are derived from the
equations for the count collection and probability
estimation steps of the EM algorithm as follows.
In the count collection step, in the first iteration,
we need to compute the fractional counts c(fj |ei)
(Brown et al., 1993):

c(fj |ei) =
1

l + 1
(#fj)(#ei), (4)

where (#fj) and (#ei) denote the number of occur-
rences of fj in sf and ei in se, respectively.

Let fk denote the word hypothesized to be seg-
mented. Let the resulting two sub-words be fp and
fq, any of which may or may not previously exist
in the vocabulary. Then, according to Eq. (4), as a
result of the segmentation no update is needed for
c(fj |ei) for j = 1 . . . N , j 6= p, q, i = 1 . . . M
(note that fk no longer exists); and the necessary
updates ∆c(fj |ei) for c(fj |ei), where j = p, q;
i = 1 . . . M are given by:

∆c(fj |ei) =
1

l + 1
(#fk)(#ei). (5)

Note that Eq. (5) is nothing but the previous
count value for the segmented word, c(fk|ei). So,
all needed in the count collection step is to copy
the set of values c(fk|ei) to c(fp|ei) and c(fq|ei),
adding if they already exist.

Then in the probability estimation step, the nor-
malization is performed including the newly added
fractional counts.

3.2 Parallelization of search
In an iteration of the algorithm, all words are pro-
cessed in random order, computing for each word
the posterior probability of the generative model
after each possible binary segmentation (splitting)
of the word. If the highest-scoring split increases
the posterior probability compared to not splitting,
that split is accepted (for all occurrences of the
word) and the resulting sub-words are explored re-
cursively for further segmentations. The process is
repeated until an iteration no more results in a sig-
nificant increase in the posterior probability.

The search algorithm of Morfessor is a greedy
algorithm where the costs of the next search points
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Figure 1: BLEU scores obtained with different
segmentation methods. Multiple data points for
a system correspond to different random orders in
processing the data (Creutz and Lagus, 2007).

are affected by the decision in the current step.
This leads to a sequential search and does not lend
itself to parallelization.

We propose a slightly modified search proce-
dure, where the segmentation decisions are stored
but not applied until the end of an iteration. In
this way, the cost calculations (which is the most
time-consuming component) can all be performed
independently and in parallel. Since the model is
not updated at every decision, the search path can
differ from that in the sequential greedy search and
hence result in different segmentations.

4 Results

We performed in vivo testing of the segmenta-
tion algorithm on the Turkish side of a Turkish-
to-English task. We compared the segmenta-
tions produced by Morfessor, Morfessor modi-
fied for parallel search (Morfessor-p), and Mor-
fessor with bilingual cost (Morfessor-bi) against
the word-based performance. We used the ATR
Basic Travel Expression Corpus (BTEC) (Kikui
et al., 2006), which contains travel conversa-
tion sentences similar to those in phrase-books
for tourists traveling abroad. The training cor-
pus contained 19,972 sentences with average sen-
tence length 5.6 and 7.7 words for Turkish and
English, respectively. The test corpus consisted
of 1,512 sentences with 16 reference translations.
We used GIZA++ (Och and Ney, 2003) for post-
segmentation token alignments and the Moses
toolkit (Koehn et al., 2007) with default param-
eters for phrase-based translation model genera-
tion and decoding. Target language models were
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Figure 2: Cost-BLEU plots of Morfessor and
Morfessor-bi. Correlation coefficients are -0.005
and -0.279, respectively.

trained on the English side of the training cor-
pus using the SRILM toolkit (Stolcke, 2002). The
BLEU metric (Papineni et al., 2002) was used for
translation evaluation.

Figure 1 compares the translation performance
obtained using the described segmentation meth-
ods. All segmentation methods generally im-
prove the translation performance (Morfessor and
Morfessor-p) compared to the word-based models.
However, Morfessor-bi, which utilizes both sides
of the parallel corpus in segmenting, does not con-
vincingly outperform the monolingual methods.

In order to investigate whether the proposed
bilingual segmentation cost correlates any better
than the monolingual segmentation cost of Mor-
fessor, we show several cost-BLEU pairs obtained
from the final and intermediate segmentations of
Morfessor and Morfessor-bi in Fig. 2. The cor-
relation coefficients show that the proposed bilin-
gual metric is somewhat predictive of the trans-
lation performance as measured by BLEU, while
the monolingual Morfessor cost metric has almost
no correlation. Yet, the strong noise in the BLEU
scores (vertical variation in Fig. 2) diminishes the
effect of this correlation, which explains the incon-
sistency of the results in Fig. 1. Indeed, in our ex-
periments even though the total cost kept decreas-
ing at each iteration of the search algorithm, the
BLEU scores obtained by those intermediate seg-
mentations fluctuated without any consistent im-
provement.

Table 2 displays sample segmentations pro-
duced by both the monolingual and bilingual seg-
mentation algorithms. We can observe that uti-
lizing the English side of the corpus enabled
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Count Morfessor Morfessor-bi English Gloss
7 anahtar anahtar (the) key
6 anahtar + ımı anahtar + ımı my key (ACC.)
5 anahtarla anahtar + la with (the) key
4 anahtarı anahtar + ı 1(the) key (ACC.); 2his/her key
3 anahtarı + m anahtar + ım my key
3 anahtarı + n anahtar + ın 1your key; 2of (the) key
1 anahtarı + nız anahtar + ınız your (pl.) key
1 anahtarı + nı anahtar + ını 1your key (ACC.); 2his/her key (ACC.)
1 anahtar + ınızı anahtar + ınızı your (pl.) key (ACC.)
1 oyun + lar oyunlar (the) games
2 oyun + ları oyunlar + ı 1(the) games (ACC.); 2his/her games; 3their game(s)
1 oyun + ların oyunlar + ı + n 1of (the) games; 2your games
1 oyun + larınızı oyunlar + ı + n + ızı your (pl.) games (ACC.)

Table 2: Sample segmentations produced by Morfessor and Morfessor-bi

Morfessor-bi: (i) to consistently identify the root
word “anahtar” (top portion), and (ii) to match the
English plural word form “games” with the Turk-
ish plural word form “oyunlar” (bottom portion).
Monolingual Morfessor is unaware of the target
segmentation, and hence it is up to the subsequent
translation model training to learn that “oyun” is
sometimes translated as “game” and sometimes as
“games” in the segmented training corpus.

5 Conclusion

We have presented a method for determining opti-
mal sub-word translation units automatically from
a parallel corpus. We have also showed a method
of incrementally computing the first iteration pa-
rameters of IBM Model-1 between segmentation
hypotheses. Being language-independent, the pro-
posed algorithm can be added as a one-time pre-
processing step prior to training in a SMT system
without requiring any additional data/linguistic re-
sources. The initial experiments presented here
show that the translation units learned by the
proposed algorithm improves on the word-based
baseline in both translation directions.

One avenue for future work is to relax some of
the several independence assumptions made in the
generative model. For example, independence of
consecutive morphs could be relaxed by an HMM
model for transitions between morphs (Creutz and
Lagus, 2007). Other future work includes optimiz-
ing the segmentation of both sides of the corpus
and experimenting with other language pairs.

It is also possible that the probability distribu-
tions are not discriminative enough to outweigh

the model prior tendencies since the translation
probabilities are estimated only crudely (single it-
eration of Model-1 EM algorithm). A possible
candidate solution would be to weigh the transla-
tion likelihood more in calculating the overall cost.
In fact, this idea could be generalized into a log-
linear modeling (e.g., (Poon et al., 2009)) of the
various components of the joint corpus likelihood
and possibly other features.

Finally, integration of sub-word segmentation
with the phrasal lexicon learning process in SMT
is desireable (e.g., translation-driven segmenta-
tion in Wu (1997)). Hierarchical models (Chiang,
2007) could cover this gap and provide a means to
seamlessly integrate sub-word segmentation with
statistical machine translation.
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Abstract

The growing availability of spoken lan-
guage corpora presents new opportunities
for enriching the methodologies of speech
and language therapy. In this paper, we
present a novel approach for construct-
ing speech motor exercises, based on lin-
guistic knowledge extracted from spoken
language corpora. In our study with the
Dutch Spoken Corpus, syllabic inventories
were obtained by means of automatic syl-
labification of the spoken language data.
Our experimental syllabification method
exhibited a reliable performance, and al-
lowed for the acquisition of syllabic tokens
from the corpus. Consequently, the syl-
labic tokens were integrated in a tool for
clinicians, a result which holds the poten-
tial of contributing to the current state of
speech motor training methodologies.

1 Introduction

Spoken language corpora are often accessed by
linguists, who need to manipulate specifically de-
fined speech stimuli in their experiments. How-
ever, this valuable resource of linguistic informa-
tion has not yet been systematically applied for
the benefit of speech therapy methodologies. This
is not surprising, considering the fact that spoken
language corpora have only appeared relatively re-
cently, and are still not easily accessible outside
the NLP community. Existing applications for
selecting linguistic stimuli, although undoubtedly
useful, are not based on spoken language data,
and are generally not designed for utilization by
speech therapists per se (Aichert et al., 2005). As
a first attempt to bridge this gap, a mechanism is
proposed for utilizing the relevant linguistic in-
formation to the service of clinicians. In coor-
dination with speech pathologists, the domain of

speech motor training was identified as an appro-
priate area of application. The traditional speech
motor programs are based on a rather static inven-
tory of speech items, and clinicians do not have
access to a modular way of selecting speech tar-
gets for training.
Therefore, in this project, we deal with develop-
ing an interactive interface to assist speech thera-
pists with constructing individualized speech mo-
tor practice programs for their patients. The prin-
cipal innovation of the proposed system in re-
gard to existing stimuli selection applications is
twofold: first, the syllabic inventories are derived
from spoken word forms, and second, the selec-
tion interface is integrated within a broader plat-
form for conducting speech motor practice.

2 Principles of speech motor practice

2.1 Speech Motor Disorders

Speech motor disorders (SMD) arise from neuro-
logical impairments in the motor systems involved
in speech production. SMD include acquired and
developmental forms of dysarthria and apraxia of
speech. Dysarthria refers to the group of disor-
ders associated with weakness, slowness and in-
ability to coordinate the muscles used to produce
speech (Duffy, 2005). Apraxia of speech (AOS)
is referred to the impaired planning and program-
ming of speech (Ziegler , 2008). Fluency dis-
orders, namely stuttering and cluttering, although
not always classified as SMD, have been exten-
sively studied from the speech motor skill perspec-
tive (Van Lieshout et al., 2001).

2.2 Speech Motor Training

The goal of speech therapy with SMD patients is
establishing and maintaining correct speech mo-
tor routines by means of practice. The process of
learning and maintaining productive speech mo-
tor skills is referred to as speech motor training.
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An insightful design of speech motor training ex-
ercises is crucial in order to achieve an optimal
learning process, in terms of efficiency, retention,
and transfer levels (Namasivayam, 2008).
Maas et al. (2008) make the attempt to relate find-
ings from research on non-speech motor learning
principles to the case of speech motor training.
They outline a number of critical factors in the de-
sign of speech motor exercises. These factors in-
clude the training program structure, selection of
speech items, and the nature of the provided feed-
back.
It is now generally agreed that speech motor exer-
cises should involve simplified speech tasks. The
use of non-sense syllable combinations is a gener-
ally accepted method for minimizing the effects of
higher-order linguistic processing levels, with the
idea of tapping as directly as possible to the motor
component of speech production (Smits-Bandstra
et al., 2006) .

2.3 Selection of speech items

The main considerations in selecting speech items
for a specific patient are functional relevance and
motor complexity. Functional relevance refers
to the specific motor, articulatory or phonetic
deficits, and consequently to the treatment goals
of the patient. For example, producing correct
stress patterns might be a special difficulty for one
patient, while producing consonant clusters might
be challenging for another. Relative motor com-
plexity of speech segments is much less defined in
linguistic terms than, for example, syntactic com-
plexity (Kleinow et al., 2000). Although the part-
whole relationship, which works well for syntactic
constructions, can be applied to syllabic structures
as well (e.g., ’flake’ and ’lake’), it may not be the
most suitable strategy.
However, in an original recent work, Ziegler
presented a non-linear probabilistic model of
the phonetic code, which involves units from a
sub-segmental level up to the level of metrical
feet (Ziegler , 2009). The model is verified on
the basis of accuracy data from a large sample of
apraxic speakers, and thus provides a quantitive
index of a speech segment’s motor complexity.
Taken together, it is evident that the task of se-
lecting sets of speech items for an individualized,
optimal learning process is far from obvious, and
much can be done to assist the clinicians with go-
ing through this step.

3 The role of the syllable

The syllable is the primary speech unit used in
studies on speech motor control (Namasivayam,
2008). It is also the basic unit used for con-
structing speech items in current methodologies
of speech motor training (Kent, 2000). Since
the choice of syllabic tokens is assumed to affect
speech motor learning, it would be beneficial to
have access to the syllabic inventory of the spoken
language. Besides the inventory of spoken sylla-
bles, we are interested in the distribution of sylla-
bles across the language.

3.1 Syllable frequency effects

The observation that syllables exhibit an exponen-
tial distribution in English, Dutch and German has
led researchers to infer the existence of a ’men-
tal syllabary’ component in the speech production
model (Schiller et al., 1996). Since this hypothesis
assumes that production of high frequency sylla-
bles relies on highly automated motor gestures, it
bears direct consequences on the utility of speech
motor exercises. In other words, manipulating syl-
lable sets in terms of their relative frequency is ex-
pected to have an effect on the learning process of
new motor gestures. This argument is supported
by a number of empirical findings. In a recent
study, Staiger et al. report that syllable frequency
and syllable structure play a decisive role with re-
spect to articulatory accuracy in the spontaneous
speech production of patients with AOS (Staiger
et al., 2008). Similarly, (Laganaro, 2008) con-
firms a significant effect of syllable frequency on
production accuracy in experiments with speakers
with AOS and speakers with conduction aphasia.

3.2 Implications on motor learning

In that view, practicing with high-frequency sylla-
bles could promote a faster transfer of skills to ev-
eryday language, as the most ’required’ motor ges-
tures are being strengthened. On the other hand,
practicing with low-frequency syllables could po-
tentially promote plasticity (or ’stretching’ ) of the
speech motor system, as the learner is required to
assemble motor plans from scratch, similar to the
process of learning to pronounce words in a for-
eign language. In the next section, we describe
our study with the Spoken Dutch Corpus, and il-
lustrate the performed data extraction strategies.
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4 A study with the Spoken Dutch Corpus

The Corpus Gesproken Nederlands (CGN) is a
large corpus of spoken Dutch1. The CGN con-
tains manually verified phonetic transcriptions of
53,583 spoken forms, sampled from a wide vari-
ety of communication situations. A spoken form
reports the phoneme sequence as it was actually
uttered by the speaker as opposed to the canonical
form, which represents how the same word would
be uttered in principle.

4.1 Motivation for accessing spoken forms
In contrast to written language corpora, such as
CELEX (Baayenet al., 1996), or even a corpus
like TIMIT (Zue et al., 1996), in which speak-
ers read prepared written material, spontaneous
speech corpora offer an access to an informal, un-
scripted speech on a variety of topics, including
speakers from a range of regional dialects, age and
educational backgrounds.
Spoken language is a dynamic, adaptive, and gen-
erative process. Speakers most often deviate from
the canonical pronunciation, producing segment
reductions, deletions, insertions and assimilations
in spontaneous speech (Mitterer, 2008). The work
of Greenberg provides an in-depth account on the
pronunciation variation in spoken English. A de-
tailed phonetic transcription of the Switchboard
corpus revealed that the spectral properties of
many phonetic elements deviate significantly from
their canonical form (Greenberg, 1999).
In the light of the apparent discrepancy between
the canonical forms and the actual spoken lan-
guage, it becomes apparent that deriving syllabic
inventories from spoken word forms will approxi-
mate the reality of spontaneous speech production
better than relying on canonical representations.
Consequently, it can be argued that clinical ap-
plications will benefit from incorporating speech
items which optimally converge with the ’live’ re-
alization of speech.

4.2 Syllabification of spoken forms
The syllabification information available in the
CGN applies only to the canonical forms of words,
and no syllabification of spoken word forms exists.
The methods of automatic syllabification have
been applied and tested exclusively on canonical
word forms (Bartlett, 2007). In order to obtain
the syllabic inventory of spoken language per se,

1(see http://lands.let.kun.nl/cgn/)

a preliminary study on automatic syllabification
of spoken word forms has been carried out. Two
methods for dealing with the syllabification task
were proposed, the first based on an n-gram model
defined over sequences of phonemes, and the sec-
ond based on statistics over syllable units. Both
algorithms accept as input a list of possible seg-
mentations of a given phonetic sequence, and re-
turn the one which maximizes the score of the spe-
cific function they implement. The list of possible
segmentations is obtained by exhaustively gener-
ating all possible divisions of the sequence, satis-
fying the condition of keeping exactly one vowel
per segment.

4.3 Syllabification Methods

The first method is a reimplementation of the work
of (Schmid et al., 2007). The authors describe the
syllabification task as a tagging problem, in which
each phonetic symbol of a word is tagged as ei-
ther a syllable boundary (‘B’) or as a non-syllable
boundary (‘N’). Given a set of possible segmenta-
tions of a given word, the aim is to select the one,
viz. the tag sequence b̂n

1 , which is more proba-
ble for the given phoneme sequence pn

1 , as shown
in equation (1). This probability in equations (3)
is reduced to the joint probability of the two se-
quences: the denominator of equation (2) is in fact
constant for the given list of possible syllabifica-
tions, since they all share the same sequence of
phonemes. Equation (4) is obtained by introduc-
ing a Markovian assumption of order 3 in the way
the phonemes and tags are jointly generated

b̂n
1 = arg max

bn
1

P (bn
1 |pn

1 ) (1)

= arg max
bn
1

P (bn
1 , pn

1 )/P (pn
1 ) (2)

= arg max
bn
1

P (bn
1 , pn

1 ) (3)

= arg max
bn
1

n+1∏
i=1

P (bi, pi|bi−1
i−3, p

i−1
i−3) (4)

The second syllabification method relies on
statistics over the set of syllables unit and bi-
gram (bisegments) present in the training corpus.
Broadly speaking, given a set of possible segmen-
tations of a given phoneme sequence, the algo-
rithm, selects the one which maximizes the pres-
ence and frequency of its segments.

39



Corpus
Phonemes Syllables

Boundaries Words Boundaries Words
CGN Dutch 98.62 97.15 97.58 94.99
CELEX Dutch 99.12 97.76 99.09 97.70
CELEX German 99.77 99.41 99.51 98.73
CELEX English 98.86 97.96 96.37 93.50

Table 1: Summary of syllabification results on canonical word forms.

4.4 Results

The first step involved the evaluation of the two
algorithms on syllabification of canonical word
forms. Four corpora comprising three different
languages (English, German, and Dutch) were
evaluated: the CELEX2 corpora (Baayenet al.,
1996) for the three languages, and the Spoken
Dutch Corpus (CGN). All the resources included
manually verified syllabification transcriptions. A
10-fold cross validation on each of the corpora was
performed to evaluate the accuracy of our meth-
ods. The evaluation is presented in terms of per-
centage of correct syllable boundaries2, and per-
centage of correctly syllabified words.
Table 1 summarizes the obtained results. For the
CELEX corpora, both methods produce almost
equally high scores, which are comparable to the
state of the art results reported in (Bartlett, 2007).
For the Spoken Dutch Corpus, both methods
demonstrate quite high scores, with the phoneme-
level method showing an advantage, especially
with respect to correctly syllabified words.

4.5 Data extraction

The process of evaluating syllabification of spo-
ken word forms is compromised by the fact that
there exists no gold annotation for the pronuncia-
tion data in the corpus. Therefore, the next step
involved applying both methods on the data set
and comparing the two solutions. The results re-
vealed that the two algorithms agree on 94.29%
of syllable boundaries and on 90.22% of whole
word syllabification. Based on the high scores re-
ported for lexical word forms syllabification, an
agreement between both methods most probably
implies a correct solution. The ’disagreement’ set
can be assumed to represent the class of ambigu-
ous cases, which are the most problematic for au-
tomatic syllabification. As an example, consider

2Note that recall and precision coincide since the number
of boundaries (one less than the number of vowels) is con-
stant for different segmentations of the same word.

the following pair of possible syllabification, on
which the two methods disagree: ’bEl-kOm-pjut’
vs ’bEl-kOmp-jut’3.
Motivated by the high agreement score, we have
applied the phoneme-based method on the spo-
ken word forms in the CGN, and compiled a syl-
labic inventory. In total, 832,236 syllable tokens
were encountered in the corpus, of them 11,054
unique syllables were extracted and listed. The
frequencies distribution of the extracted syllabary,
as can be seen in Figure 1, exhibits an exponential
curve, a result consistent with earlier findings re-
ported in (Schiller et al., 1996). According to our
statistics, 4% of unique syllable tokens account for
80% of all extracted tokens, and 10% of unique
syllables account for 90% respectively. For each
extracted syllable, we have recorded its structure,
frequency rank, and the articulatory characteristics
of its consonants. Next, we describe the speech
items selection tool for clinicians.

Figure 1: Syllable frequency distribution over the
spoken forms in the Dutch Spoken Corpus.
The x-axis represents 625 ranked frequency bins.
The y-axis plots the total number of syllable to-
kens extracted for each frequency bin.

3A manual evaluation of the disagreement set revealed a
clear advantage for the phoneme-based method
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5 An interface for clinicians

In order to make the collected linguistic informa-
tion available for clinicians, an interface has been
built which enables clinicians to compose individ-
ual training programs. A training program con-
sists of several training sessions, which in turn
consists of a number of exercises. For each ex-
ercise, a number of syllable sets are selected, ac-
cording to the specific needs of the patient. The
main function of the interface, thus, deals with
selection of customized syllable sets, and is de-
scribed next. The rest of the interface deals with
the different ways in which the syllable sets can
be grouped into exercises, and how exercises are
scheduled between treatment sessions.

5.1 User-defined syllable sets

The process starts with selecting the number of
syllables in the current set, a number between one
and four. Consequently, the selected number of
’syllable boxes’ appear on the screen. Each box
allows for a separate configuration of one syllable
group. As can be seen in Figure 2, a syllable box
contains a number of menus, and a text grid at the
bottom of the box.

Figure 2: A snapshot of the part of the interface
allowing configuration of syllable sets

Here follows the list of the parameters which the
user can manipulate, and their possible values:

• Syllable Type4

• Syllable Frequency5

4CV, CVC, CCV, CCVC, etc.
5Syllables are divided in three rank groups - high,

medium, and low frequency.

• Voiced - Unvoiced consonant 6

• Manner of articulation7

• Place of articulation8

Once the user selects a syllable type, he/she can
further specify each consonant within that syllable
type in terms of voiced/unvoiced segment choice
and manner and place of articulation. For the sake
of simplicity, syllable frequency ranks have been
divided in three rank groups. Alternatively, the
user can bypass this criterion by selecting ’any’.
As the user selects the parameters which define the
desired syllable type, the text grid is continuously
filled with the list of syllables satisfying these cri-
teria, and a counter shows the number of syllables
currently in the grid.
Once the configuration process is accomplished,
the syllables which ’survived’ the selection will
constitute the speech items of the current exercise,
and the user proceeds to select how the syllable
sets should be grouped, scheduled and so on.

6 Final remarks

6.1 Future directions

A formal usability study is needed in order to
establish the degree of utility and satisfaction with
the interface. One question which demands inves-
tigation is the degrees of choice that the selection
tool should provide. With too many variables
and hinges of choice, the configuration process
for each patient might become complicated and
time consuming. Therefore, a usability study
should provide guidelines for an optimal design
of the interface, so that its utility for clinicians is
maximized.
Furthermore, we plan to integrate the proposed
interface within an computer-based interactive
platform for speech therapy. A seamless integra-
tion of a speech items selection module within
biofeedback games for performing exercises with
these items seems straight forward, as the selected
items can be directly embedded (e.g., as text
symbols or more abstract shapes) in the graphical
environment where the exercises take place.

6when applicable
7for a specific consonant. Plosives, Fricatives, Sonorants
8for a specific consonant. Bilabial, Labio-Dental, Alveo-

lar, Post-Alveolar, Palatal, Velar, Uvular, Glottal
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Abstract

The emergence of social media brings
chances, but also challenges, to linguis-
tic analysis. In this paper we investigate
a novel problem of discovering patterns
based on emotion and the association of
moods and affective lexicon usage in bl-
ogosphere, a representative for social me-
dia. We propose the use of normative emo-
tional scores for English words in combi-
nation with a psychological model of emo-
tion measurement and a nonparametric
clustering process for inferring meaning-
ful emotion patterns automatically from
data. Our results on a dataset consisting of
more than 17 million mood-groundtruthed
blogposts have shown interesting evidence
of the emotion patterns automatically dis-
covered that match well with the core-
affect emotion model theorized by psy-
chologists. We then present a method
based on information theory to discover
the association of moods and affective lex-
icon usage in the new media.

1 Introduction

Social media provides communication and inter-
action channels where users can freely participate
in, express their opinions, make their own content,
and interact with other users. Users in this new
media are more comfortable in expressing their
feelings, opinions, and ideas. Thus, the resulting
user-generated content tends to be more subjec-
tive than other written genres, and thus, is more
appealing to be investigated in terms of subjec-
tivity and sentiment analysis. Research in senti-
ment analysis has recently attracted much atten-
tion (Pang and Lee, 2008), but modeling emotion

patterns and studying the affective lexicon used in
social media have received little attention.

Work in sentiment analysis in social media is
often limited to finding the sentiment sign in the
dipole pattern (negative/positive) for given text.
Extensions to this task include the three-class clas-
sification (adding neutral to the polarity) and lo-
cating the value of emotion the text carries across
a spectrum of valence scores. On the other hand,
it is well appreciated by psychologists that sen-
timent has much richer structures than the afore-
mentioned simplified polarity. For example, emo-
tion – a form of expressive sentiment – was sug-
gested by psychologists to be measured in terms
of valence and arousal (Russell, 2009). Thus, we
are motivated to analyze the sentiment in blogo-
sphere in a more fine-grained fashion. In this pa-
per we study the grouping behaviors of the emo-
tion, or emotion patterns, expressed in the blog-
posts. We are inspired to get insights into the ques-
tion of whether these structures can be discovered
directly from data without the cost of involving
human participants as in traditional psychological
studies. Next, we aim to study the relationship be-
tween the data-driven emotion structures discov-
ered and those proposed by psychologists.

Work on the analysis of effects of sentiment on
lexical access is great in a psychology perspective.
However, to our knowledge, limited work exists to
examine the same tasks in social media context.

The contribution in this paper is twofold. To
our understanding, we study a novel problem of
emotion-based pattern discovery in blogosphere.
We provide an initial solution for the matter us-
ing a combination of psychological models, affec-
tive norm scores for English words, a novel feature
representation scheme, and a nonparametric clus-
tering to automatically group moods into mean-
ingful emotion patterns. We believe that we are
the first to consider the matter of data-driven emo-
tion pattern discovery at the scale presented in this
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paper. Secondly, we explore a novel problem of
detecting the mood – affective lexicon usage cor-
relation in the new media, and propose a novel use
of a term-goodness criterion to discover this senti-
ment – linguistic association.

2 Related Work

Much work in sentiment analysis measures the
value of emotion the text convey in a continuum
range of valence (Pang and Lee, 2008). Emo-
tion patterns have often been used in sentiment
analysis limited to this one-dimensional formu-
lation. On the other hand, in psychology, emo-
tions have often been represented in dimensional
and discrete perspectives. In the former, emo-
tion states are conceptualized as combinations of
some factors like valence and arousal. In con-
trast, the latter style argues that each emotion
has a unique coincidence of experience, psychol-
ogy and behavior (Mauss and Robinson, 2009).
Our work utilizes the dimensional representation,
and in particular, the core-affect model (Russell,
2009), which encodes emotion states along the
valence and arousal dimensions. The sentiment
scoring for emotion bearing words is available in
a lexicon known as Affective Norms for English
Words (ANEW) (Bradley and Lang, 1999). Re-
lated work making use of ANEW includes (Dodds
and Danforth, 2009) for estimating happiness lev-
els in three types of data: song lyrics, blogs, and
the State of the Union addresses.

From a psychological perspective, for estimat-
ing mood effects in lexicon decisions, (Chastain et
al., 1995) investigates the influence of moods on
the access of affective words. For learning affect
in blogosphere, (Leshed and Kaye, 2006) utilizes
Support Vector Machines (SVM) to predict moods
for coming blog posts and detect mood synonymy.

3 Moods and Affective Lexicon Access

3.1 Mood Pattern Detection
Livejournal provides a comprehensive set of 132
moods for users to tag their moods when blogging.
The provided moods range diversely in the emo-
tion spectrum but typically are observed to fall into
soft clusters such as happiness (cheerful or grate-
ful) or sadness (discontent or uncomfortable). We
call each cluster of these moods an emotion pat-
tern and aim to detect them in this paper.

We observe that the blogposts tagged with
moods in the same emotion pattern have similar
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Figure 1: ANEW usage proportion in the posts
tagged with happy/cheerful and angry/p*ssed off

proportions in the usage of ANEW. For example,
in Figure 1 – a plot of the usage of ANEW hav-
ing arousal in the range of 7.2 – 8.2 in the blog-
posts – we could see that the ANEW usage pat-
terns of happy/cheerful and angry/p*ssed off are
well separated. Anger, enraged, and rage will be
most likely found in the angry/p*ssed off tagged
posts and least likely found in the happy/cheerful
ones. In contrast, the ANEW as romantic or sur-
prised are not commonly used in the posts tagged
with angry/p*ssed off but most popularly used in
the happy/cheerful ones; suggesting that, the sim-
ilarity between ANEW usage patterns can be used
as a basis to study the structure of mood space.

Let us denote by B the corpus of all blogposts
and byM= {sad, happy, ...} the predefined set of
moods (|M| = 132). Each blogpost b ∈ B in
the corpus is labeled with a mood lb ∈ M. De-
note by n the number of ANEW (n = 1034). Let
xm = [xm

1 , ...,xm
i , ...,xm

n ] be the vector repre-
senting the usage of ANEW by the mood m. Thus,
xm

i =
∑

b∈B,lb=m cib, where cib is the counting
of the ANEW i-th occurrence in the blogpost b
tagged with the mood m. The usage vector is nor-
malized so that

∑n
i=1 xm

i = 1 for all m ∈ M.
To discover the grouping of the moods based on
the usage vectors we use a nonparametric cluster-
ing algorithm known as Affinity Propagation (AP)
(Frey and Dueck, 2007). AP is desirable here
because it automatically discovers the number of
clusters as well as the cluster exemplars. The al-
gorithm only requires the pairwise similarities be-
tween moods, which we compute based on the Eu-
clidean distances for simplicity.

To map the emotion patterns detected to their
psychological meaning, we proceed to measure
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the sentiment scores of those |M| mood words.
In particular, we use ANEW (Bradley and Lang,
1999), which is a set of 1034 sentiment convey-
ing English words. The valence and arousal of
moods are assigned by those of the same words
in the ANEW lexicon. For those moods which are
not in ANEW, their values are assigned by those
of the nearest father words in the mood hierarchi-
cal tree1, where those moods conveying the same
meaning, to some extent, are in the same level of
the tree. Thus, each member of the mood clusters
can be placed onto the a 2D representation along
the valence and arousal dimensions, making it fea-
sible to compare with the core-affect model (Rus-
sell, 2009) theorized by psychologists.

3.2 Mood and ANEW Usage Association
To study the statistical strength of an ANEW word
with respect to a particular mood, the information
gain measure (Mitchell, 1997) is adopted. Given
a collection of blog posts B consisting of those
tagged or not tagged with a target class attribute
mood m. The entropy of B relative to this binary
classification is

H(B) = −p⊕ log2(p⊕)− p	 log2 p	

where p⊕ and p	 are the proportions of the
posts tagged and not tagged with m respectively.

The entropy of B relative to the binary classifi-
cation given a binary attribute A (e.g. if the word
A present or not) observed is computed as

H(B|A) =
|B⊕|
|B| H(B⊕) +

|B	|
|B| H(B	)

where B⊕ is the subset of B for which attribute
A is present in the corpus and B	 is the subset of
B for which attribute A is absent in the corpus.

The information gain of an attribute ANEW A in
classifying the collection with respect to the target
class attribute mood m, IG(m, A), is the reduction
in entropy caused by partitioning the examples ac-
cording to the attribute A. Thus,

IG(m, A) = H(B)−H(B|A)

With respect to a given mood m, those ANEW
having high information gain are considered likely
to be associated with the mood. This measure, also
often considered a term-goodness criterion, out-
performs others in feature selection in text cate-
gorization (Yang and Pedersen, 1997).

1http://www.livejournal.com/moodlist.bml

4 Experimental Results

4.1 Mood Patterns
We use a large Livejournal blogpost dataset, which
contains more than 17 million blogposts tagged
with the predefined moods. These journals were
posted from May 1, 2001 to April 23, 2005. The
ANEW usage vectors of all moods are subjected to
a clustering to learn emotion patterns. After run-
ning the Affinity Propagation algorithm, 16 pat-
terns of moods are clustered as below (the moods
in upper case are the exemplars).

1. CHEERFUL, ecstatic, jubilant, giddy, happy, excited,
energetic, bouncy, chipper

2. PENSIVE, determined, contemplative, thoughtful

3. REJUVENATED, optimistic, relieved, refreshed,
hopeful, peaceful

4. QUIXOTIC, surprised, enthralled, devious, geeky, cre-
ative, recumbent, artistic, impressed, amused, compla-
cent, curious, weird

5. CRAZY, horny, giggly, high, flirty, hyper, drunk,
naughty, dorky, ditzy, silly

6. MELLOW, pleased, satisfied, relaxed, content, anx-
ious, good, full, calm, okay

7. GRATEFUL, loved, thankful, touched

8. AGGRAVATED, irritated, bitchy, annoyed, frustrated,
cynical

9. ANGRY, p*ssed off, infuriated, irate, enraged

10. GLOOMY, jealous, envious, rejected, confused, wor-
ried, lonely, guilty, scared, pessimistic, discontent, dis-
tressed, indescribable, crushed, depressed, melancholy,
numb, morose, sad, sympathetic

11. PRODUCTIVE, accomplished, working, nervous,
busy, rushed

12. TIRED, sore, lazy, sleepy, awake, groggy, exhausted,
lethargic, drained

13. NAUSEATED, sick

14. MOODY, disappointed, grumpy, cranky, stressed, un-
comfortable, crappy

15. THIRSTY, nerdy, mischievous, hungry, dirty, hot, cold,
bored, blah

16. EXANIMATE, intimidated, predatory, embarrassed,
restless, nostalgic, indifferent, listless, apathetic, blank,
shocked

Generally, the patterns 1–7 contain moods in
high valence (pleasure) and the patterns 8–16 in-
clude mood in low valence (displeasure). To ex-
amine whether members in these emotion patterns
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Figure 2: Projection of moods onto a 2D mesh using classical multidimensional scaling
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Figure 3: The clustered patterns in a dendrogram using hierarchical clustering
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Figure 4: Discovered emotion patterns in the af-
fect circle

follow an affect concept, we place them on the af-
fect circle (Russell, 2009). We learn that nearly
all members in the same patterns express a com-
mon affect concept. Those moods in the patterns
with cheerful, pensive, and rejuvenated as the ex-
emplars are mostly located in the first quarter of
the affect circle (00 – 900), which should contain
moods being high in both pleasure and activation
measures. Meanwhile, many members of the an-
gry and aggravated patterns are found in the sec-
ond quarter (900 – 1800), which roughly means
that those moods express the feeling of sadness in
the high of activation. The patterns with the ex-
emplars nauseated and tired contain a majority of
moods found in the third quarter (1800 – 2700),
which could be representatives for the mood fash-
ion of sadness and deactivation. In addition, the
grateful group could be a representative for moods
which are both low in pleasure and in the degree
of activation (2700 – 3600 of the affect circle).
Thus, the clustering process based on the ANEW
usage could separate moods having similar affect
scores into corresponding segments in the circle
proposed in (Russell, 2009).

To visualize mood patterns that have been de-
tected, we plot these emotion modes on the affect
circle plane in Figure 4. For each pattern, the va-
lence and arousal are computed by averaging of
the values of those moods in the quarter where
most of the members in the pattern are.

To further visualize the similarity of moods,
the ANEW usage vectors are subject to a classi-
cal multidimensional scaling (Borg and Groenen,

Mood Top ANEW words associated

Cheerful
fun, happy, hate, good, christmas,
merry, birthday, cute, sick, love

Happy
happy, hate, fun, good, birthday,

sick, love, mind, alone, bored

Angry
angry, hate, fun, mad, love, anger,

good, stupid, pretty, movie
P*ssed

off
hate, stupid, mad, love, hell, fun,

good, god, pretty, movie

Gloomy
sad, depressed, hate, wish, life,
alone, lonely, upset, pain, heart

Sad
sad, fun, heart, upset, wish,

funeral, hurt, pretty, loved, cancer
(a) Moods and the most associated ANEW words

ANEW
Most likely

moods
Least likely

moods

Desire
contemplative,

thoughtful
enraged,
drained

Anger angry, p*ssed off
nauseated,

grateful

Accident sore, bored
exanimate,
indifferent

Terrorist angry, cynical
rejuvenated,

touched
Wine drunk, p*ssed off ditzy, okay
(b) ANEW words and the most associated moods

Table 1: Mood and ANEW correlation

2005) (MDS) and a hierarchical clustering. Figure
2 and Figure 3 show views of the distance between
moods, based on the Euclidean measure of their
corresponding ANEW usage, using MDS and hi-
erarchical clustering respectively.

4.2 Mood and ANEW Association
Based on the IG values between moods and
ANEW, we learn the correlation of moods and the
affective lexicon. With respect to a given mood,
those ANEW having high information gain are
most likely to be found in the blogposts tagged
with the mood. The ANEW most likely happened
in the blogposts tagged with a given mood are
shown in Table 1a; the most likely moods for the
blog posts containing a given ANEW are shown in
Table 1b.

The ANEW used in the blog posts tagged with
moods in the same pattern are more similar than
those in the posts tagged with moods in different
patterns. In Table 1a, the most associated ANEW
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Figure 5: Top 100 ANEW words used in the
dataset

in the blogposts tagged with cheerful are more
similar to those in happy ones than those in angry
or p*ssed off ones.

For a given mood, a majority of the ANEW used
in the blog posts tagged with the mood is similar
in the valence with the mood. The occurrence of
some ANEW having valence much different with
the tagging mood, e.g. the ANEW hate in the
posts tagged with cheerful or happy moods, might
be the result of a negation construction used in the
text or of other context.

For a given ANEW, the most likely moods
tagged to the blog posts containing the word are
similar with the word in the affective scores. In
addition, the least likely moods are much differ-
ent with the ANEW in the affect measure. A plot
of top ANEWs used in the blogposts is shown in
Figure 5.

Other than the ANEW conveying abstract con-
cept, e.g. desire or anger, those ANEW expressing
more concrete existence, e.g. terrorist or accident,
might be a good source for learning opinions from
social network towards the things. In the corpus,
the posts containing the ANEW terrorist are most
likely tagged with angry or cynical moods. Also,
the posts containing the ANEW accident are most
likely tagged with bored and sore moods.

5 Conclusion and Future Work

We have investigated the problems of emotion-
based pattern discovery and mood – affective lex-
icon usage correlation detection in blogosphere.
We presented a method for feature representation
based on the affective norms of English scores us-
age. We then presented an unsupervised approach
using Affinity Propagation, a nonparametric clus-
tering algorithm that does not require the number
of clusters a priori, for detecting emotion patterns
in blogosphere. The results are showing that those
automatically discovered patterns match well with
the core-affect model for emotion, which is inde-
pendently formulated in the psychology literature.
In addition, we proposed a novel use of a term-

goodness criterion to discover mood–lexicon cor-
relation in blogosphere, giving hints on predicting
moods based on the affective lexicon usage and
vice versa in the social media. Our results could
also have potential uses in sentiment-aware social
media applications.

Future work will take into account the temporal
dimension to trace changes in mood patterns over
time in blogosphere. Another direction is to inte-
grate negation information to learn more cohesive
association in affect scores between moods and af-
fective words. In addition, a new affective lexicon
could be automatically detected based on learning
correlation of the blog text and the moods tagged.
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Abstract 

Motivated by Google Sets, we study the prob-

lem of growing related words from a single 

seed word by leveraging user behaviors hiding 

in user records of Chinese input method. Our 

proposed method is motivated by the observa-

tion that the more frequently two words co-

occur in user records, the more related they are. 

First, we utilize user behaviors to generate 

candidate words. Then, we utilize search en-

gine to enrich candidate words with adequate 

semantic features. Finally, we reorder candi-

date words according to their semantic rela-

tedness to the seed word. Experimental results 

on a Chinese input method dataset show that 

our method gains better performance. 

1 Introduction 

What is the relationship between “自然语言处

理” (Natural Language Processing) and “人工智

能 ” (Artificial Intelligence)? We may regard 

NLP as a research branch of AI. Problems arise 

when we want to find more words related to the 

input query/seed word. For example, if seed 

word “ 自然语言处理 ” (Natural Language 

Processing) is entered into Google Sets (Google, 

2010), Google Sets returns an ordered list of re-

lated words such as  “人工智能” (Artificial In-

telligence) and “计算机” (Computer). Generally 

speaking, it performs a large-scale clustering al-

gorithm that can gather related words. 

In this paper, we want to investigate the ad-

vantage of user behaviors and re-ranking frame-

work in related words retrieval task using Chi-

nese input method user records. We construct a 

User-Word bipartite graph to represent the in-

formation hiding in user records. The bipartite 

graph keeps users on one side and words on the 

other side. The underlying idea is that the more 

frequently two words co-occur in user records, 

the more related they are. For example, “机器翻

译” (Machine Translation) is quite related to “中

文分词” (Chinese Word Segmentation) because 

the two words are usually used together by re-

searchers in natural language processing com-

munity. As a result, user behaviors offer a new 

perspective for measuring relatedness between 

words. On the other hand, we can also recom-

mend related words to users in order to enhance 

user experiences. Researchers are always willing 

to accept related terminologies in their research 

fields. 

However, the method is purely statistics based 

if we only consider co-occurrence aspect. We 

want to add semantic features. Sahami and Hel-

man (2006) utilize search engine to supply web 

queries with more semantic context and gains 

better results for query suggestion task. We bor-

row their idea in this paper. User behaviors pro-

vide statistic information to generate candidate 

words. Then, we can enrich candidate words 

with additional semantic features using search 

engine to retrieve more relevant candidates earli-

er. Statistical and semantic features can comple-

ment each other. Therefore, we can gain better 

performance if we consider them together. 

The contributions of this paper are threefold. 

First, we introduce user behaviors in related 

word retrieval task and construct a User-Word 

bipartite graph from user behaviors. Words are 

used by users, and it is reasonable to measure 

relatedness between words by analyzing user 

behaviors. Second, we take the advantage of se-

mantic features using search engine to reorder 

candidate words. We aim to return more relevant 

candidates earlier. Finally, our method is unsu-

pervised and language independent, which means 

that we do not require any training set or manual 

labeling efforts. 

The rest of the paper is organized as follows. 

Some related works are discussed in Section 2. 

Then we introduce our method for related words 

retrieval in Section 3. Experiment results and 

discussions are showed in Section 4. Finally, 

Section 5 concludes the whole paper and gives 

some future works. 
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2 Related Work 

For related words retrieval task, Google Sets 

(Google, 2010) provides a remarkably interesting 

tool for finding words related to an input word. 

As stated in (Zheng et al., 2009), Google Sets 

performs poor results for input words in Chinese 

language. Bayesian Sets (Ghahramani and Heller, 

2006) offers an alternative method for related 

words retrieval under the framework of Bayesian 

inference. It computes a score for each candidate 

word by comparing the posterior probability of 

that word given the input, to the prior probability 

of that candidate word. Then, it returns a ranked 

list of candidate words according to their com-

puted scores. 

Recently, Zheng et al. (2009) introduce user 

behaviors in new word detection task via a colla-

borative filtering manner. They extend their me-

thod to related word retrieval task. Moreover, 

they prove that user behaviors provide a new 

point for new word detection and related word 

retrieval tasks. However, their method is purely 

statistical method without considering semantic 

features. 

We can regard related word retrieval task as 

problem of measuring the semantic relatedness 

between pairs of very short texts. Sahami and 

Helman (2006) introduce a web kernel function 

for measuring semantic similarities using snip-

pets of search results. This work is followed by 

Metzler et al., (2007), Yih and Meek, (2007). 

They combine the web kernel with other metrics 

of similarity between word vectors, such as Jac-

card Coefficient and KL Divergence to enhance 

the result. 

In this paper, we follow the similar idea of us-

ing search engine to enrich semantic features of a 

query word. We regard the returned snippets as 

the context of a query word. And then we reorder 

candidate words and expect more relevant candi-

date words can be retrieved earlier. More details 

are given in Section 3. 

3 Related Words Retrieval 

In this section, we will introduce how to find 

related words from a single seed word via user 

behaviors and re-ranking framework. 

First, we introduce the dataset utilized in this 

paper. All the resource used in this paper comes 

from Sogou Chinese pinyin input method (Sogou, 

2006). We use Sogou for abbreviation hereafter. 

Users can install Sogou on their computers and 

the word lists they have used are kept in their 

user records. Volunteers are encouraged to upl-

oad their anonymous user records to the server 

side. In order to preserve user privacy, user-

names are hidden using MD5 hash algorithm. 

Then we demonstrate how to build a User-

Word bipartite graph based on the dataset. The 

construction can be accomplished while travers-

ing the dataset with linear time cost. We will 

give more details in Section 3.1. 

Second, we adopt conditional probability 

(Deshpande and Karypis, 2004) to measure the 

relatedness of two words. Intuitively, two words 

are supposed to be related if there are a lot of 

users who have used both of them. In other 

words, the two words always co-occur in user 

records. Starting from a single seed word, we can 

generate a set of candidate words. This is the 

candidate generation step. 

Third, in order to take the advantage of seman-

tic features, we carry out feature extraction tech-

niques to represent generated candidate words 

with enriched semantic context. In this paper, we 

generally make use of search engine to conduct 

the feature extraction step. After this step, input 

seed word and candidate words are represented 

as feature vectors in the vector space. 

Finally, we can reorder generated candidate 

words according to their semantic relatedness of 

the input seed word. We expect to retrieve more 

relevant candidate words earlier. We will make 

further explanations about the mentioned steps in 

the next subsections. 

3.1 Bipartite Graph Construction 

As stated before, we first construct a User-Word 

bipartite graph from the dataset. The bipartite 

graph has two layers, with users on one side and 

the words on the other side. We traverse the user 

records, and add a link between user u and word 

w if w appears in the user record of u. Thus this 

procedure can be accomplished in linear time. 

In order to give better explanations of bipartite 

graph construction step, we show some user 

records in Figure 1 and the corresponding bipar-

tite graph in Figure 2. 

 

 
Fig. 1. User Records Sample 

User1 Word1 自然语言(Natural Language) 

Word2人工智能(Artificial Intelligence) 

Word3 机器翻译(Machine Translation) 

Word2人工智能(Artificial Intelligence) 

Word4 信息检索(Information Retrieval) 

Word3 机器翻译(Machine Translation) 

Word1 自然语言(Natural Language) 

 

User2 

User3 
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Fig. 2. Corresponding Bipartite Graph 

 

From Figure 1, we can see that Word1 and 

Word2 appear in User1’s record, which indicates 

that User1 has used Word1 and Word2. As a result, 

in Figure 2, node User1 is linked with node 

Word1 and Word2. The rest can be done in the 

same manner. 

3.2 Candidates Generation 

After the construction of bipartite graph, we can 

measure the relatedness of words from the bipar-

tite graph. Intuitively, if two words always co-

occur in user records, they are related to each 

other. Inspired by (Deshpande and Karypis, 

2004), we adopt conditional probability to meas-

ure the relatedness of two words. 

In particular, the conditional probability of 

word j occurs given that word i has already ap-

peared is the number of users that used both 

word i and word j divided by the total number of 

users that used word i. 

 
( )

( | )         (1)
( )

Freq ij
P j i

Freq i
  

 

In formula 1, Freq(X) is the number of users 

that have used words in the set X. We can clearly 

see that P(j|i) P(i|j), which means that condi-

tional probability leads to asymmetric relations. 

The disadvantage is that each word i tends to 

have a close relationship with stop words that are 

used quite frequently in user records, such as 

“的” (of) and “一个” (a). 

In order to alleviate this problem, we consider 

the conditional probabilities P(j|i) and P(i|j) to-

gether. Word i and word j is said to be quite re-

lated if conditional probabilities P(j|i) and P(i|j) 

are both relatively high. We borrow the idea pro-

posed in (Li and Sun, 2007). In their paper, a 

weighted harmonic averaging is used to define 

the relatedness score between word i and word j 

because either P(j|i) or P(i|j) being too small is a 

severe detriment. 

 
1

1
( , )    (2)

( | ) ( | )
Score i j

P i j P j i

 


 
  
 

 

In formula 2, parameter [0,1]   is the weight 

for P(i|j), which denotes how much P(i|j) should 

be emphasized. We carry out some comparative 

experiments when parameter λ varies from 0 to 1 

stepped by 0.1. We also tried other co-

occurrence based measures like mutual informa-

tion, Euclidean and Jaccard distance, and found 

that weight harmonic averaging gives relatively 

better results. Due to space limitation, we are not 

able to report detailed results. 

So far, we have introduced how to calculate 

the relatedness Score(i, j) between word i and 

word j. When a user enters an input seed word w, 

we can compute Score(w,c) between seed word 

w and each candidate word c, and then sort can-

didate words in a descending order. Top N can-

didate words are kept for re-ranking, we aim to 

reorder top N candidate words and return the 

more related candidate words earlier. Alterna-

tively, we can also set a threshold for Score(w,c), 

which keeps the candidate word c with Score(w,c) 

larger than the threshold. We argue that this thre-

shold is difficult to set because different seed 

words have different score thresholds. 

Note that this candidate generation step is 

completely statistical method as we only consid-

er the co-occurrence of words. We argue that 

semantic features can be a complement of statis-

tical method. 

3.3 Semantic Feature Representation and 

Re-ranking 

As stated before, we utilize search engine to 

enrich semantic features of the input seed word 

and top N candidate words. To be more specific, 

we issue a word to a search engine (Sogou, 2004) 

and get top 20 returned snippets. We regard 

snippets as the context and the semantic repre-

sentation of this word. 

For an input seed word w, we can generate top 

N candidate words using formula (2). We issue 

each word to search engine and get returned 

snippets. Then, each word is represented as a 

feature vector using bag-of-words model. Fol-

lowing the conventional approach, we calculate 

the relatedness between the input seed word w 

and a candidate word c as the cosine similarity 

between their feature vectors. Intuitively, if we 

introduce more candidate words, we are more 

likely to find related words in the candidate sets. 

However, noisy words are inevitably included. 

We will show how to tune parameter N in the 

experiment part. 

W1 
U1 

U2 

U3 

W2 

W3 

W4 
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As a result, candidate words with higher se-

mantic similarities can be returned earlier with 

enriched semantic features. Re-ranking can be 

regarded as a complementary step after candidate 

generation. We can improve the performance of 

related word retrieval task if we consider user 

behaviors and re-ranking together. 

4 Experiment 

In this section, we demonstrate our experiment 

results. First, we introduce the dataset used in 

this paper and some statistics of the dataset. Then, 

we build our ground truth for related word re-

trieval task using Baidu encyclopedia. Third, we 

give some example of related word retrieval task. 

We show that more related words can be re-

turned earlier if we consider semantic features. 

Finally, we make further analysis of the parame-

ter tuning mentioned before. 

4.1 Experiment Settings 

We carry out our experiment on Sogou Chinese 

input method dataset. The dataset contains 

10,000 users and 183,870 words, and the number 

of edges in the constructed bipartite graph is 

42,250,718. As we can see, the dataset is quite 

sparse, because most of the users tend to use only 

a small number of words. 

For related word retrieval task, we need to 

judge whether a candidate word is related to the 

input seed word. We can ask domain experts to 

answer this question. However, it needs a lot of 

manual efforts. To alleviate this problem, we 

adopt Baidu encyclopedia (Baidu, 2006) as our 

ground truth. In Baidu encyclopedia, volunteers 

give a set of words that are related to the particu-

lar seed word. As related words are provided by 

human, we are confident enough to use them as 

our ground truth. 

We randomly select 2,000 seed words as our 

validation set. However, whether two words are 

related is quite subjective. In this paper, Baidu 

encyclopedia is only used as a relatively accurate 

standard for evaluation. We just want to investi-

gate whether user behaviors and re-ranking 

framework is helpful in the related word retrieval 

task under various evaluation metrics. 

We give a simple example of our method in 

Table 1. The input seed word is “机器学习” 

(Machine Learning). Generally speaking, all 

these returned candidate words are relevant to 

the seed word to certain degree, which indicates 

the effectiveness of our method. 

 

特征向量(feature vector) 核函数(kernel function) 

训练集(training set) 决策树(decision tree) 

分类器(classifier) 测试集(test set) 

降维(dimension reduc-

tion) 

特征提取(feature ex-

traction) 

Table 1. Words Related to “Machine Learning” 

4.2 Evaluation Metrics 

In this paper, we use three evaluation metrics to 

validate the performance of our method: 

1. Precision@N (P@N). P@N measures how 

much percent of the topmost results returned 

are correct. We consider P@5 and P@10. 

2. Binary preference measure (Bpref) (Buck-

ley and Voorhees, 2004). As we cannot list 

all the related words of an input seed word, 

we use Bpref to evaluate our method. For an 

input seed word with R judged candidate 

words where r is a related word and n is a 

nonrelated word. Bpref is defined as follow: 

 

1 |     |
1     (3)

r

n ranked higher than r
Bpref

R R
 

 

3. Mean reciprocal rank of the first retrieved 

result (MRR). For a sample of input seed 

words W, ranki is the rank of the first related 

candidate word for the input seed word wi, 

MRR is the average of the reciprocal ranks 

of results, which is defined as follow: 

 
1 1

     (4)
 i i

MRR
W rank

   

4.3 Candidate Re-ranking 

In order to show the effectiveness of semantic 

features and re-ranking framework, we give an 

example in Table 2. The input seed word is “爱

立信” (Ericsson), and if we only take user beha-

viors into consideration, top 5 words returned are 

shown on the left side. After using search engine 

and semantic representation, we reorder the can-

didate words as shown on the right side. 

 

Input Seed Word: 爱立信 (Ericsson) 

Top 5 Candidates After Re-ranking 

北电 (Nortel) 索尼爱立信 (Sony 

Ericsson) 

中兴 (ZTE Corporation) 索爱 (Sony Ericsson) 

基站 (Base Station) 阿尔卡特 (Alcatel) 

阿尔卡特 (Alcatel) 索尼 (Sony) 

核心网 (Core Network) 华为 (Huawei) 

Table 2. Candidate Re-ranking 

52



As shown in Table 2, we can clearly see that 

we return the most related candidate words such 

as “索尼爱立信” (Sony Ericsson) and “索爱” 

(the abbreviation of Sony Ericsson in Chinese) in 

the first two places. Moreover, after re-ranking, 

top candidate words are some famous brands that 

are quite related to query word “爱立信” (Erics-

son). Some words like “核心网” (Core Network) 

that are not quite related to the query word are 

removed from the top list. From this observation, 

we can see that semantic features and re-ranking 

framework can improve the performance. 

4.4 Parameter Tuning 

As discussed in Section 3, we have introduced 

two parameters in this paper. The first is the pa-

rameter λ in the candidate generation step, and 

the other is the parameter N in the re-ranking 

step. We show how these two parameters affect 

the performance. In addition, we should emphas-

ize that the ground truth is not a complete answer, 

so all the results are only useful for comparisons. 

The absolute value is not very meaningful. 

As we have shown in Section 3.2, parameter λ 

adjusts the weight of conditional probability be-

tween two word i, j. The parameter λ is varied 

from 0 to 1 stepped by 0.1. We record the cor-

responding values of P@5, P@10, Bpref and 

MRR. The results are shown in Figure 3. 

We can clearly see that all the values increase 

when λ increases first. And then all the values 

decrease dramatically when λ is close to 1. This 

indicates that either P(j|i) or P(i|j) being too 

small is a severe detriment. The result reaches 

peak value when λ=0.5, i.e. we should treat P(j|i) 

and P(i|j)equally to get the best result. Therefore, 

we use λ=0.5 to generate candidate words, those 

candidates are used for re-ranking. 

 

 
Fig. 3. Parameter λ for Candidate Generation 

 

We also carry out the comparisons with Baye-

sian Sets, which is shown in Table 3. It is clear 

that our method gains better results than Baye-

sian Sets with different values of parameter λ. 

Results of Google Sets are omitted here because 

Zheng et al. (2009) have already showed that 

Google Sets performs worse than Bayesian Sets 

with query words in Chinese. 

 
 Bpref MRR P@5 P@10 

λ = 0.4 0.2057 0.4267 0.2352 0.195 

λ = 0.5 0.2035 0.4322 0.2414 0.2019 

λ = 0.6 0.2038 0.4292 0.2408 0.2009 

Bayesian Sets 0.2033 0.3291 0.1842 0.1512 

Table 3. Comparisons with Bayesian Sets 

 

To investigate the effectiveness of re-ranking 

framework, we also conduct experiments on the 

parameter N that is used for re-ranking. The ex-

perimental results are shown in Figure 4. 

 

 
Fig. 4. Top N Candidates for Re-ranking 

 

We can observe that more candidates tend to 

harm the performance as noisy words are intro-

duced inevitably. For example, Bpref drops to 

less than 0.25 when N = 100. More comparative 

results are shown in Table 4. We can see that N = 

20 gives relatively best results, which indicates 

that we should select Top 20 candidate words for 

re-ranking. 

 
 Bpref MRR P@5 P@10 

Non Re-ranking 0.2035 0.4322 0.2414 0.2019 

N = 10 0.3208 0.456 0.2752 0.2019 

N = 20 0.3047 0.4511 0.2769 0.2301 

N = 30 0.2899 0.4444 0.272 0.2305 

Table 4. Comparisons with Re-ranking Method 

5 Conclusions and Future Work 

In this paper, we have proposed a novel method 

for related word retrieval task. Different from 

other method, we consider user behaviors, se-

mantic features and re-ranking framework to-

gether. We make a reasonable assumption that if 

two words always co-occur in user records, then 
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they tend to have a close relationship with each 

other. Based on this assumption, we first gener-

ate a set of candidate words that are related to an 

input seed word via user behaviors. Second, we 

utilize search engine to enrich candidates with 

semantic features. Finally, we can reorder the 

candidate words to return more related candi-

dates earlier. Experiment results show that our 

method is effective and gains better results. 

However, we also observed some noisy words 

in the returned results. As our dataset is generat-

ed from Chinese input method, users can type 

whatever they want, which will bring some noise 

in the dataset. We plan to remove noisy words in 

the future. Furthermore, we want to take the ad-

vantage of learning to rank literature (Liu, 2009) 

to further improve the performance of related 

word retrieval task. We may need to extract more 

features to represent the word pairs and build a 

labeled training set. Then various machine learn-

ing techniques can be used in this task. 

Another important issue is how to build a 

complete and accurate ground truth for related 

word retrieval task. People may have different 

opinions about whether two words are related or 

not, which makes this problem complicate. 

Thirdly, our method can only process a single 

seed word, so we aim to extend our method to 

process multiple seed words. In addition, we 

want to build a network of Chinese word associa-

tion. We can discover how words are organized 

and connected within this network. And this 

word association network will be quite useful for 

foreigners to learn Chinese. 

Fourthly, how to deal with ambiguous query 

word is also left as our future work. For example, 

query word “apple” can refer to a kind of fruit or 

an IT company. As a result, we are expected to 

return two groups of related words instead of 

mixing them together. 

Finally, our dataset provides a new perspective 

for many interesting research tasks like new 

word detection, social network analysis, user be-

havior analysis, and so on. We are trying to re-

lease our dataset for research use in the future. 
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Abstract

We show that using confidence-weighted
classification in transition-based parsing
gives results comparable to using SVMs
with faster training and parsing time. We
also compare with other online learning
algorithms and investigate the effect of
pruning features when using confidence-
weighted classification.

1 Introduction

There has been a lot of work on data-driven depen-
dency parsing. The two dominating approaches
have been graph-based parsing, e.g. MST-parsing
(McDonald et al., 2005b) and transition-based
parsing, e.g. the MaltParser (Nivre et al., 2006a).
These two approaches differ radically but have
in common that the best results have been ob-
tained using margin-based machine learning ap-
proaches. For the MST-parsing MIRA (McDonald
et al., 2005a; McDonald and Pereira, 2006) and for
transition-based parsing Support-Vector Machines
(Hall et al., 2006; Nivre et al., 2006b).

Dredze et al. (2008) introduce a new approach
to margin-based online learning called confidence-
weighted classification (CW) and show that the
performance of this approach is comparable to
that of Support-Vector Machines. In this work
we use confidence-weighted classification with
transition-based parsing and show that this leads
to results comparable to the state-of-the-art results
obtained using SVMs.

We also compare training time and the effect
of pruning when using confidence-weighted learn-
ing.

2 Transition-based parsing

Transition-based parsing builds on the idea that
parsing can be viewed as a sequence of transitions

between states. A transition-based parser (deter-
ministic classifier-based parser) consists of three
essential components (Nivre, 2008):

1. A parsing algorithm

2. A feature model

3. A classifier

The focus here is on the classifier but we will
briefly describe the parsing algorithm in order to
understand the classification task better.

The parsing algorithm consists of two com-
ponents, a transition system and an oracle.
Nivre (2008) defines a transition system S =
(C, T, cs, Ct) in the following way:

1. C is a set of configurations, each of which
contains a buffer β of (remaining) nodes and
a set A of dependency arcs,

2. T is a set of transitions, each of which is a
partial function t : C → C,

3. cs is a initialization function mapping a sen-
tence x = (w0, w1, . . . , wn) to a configura-
tion with β = [1, . . . , n],

4. Ct is a set of terminal configurations.

A transition sequence for a sentence x in S is a se-
quence C0,m = (c0, c1 . . . , cm) of configurations,
such that

1. c0 = cs(x),

2. cm ∈ Ct,

3. for every i (1 ≤ i ≤ m)ci = t(ci−1) for some
t ∈ T

The oracle is used during training to determine a
transition sequence that leads to the correct parse.
The job of the classifier is to ’imitate’ the ora-
cle, i.e. to try to always pick the transitions that
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lead to the correct parse. The information given to
the classifier is the current configuration. There-
fore the training data for the classifier consists of
a number of configurations and the transitions the
oracle chose with these configurations.

Here we focus on stack-based parsing algo-
rithms. A stack-based configuration for a sentence
x = (w0, w1, . . . , wn) is a triple c = (σ, β,A),
where

1. σ is a stack of tokens i ≤ k (for some k ≤ n),

2. β is a buffer of tokens j > k ,

3. A is a set of dependency arcs such that G =
(0, 1, . . . , n, A) is a dependency graph for x.
(Nivre, 2008)

In the work presented here we use the NivreEager
algorithm which has four transitions:

Shift Push the token at the head of the buffer
onto the stack.

Reduce Pop the token on the top of the stack.

Left-Arcl Add to the analysis an arc with label l
from the token at the head of the buffer to the token
on the top of the stack, and push the buffer-token
onto the stack.

Right-Arcl Add to the analysis an arc with label
l from the token on the top of the stack to the token
at the head of the buffer, and pop the stack.

2.1 Classification

Transition-based dependency parsing reduces
parsing to consecutive multiclass classification.
From each configuration one amongst some prede-
fined number of transitions has to be chosen. This
means that any classifier can be plugged into the
system. The training instances are created by the
oracle so the training is offline. So even though
we use online learners in the experiments these are
used in a batch setting.

The best results have been achieved using
Support-Vector Machines placing the MaltParser
very high in both the CoNNL shared tasks on de-
pendency parsing in 2006 and 2007 (Buchholz
and Marsi, 2006; Nivre et al., 2007) and it has
been shown that SVMs are better for the task than
Memory-based learning (Hall et al., 2006). The
standard setting in the MaltParser is to use a 2nd-
degree polynomial kernel with the SVM.

3 Confidence-weighted classification

Dredze et al. (2008) introduce confidence-
weighted linear classifiers which are online-
classifiers that maintain a confidence parameter
for each weight and uses this to control how to
change the weights in each update. A problem
with online algorithms is that because they have
no memory of previously seen examples they do
not know if a given weight has been updated many
times or few times. If a weight has been updated
many times the current estimation of the weight is
probably relatively good and therefore should not
be changed too much. On the other hand if it has
never been updated before the estimation is prob-
ably very bad. CW classification deals with this
by having a confidence-parameter for each weight,
modeled by a Gaussian distribution, and this pa-
rameter is used to make more aggressive updates
on weights with lower confidence (Dredze et al.,
2008). The classifiers also use Passive-Aggressive
updates (Crammer et al., 2006) to try to maximize
the margin between positive and negative training
instances.

CW classifiers are online-algorithms and are
therefore fast to train, and it is not necessary to
keep all training examples in memory. Despite this
they perform as well or better than SVMs (Dredze
et al., 2008). Crammer et al. (2009) extend the ap-
proach to multiclass classification and show that
also in this setting the classifiers often outperform
SVMs. They show that updating only the weights
of the best of the wrongly classified classes yields
the best results. We also use this approach, called
top-1, here.

Crammer et al. (2008) present different update-
rules for CW classification and show that the ones
based on standard deviation rather than variance
yield the best results. Our experiments have con-
firmed this, so in all experiments the update-rule
from equation 10 (Crammer et al., 2008) is used.

4 Experiments

4.1 Software

We use the open-source parser MaltParser1 for
all experiments. We have integrated confidence-
weighted, perceptron and MIRA classifiers into
the code. The code for the online classifiers has

1We have used version 1.3.1, available at maltparser.
org
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been made available by the authors of the CW-
papers.

4.2 Data

We have used the 10 smallest data sets from
CoNNL-X (Buchholz and Marsi, 2006) in our ex-
periments. Evaluation has been done with the offi-
cial evaluation script and evaluation data from this
task.

4.3 Features

The standard setting for the MaltParser is to use
SVMs with polynomial kernels, and because of
this it uses a relatively small number of features.
In most of our experiments the default feature set
of MaltParser consisting of 14 features has been
used.

When using a linear-classifier without a ker-
nel we need to extend the feature set in order to
achieve good results. We have done this very un-
critically by adding all pair wise combinations of
all features. This leads to 91 additional features
when using the standard 14 features.

5 Results and discussion

We will now discuss various results of our ex-
periments with using CW-classifiers in transition-
based parsing.

5.1 Online classifiers

We compare CW-classifiers with other online al-
gorithms for linear classification. We compare
with perceptron (Rosenblatt, 1958) and MIRA
(Crammer et al., 2006). With both these classi-
fiers we use the same top-1 approach as with the
CW-classifers and also averaging which has been
shown to alleviate overfitting (Collins, 2002). Ta-
ble 2 shows Labeled Attachment Score obtained
with the three online classifiers. All classifiers
were trained with 10 iterations.

These results confirm those by Crammer et al.
(2009) and show that confidence-weighted classi-
fiers are better than both perceptron and MIRA.

5.2 Training and parsing time

The training time of the CW-classifiers depends on
the number of iterations used, and this of course
affects the accuracy of the parser. Figure 1 shows
Labeled Attachment Score as a function of the
number of iterations used in training. The hori-
zontal line shows the LAS obtained with SVM.
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Figure 1: LAS as a function of number of training
iterations on Danish data. The dotted horizontal
line shows the performance of the parser trained
with SVM.

We see that after 4 iterations the CW-classifier
has the best performance for the data set (Danish)
used in this experiment. In most experiments we
have used 10 iterations. Table 1 compares training
time (10 iterations) and parsing time of a parser
using a CW-classifiers and a parser using SVM on
the same data set. We see that training of the CW-
classifier is faster, which is to be expected given
their online-nature. We also see that parsing is
much faster.

SVM CW
Training 75 min 8 min
Parsing 29 min 1.5 min

Table 1: Training and parsing time on Danish data.

5.3 Pruning features
Because we explicitly represent pair wise combi-
nations of all of the original features we get an ex-
tremely high number of binary features. For some
of the larger data sets, the number of features is
so big that we cannot hold the weight-vector in
memory. For instance the Czech data-set has 16
million binary features, and almost 800 classes -
which means that in practice there are 12 billion
binary features2.

2Which is also why we only have used the 10 smallest
data sets from CoNNL-X.
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Perceptron MIRA CW, manual fs CW SVM
Arabic 58.03 59.19 60.55 †60.57 59.93
Bulgarian 80.46 81.09 82.57 †82.76 82.12
Danish 79.42 79.90 81.06 †81.13 80.18
Dutch 75.75 77.47 77.65 †78.65 77.76
Japanese 87.74 88.06 88.14 88.19 †89.47
Portuguese 85.69 85.95 86.11 86.20 86.25
Slovene 64.35 65.38 66.09 †66.28 65.45
Spanish 74.06 74.86 75.58 75.90 75.46
Swedish 79.79 80.31 81.03 †81.24 80.56
Turkish 46.48 47.13 46.98 47.09 47.49
All 78.26 79.00 79.68 †79.86 79.59

Table 2: LAS on development data for three online classifers, CW-classifiers with manual feature se-
lection and SVM. Statistical significance is measuered between CW-classifiers without feature selection
and SVMs.

To solve this problem we have tried to use prun-
ing to remove the features occurring fewest times
in the training data. If a feature occurs fewer times
than a given cutoff limit the feature is not included.
This goes against the idea of CW classifiers which
are exactly developed so that rare features can be
used. Experiments also show that this pruning
hurts accuracy. Figure 2 shows the labeled attach-
ment score as a function of the cutoff limit on the
Danish data.
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Figure 2: LAS as a function of the cutoff limit
when pruning rare features. The dotted line shows
the number of features left after pruning.

5.4 Manual feature selection

Instead of pruning the features we tried manually
removing some of the pair wise feature combina-
tions. We removed some of the combinations that
lead to the most extra features, which is especially
the case with combinations of lexical features. In
the extended default feature set for instance we re-
moved all combinations of lexical features except
the combination of the word form of the token at
the top of the stack and of the word form of the
token at the head of the buffer.

Table 2 shows that this consistently leads to a
small decreases in LAS.

5.5 Results without optimization

Table 2 shows the results for the 10 CoNNL-X
data sets used. For comparison we have included
the results from using the standard classifier in the
MaltParser, i.e. SVM with a polynomial kernel.
The hyper-parameters for the SVM have not been
optimized, and neither has the number of iterations
for the CW-classifiers, which is always 10. We see
that in many cases the CW-classifier does signifi-
cantly 3 better than the SVM, but that the opposite
is also the case.

5.6 Results with optimization

The results presented above are suboptimal for the
SVMs because default parameters have been used
for these, and optimizing these can improve ac-

3In all tables statistical significance is marked with †. Sig-
nificance is calculated using McNemar’s test (p = 0.05).
These tests were made with MaltEval (Nilsson and Nivre,
2008)
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SVM CW
LAS UAS LA LAS UAS LA

Arabic 66.71 77.52 80.34 67.03 77.52 †81.20
Bulgarian* 87.41 91.72 90.44 87.25 91.56 89.77
Danish †84.77 †89.80 89.16 84.15 88.98 88.74
Dutch* †78.59 †81.35 †83.69 77.21 80.21 82.63
Japanese †91.65 †93.10 †94.34 90.41 91.96 93.34
Portuguese* †87.60 †91.22 †91.54 86.66 90.58 90.34
Slovene 70.30 78.72 80.54 69.84 †79.62 79.42
Spanish 81.29 84.67 90.06 82.09 †85.55 90.52
Swedish* †84.58 89.50 87.39 83.69 89.11 87.01
Turkish †65.68 †75.82 †78.49 62.00 73.15 76.12
All †79.86 †85.35 †86.60 79.04 84.83 85.91

Table 3: Results on the CoNNL-X evaluation data. Manuel feature selection has been used for languages
marked with an *.

curacy a lot. In this section we will compare re-
sults obtained with CW-classifiers with the results
for the MaltParser from CoNNL-X. In CoNNL-X
both the hyper parameters for the SVMs and the
features have been optimized. Here we do not do
feature selection but use the features used by the
MaltParser in CoNNL-X4.

The only hyper parameter for CW classification
is the number of iterations. We optimize this by
doing 5-fold cross-validation on the training data.
Although the manual feature selection has been
shown to decrease accuracy this has been used for
some languages to reduce the size of the model.
The results are presented in table 3.

We see that even though the feature set used
are optimized for the SVMs there are not big dif-
ferences between the parses that use SVMs and
the parsers that use CW classification. In general
though the parsers with SVMs does better than
the parsers with CW classifiers and the difference
seems to be biggest on the languages where we did
manual feature selection.

6 Conclusion

We have shown that using confidence-weighted
classifiers with transition-based dependency pars-
ing yields results comparable with the state-of-the-
art results achieved with Support Vector Machines
- with faster training and parsing times. Currently
we need a very high number of features to achieve
these results, and we have shown that pruning this
big feature set uncritically hurts performance of

4Available at http://maltparser.org/conll/
conllx/

the confidence-weighted classifiers.

7 Future work

Currently the biggest challenge in the approach
outlined here is the very high number of features
needed to achieve good results. A possible so-
lution is to use kernels with confidence-weighted
classification in the same way they are used with
the SVMs.

Another possibility is to extend the feature set
in a more critical way than what is done now. For
instance the combination of a POS-tag and CPOS-
tag for a given word is now included. This feature
does not convey any information that the POS-tag-
feature itself does not. The same is the case for
some word-form and word-lemma features. All in
all a lot of non-informative features are added as
things are now. We have not yet tried to use auto-
matic features selection to select only the combi-
nations that increase accuracy.

We will also try to do feature selection on a
more general level as this can boost accuracy a lot.
The results in table 3 are obtained with the features
optimized for the SVMs. These are not necessarily
the optimal features for the CW-classifiers.

Another comparison we would like to do is with
linear SVMs. Unlike the polynomial kernel SVMs
used as default in the MaltParser linear SVMs can
be trained in linear time (Joachims, 2006). Trying
to use the same extended feature set we use with
the CW-classifiers with a linear SVM would pro-
vide an interesting comparison.
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Abstract 

 

A robust dictionary of semantic frames is an 

essential element of natural language 

understanding systems that use ontologies.  

However, creating lexical resources that 

accurately capture semantic representations en 

masse is a persistent problem. Where the sheer 

amount of content makes hand creation 

inefficient, computerized approaches often 

suffer from over generality and difficulty with 

sense disambiguation. This paper describes a 

semi-automatic method to create verb 

semantic frames in the Cyc ontology by 

converting the information contained in 

VerbNet into a Cyc usable format. This 

method captures the differences in meaning 

between types of verbs, and uses existing 

connections between WordNet, VerbNet, and 

Cyc to specify distinctions between individual 

verbs when available. This method provides 

27,909 frames to OpenCyc which currently 

has none and can be used to extend 

ResearchCyc as well. We show that these 

frames lead to a 20% increase in sample 

sentences parsed over the Research Cyc verb 

lexicon. 

1 Introduction 

The Cyc
1
 knowledge base represents general 

purpose knowledge across a vast array of 

domains. Low level event and individual facts 

are contained in larger definitional hierarchical 

representations and contextualized through 

microtheories (Matuszek et al, 2006). Higher 

order predicates built into Cyc’s formal 

language, CycL, allow efficient inferencing 

about context and meta-language reasoning 

above and beyond first-order logic rules 

(Ramachandran et al, 2005).  

 Because of the expressiveness and size of the 

ontology, Cyc has been used in NL applications 

                                                           
1
 http://www.opencyc.org/cyc 

including word sense disambiguation and rule 

acquisition by reading (Curtis, Cabral, & Baxter, 

2006; Curtis et al, 2009). Such applications use 

NL-to-Cycl parsers which use Cyc semantic 

frames to convert natural language into Cyc 

representations. These frames represent sentence 

content through a set of propositional logic 

assertions that first reify the sentence in terms of 

a real world event and then define the semantic 

relationships between the elements of the 

sentence, as described later. Because these 

parsers require semantic frames to represent 

sentence content, existing parsers are limited due 

to Cyc’s limited coverage (Curtis et al, 2009). 

The goal is to increase this coverage by 

automatically translating the class frames in 

VerbNet into individual verb templates. 

2 Previous Work 

The Cyc knowledge base is continuously 

expanding and much work has been done on 

automatic fact acquisition as well as merging 

ontologies. However, the semantic frames remain 

mostly hand-made in ResearchCyc
2
 and non-

existent in the open-license OpenCyc
3
. 

Translating VerbNet frames into Cyc will expand 

the natural language capabilities of both.  

 There has been previous research on mapping 

existing Cyc templates to VerbNet, but thus far 

these approaches have not created new templates 

to address Cyc’s lapses in coverage. One such 

attempt, King and Crouch’s (2005) unified 

lexicon, compiled many lexical resources into a 

unified representation. While this research 

created a valuable resource, it did not extend the 

existing Cyc coverage. Of the 45, 704 entries in 

the UL only 3,544 have Cyc entries (King & 

Crouch, 2005). 

 Correspondences between a few VerbNet 

frames and ResearchCyc templates have also 

been mapped out through the VxC VerbNet Cyc 

                                                           
2
 http://research.cyc.com 

3  http://opencyc.org 
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Mapper (Trumbo 2006). These mappings became 

a standard that we later used to evaluate the 

quality of our created frames. 

 A notable exception to the hand-made 

paradigm is Curtis et al’s (2009) TextLearner 

which uses rules and existing semantic frames to 

handle novel sentence structures. Given an 

existing template that fits some of the syntactic 

constraints of the sentence, TextLearner will 

attempt to create a new frame by suggesting a 

predicate that fits the missing part. Often these 

are general underspecified predicates, but 

TextLearner is able to use common sense 

reasoning and existing facts to find better 

matches (Curtis et al, 2009).  

 While TextLearner improves its performance 

with time, it is not an attempt to create new 

frames on a large scale. Creating generalized 

frames based on verb classes will increase the 

depth of the Cyc Lexicon quickly. Furthermore, 

automatic processes like those in TextLearner 

could be used to make individual verb semantic 

frames more specific. 

3 VerbNet 

VerbNet is an extension of Levin’s (1993) verb 

classes that uses the class structure to apply 

general syntactic frames to member verbs that 

have those syntactic uses and similar semantic 

meanings (Kipper et al, 2000). The current 

version has been expanded to include class 

distinctions not included in Levin’s original 

proposal (Kipper et al,  2006). 

 VerbNet is an appealing lexical resource for 

this task because it represents semantic meaning 

as the union of both syntactic structure and 

semantic predicates. VerbNet uses Lexicalized 

Tree Adjoining Grammar to generate the 

syntactic frames. The syntactic roles in the frame 

are appended with general thematic roles that fill 

arguments of semantic predicates. Each event is 

broken down into a tripartite structure as 

described by Moens & Steedman (1988) and uses 

a time modifier for each predicate to indicate 

when specific predicates occur in the event. This 

allows for a dynamic representation of change 

over an event. (Kipper et al, 2000).   

 This approach is transferable to Cyc’s 

semantic templates in which syntactic slots fill 

predicate arguments in the context of a specific 

syntactic frame. Both also have extensive 

connections to WordNet2.0, an electronic edition 

of Miller’s (1985) WordNet (Fellbaum, 1998). 

4 Method 

The general method for creating semantic 

templates in Cyc requires creating Verb Class 

Frames and then using Cyc predicates and 

heuristic rules to create individual frames for 

each member verb. 

4.1 OpenCyc 

The existing semantic templates are accessible 

through the ResearchCyc KB. However, for the 

purposes of this study the OpenCyc KB was 

used. The OpenCyc KB is an open source 

version of ResearchCyc that contains much of 

the definitional information and higher order 

predicates, but has had much of the lower level 

specific facts and the entire word lexicon 

removed (Matuszek et al, 2006). However, the 

assertions generated by this method are fully 

usable in ResearchCyc. OpenCyc was used so as 

to minimize the effect of existing semantic 

frames on new frame creation. Since OpenCyc 

and VerbNet are open-licensed, our translation 

provides an open-license extension to OpenCyc 

to support its use in natural language research.  

4.2 Knowledge Representation 

The primary difficulty with integrating VerbNet 

frames into Cyc was overcoming differences in 

knowledge representation. Cyc semantic 

templates reify events as an instance of a 

collection of events. The arguments correspond 

to syntactic roles. The following is a semantic 

template for a ditransitive use of the word give 

from ResearchCyc. 

 
(verbSemTrans Give-TheWord 0 

(PPCompFrameFn 

 DitransitivePPFrameType To-TheWord) 

(and 

(isa ACTION GivingSomething) 

 

(objectGiven ACTION OBJECT) 

(giver ACTION SUBJECT) 

(givee ACTION OBLIQUE-OBJECT))) 

However, VerbNet uses semantic predicates that 

describe relationships between two thematic 

roles. The following is a frame for the VerbNet 

class Give as presented in the Unified Verb 

Index
4
. 

NP V NP PP.recipient     

example  

                                                           
4 http://verbs.colorado.edu/verb-index/ 
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 "They lent a bicycle to me."     

syntax  

 Agent V Theme {to} Recipient     

semantics  

-has_possession(start(E), Agent,                                     

Theme)  

-has_possession(end(E), Recipient,  

Theme) 

-transfer(during(E), Theme) 

 -cause(Agent, E) 

 The predicate has_possession occurs 

twice, at the beginning and end of the event. In 

one case the Agent has possession and in the 

second the Recipient does. Both refer to the 

Theme which is being transferred. 

 In Cyc the hasPossession relationship to 

Agent and Recipient is represented with the 

predicates giver and givee. The subject and 

oblique-object of the sentence fill those 

arguments, and the actual change of possession is 

represented by the collection of events 

GivingSomething. The VerbNet Theme is the 

object in objectGiven. Thus an individual 

VerbNet semantic predicate often has a many-to-

one mapping with Cyc predicates.  

4.3 Predicates 

To account for representation differences, a 

single Cyc predicate was mapped to a unique 

combination of Verbnet predicate and thematic 

role (ie. Has_Possession Agent at 

start(E) => givee). 56 of these mappings 

were done by hand. Though far from exhaustive, 

these hand mappings represent many frequently 

used predicates in VerbNet. The hand mapping 

was done by looking at the uses of the predicate 

across different classes.  

 Because the mappings were not exhaustive, a 

safety net automatically catches predicates that 

haven’t been mapped. The VerbNet predicates 

Cause and InReactionTo corresponded to the 

Cyc predicates performedBy, doneBy, and 

causes-Underspecified. These predicates 

were selected whenever the VerbNet predicates 

occurred with a theme role that was the subject 

of the sentence. The more specific 

performedBy was selected in cases where the 

frame’s temporal structure suggested a result. 

The predicate doneBy was selected in other 

cases. The causes-Underspecified predicate 

was used in frames whose time modifiers 

suggested that they were continuous states. The 

predicates patientGeneric and 

patientGeneric-Direct were used when a 

predicate was not found for a required object or 

oblique object. 

 Some Cyc templates don’t have predicates that 

reference the event. For example, the verb touch 

can be efficiently represented with the relation 

(objectsInContact :SUBJECT :OBJECT). 

Situations like this were hand assigned. 

4.4 Collections 

In Cyc, concepts are represented by collections.  

Inheritance between collections is specified by 

the genls relationship, which can be viewed as 

subset. Most verb frames have an associated 

collection of events of which each use is an 

instance. The associated collection of the class 

frame templates was automatically selected using 

the common link that both resources share with 

WordNet (Fellbaum, 1998).  To do this, the 

WordNet synsets of the member verbs for a class 

were matched with their Cyc-WordNet 

synonymousExternalConcept assertion. The 

Cyc representation became a denoted collection. 

The most general collection out of the list of 

viable collections was chosen as the general class 

frame collection. The number of genls links to 

a collection was used as a proxy for generality. 

In the case of a tie the first was chosen. 

 While the most general collection was used for 

the class semantic frame, at the level of 

individual verb frames the specific synset 

denoted collection was substituted for the more 

general one when applicable. Verbs with 

multiple meanings across classes were given a 

unique index number for each sense. However, 

within a given class each word only received one 

denotation. The general class level collection was 

used in cases where no Cyc-WordNet-VerbNet 

link existed. If no verb had a synset in Cyc, the 

general collection Situation was used. 

4.5 Subcategorization Frames 

Each syntactic frame is a subcategorization 

frame or a subset of one. In this case, the naming 

conventions were different between VerbNet and 

Cyc. Frames with prepositions kept Cyc’s 

notation for prepositional phrases. However, 

since VerbNet had a much broader coverage the 

VerbNet subcat names were kept. 

4.6 Assertions 

The process above was used to create general 

class frames, for example,  

 
(verbClassSemTrans give-13.1 

(TransitiveNPFrame)  
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(and  

(isa :ACTION 

MakingSomethingAvailable)  

(patient-GenericDirect :ACTION 

:OBJECT)  

(performedBy :ACTION :SUBJECT) 

(fromPossessor :ACTION :SUBJECT) 

(objectOfPossessionTransfer :ACTION 

:OBJECT))) 

 

These frames use more generic collections and 

apply to a VerbNet class rather than a specific 

verb. 

 Specific verb semantic templates were created 

by inferring that each member verb of a VerbNet 

class participated in every template in a class. 

Again, collections were taken from existing 

WordNet connections if possible. The output was 

assertions in the Cyc semantic template format: 

 
(verbSemTrans Loan-TheWord 0 

(PPCompFrameFn NP-PP (WordFn to)) 

(and  

(isa :ACTION Lending)  

(patient-GenericDirect :ACTION 

:OBJECT)  

(performedBy :ACTION :SUBJECT)  

(fromPossessor :ACTION :SUBJECT) 

(toPossessor :ACTION :OBLIQUE-

OBJECT)  

(objectOfPossessionTransfer :ACTION 

:OBJECT))) 

 

 This method for giving class templates to each 

verb in a class was written as a Horn clause for 

the FIRE reasoning engine. FIRE is a reasoning 

engine that incorporates both logical inference 

based on axioms and analogy-based reasoning 

over a Cyc-derived knowledge base (Forbus, 

Mostek, & Ferguson, 2002).  FIRE could then be 

queried for implied verb templates which became 

the final list of verb templates. 

4.7 Subclasses 

VerbNet has an extensive classification system 

involving subclasses. Subclasses contain verbs 

that take all of the syntactic formats of the main 

class plus additional frames that verbs in the 

main class cannot. 

 Verbs in a subclass inherit frames from their 

superordinate classes. FIRE was used again to 

create the verb semantic templates.  

 Each subclass template’s collection was 

selected using the same process as the main 

class. If no subclass member had a Cyc 

denotation, then the main class collection was 

used. 

5 Results 

The end result of this process was the creation of 

27,909 verb semantic template assertions for 

5,050 different verbs. This substantially increases 

the number of frames for ResearchCyc and 

creates frames for OpenCyc. 

 To test the accuracy of the results and their 

contribution to the knowledge base we ran two 

tests. The first was to compare our frames with 

the 139 hand-checked VxC matches by hand. Of 

the 139 frames from VxC, 81 were qualified as 

“good” matches, and 58 as “maybe” (Trumbo, 

2006). Since these frames already existed in Cyc 

and were hand matched we used them as the 

current gold standard for what a VerbNet frame 

translated into Cyc should look like.  

 Matches between frames were evaluated along 

several criteria. First was whether the frame had 

as good a syntactic parse as the manual version. 

This was defined as having predicates that 

addressed all syntactic roles in the sentence or, if 

not enough, as many as the VxC match. 

Secondly we asked if the collection was similar 

to the manual version. Frames with collections 

that were too specific, unrelated, or just 

Situation were discarded. Because frame-

specific predicates were not created on a large 

scale, a frame was not rejected for using general 

predicates.  

 It is important to note a difference in matching 

methodology between the VxC matches and our 

frames. First, the VxC mappings included frames 

in Cyc that only partially matched more 

syntactically robust VerbNet frames. Our frames 

were only included if they matched the intended 

VerbNet syntactic frame. Because of this some 

of our frames beat the VxC gold standard for 

syntactic completeness. The VxC frames also 

included multiple similar senses for an individual 

verb. Our verbs had one denotation per class or 

subclass. Thus in some cases our frames failed 

not from over generalizing but because they were 

only meant to represent one meaning per class. 

Since the strength of our approach lies in 

generating a near exhaustive list of syntactic 

frames and not multiple word senses, these kinds 

of failures are not necessarily representative of 

the success of the frames as a whole. 

 A total of 55 frames (39.5%) were correct with 

seventeen (30.9%) of the correct frames having a 

more complete syntactic parse than the manually 

mapped frame. 48 frames (34.5%) were rejected 

only for having too general or specific a 

collection; however ten (20.8%) of the collection 
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rejected frames had a more complete parse than 

their manual counterparts. Thus 103 frames 

(74.1%) were as syntactically correct or better 

than the existing Cyc frame mapped to that 

VerbNet frame. Nine (6.47%) frames failed 

syntactically, with four (44.4%) of the syntax 

failures also having the wrong collection. 

Thirteen frames ( 9.3%) were not matched. 

 Fifteen frames (10.8%) from the Hold class, 

were separated out for a formatting error that 

resulted in a duplicate, though not syntactically 

incorrect, predicate. The predicate repeated was 

(objectsInContact :ACTION :OBJECT). 12 

of 15 frames (80%) had accurate collections. 

 The second test compared the results of a 

natural language understanding system using 

either ResearchCyc alone or a version of 

ResearchCyc with our frames substituted for 

theirs.  The test corpus was 50 randomly selected 

example sentences from the VerbNet frame 

examples.  We used the EA NLU parser, which  

uses a bottom-up chart parser and compositional 

semantics to convert the semantic content of a 

sentence in CycL (Tomai & Forbus 2009). 

Possible frames are returned in choice sets. A 

parse was judged correct if it returned a verb 

frame for the central verb of the example 

sentence that either wholly or in combination 

with preposition frames addressed the syntactic 

constituents of the sentence with an acceptable 

collection and acceptable predicates. Again 

general predicates were acceptable. 

 ResearchCyc got sixteen out of 50 frames 

correct (32%). Eleven frames (22%) did not 

return a template but did return a denotation to a 

Cyc collection. Twelve verbs (24%) retuned 

nothing, while eleven (22%) returned frames that 

were either not the correct syntactic frame or 

were a different sense of the verb. 

 EA NLU running the VerbNet generated 

frames got 26 out of 50 (52%) frames correct. 

Twelve frames (24%) returned nothing. Eight 

frames, (16%) failed because of a too specific or 

too general collection. Four generated frames 

(8%) were either not the correct syntactic frame 

or were for a different sense of the verb. This 

was an overall 20% improvement in accuracy. 

 Five (10%) parses using the VerbNet 

generated correct frames that were labeled as 

noisy. Noisy frames had duplicate predicates or 

more general predicates in addition to the 

specific ones. The Hold frames separated out in 

the VxC test are an example of noisy frames. 

None of these frames were syntactically incorrect 

or contradictory. The redundant predicates arise 

because the predicate safety net had to be greedy. 

This was in the interest of capturing more 

complex frames that may have multiple relations 

for the same thematic role in a sentence. 

 This evaluation is based on parser recall and 

frame semantic accuracy only. As would be 

expected, adding more frames to the knowledge 

base did result in more parser retrievals and 

possible interpretations. The implications for this 

on word sense disambiguation is evaluated 

further in the discussion. To improve predicate 

specificity, the next phase of research with these 

frames will be to implement predicate 

strengthening methods that move down the 

hierarchy to find more specific predicates to 

replace the generalized ones. Thus in the future 

precision both in terms of frame retrieval and 

predicate specificity will be a vital metric for 

evaluating success. 

6 Discussion 

As has been demonstrated in this approach and in 

previous research like Curtis et al’s (2009)  

TextLearner, Cyc provides powerful reasoning 

capabilities that can be used to successfully infer 

more specific information from general existing 

facts. We hope that future research is able to use 

this feature to provide more specific individual 

frames. Because Cyc is consistently changing 

and growing, an approach that uses Cyc 

relationships will be able to improve as the 

knowledge base improves its coverage. 

 While many of the frames are general, they 

provide a solid foundation for further research. 

As they are now, the added 27,909 frames 

increase the language capabilities of OpenCyc 

which previously had none. For ResearchCyc the 

contribution is less clear-cut. The 27,909 

VerbNet frames have approximately 7.93 times 

the coverage of the existing 3,517 ResearchCyc 

frames
5
 and they improved ResearchCyc parser 

performance by 20%. However, with 35% of 

frames in the VxC comparison and 16% in the 

parse test failing because of collections, and  

10.8% of the VxC comparison set and 10% of 

correct parses classified as noisy, these frames 

are not as precise as the existing frames. The 

goal of these frames is not necessarily to replace 

the existing frames, but rather to extend coverage 

and provide a platform for further development 

whether by hand or through automatic methods. 

Precision can be improved upon in future 

                                                           
5
 D. Lenat briefing, March 15, 2006 
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research and is facilitated by the expressiveness 

of Cyc. Predicate strengthening, using existing 

relationships to infer more specific predicates, is 

the next step in creating robust frames.  

 Additionally, there is a tradeoff between the 

number of frames covered and efficiency of 

disambiguation. More frame choices make it 

harder for parsers to choose the correct frame, 

but it will hopefully improve their handling of 

more complex sentence structures. 

 One possible solution to competition and over-

generality is to add verbs incrementally by class. 

The class based approach makes it easy to 

separate verbs by types, such as verbs that relate 

to mechanical processes or emotion verbs. One 

could use classes of frames to strengthen specific 

areas of parsing while choosing not to take verbs 

from a class covering a domain that the parser 

already performs strongly in. This approach can 

reduce interference with existing domains that 

have been hand built and extended beyond the 

standard Cyc KB for individual research.  

 Furthermore, semi-automatic approaches like 

this generate information more quickly than one 

could do by hand. Thus an approach to 

computational verb semantic representation that 

is rooted in classes can take advantage of modern 

reasoning sources like Cyc to efficiently create 

semantic knowledge.  
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Abstract
Various text mining algorithms require the
process of feature selection. High-level se-
mantically rich features, such as figurative
language uses, speech errors etc., are very
promising for such problems as e.g. writ-
ing style detection, but automatic extrac-
tion of such features is a big challenge.
In this paper, we propose a framework for
figurative language use detection. This
framework is based on the idea of sense
differentiation. We describe two algo-
rithms illustrating the mentioned idea. We
show then how these algorithms work by
applying them to Russian language data.

1 Introduction

Various text mining algorithms require the pro-
cess of feature selection. For example, author-
ship attribution algorithms need to determine fea-
tures to quantify the writing style. Previous work
on authorship attribution among computer scien-
tists is mostly based on low-level features such as
word frequencies, sentence length counts, n-grams
etc. A significant advantage of such features is
that they can be easily extracted from any corpus.
But the study by Batov and Sorokin (1975) shows
that such features do not always provide accurate
measures for authorship attribution. The linguistic
approach to the problem involves such high-level
characteristics as the use of figurative language,
irony, sound devices and so on. Such character-
istics are very promising for the mentioned above
tasks, but the extraction of these features is ex-
tremely hard to automate. As a result, very few
attempts have been made to exploit high-level fea-
tures for stylometric purposes (Stamatatos, 2009).
Therefore, our long-term objective is the extrac-
tion of high-level semantically rich features.

Since the mentioned topic is very broad, we fo-
cus our attention only on some particular prob-

lems and approaches. In this paper, we examine
one of such problems, the problem of automatic
figurative language use detection. We propose a
framework for figurative language detection based
on the idea of sense differentiation. Then, we de-
scribe two algorithms illustrating the mentioned
idea. One of them is intended to decide whether
a usage is literal by comparing the texts related to
the target expression and the set of texts related
to the context itself. The other is aimed at group-
ing instances into literal and non-literal uses and is
based on DBSCAN clustering (Ester et al, 1996).
We illustrate then how these algorithms work by
applying them to Russian language data. Finally,
we propose some ideas on modifications which
can significantly improve the accuracy of the al-
gorithms.

2 Related Work

Sporleder and Li (April 2009) proposed an unsu-
pervised method for recognition of literal and non-
literal use of idiomatic expressions. Given an id-
iom the method detects the presence or absence of
cohesive links between the words the idiom con-
sists of and the surrounding text. When such links
exist, the occurence is considered as a literal us-
age and as a non-literal when there are no such
links. For most idioms the experiments showed an
accuracy above 50% (it varies between 11% and
98% for different idioms). The authors then pro-
posed an improvement of the algorithm (Li and
Sporleder, August 2009) by adding the Support
Vector Machine classifier as a second stage. They
use the mentioned above unsupervised algorithm
to label the training data for the supervised classi-
fier. The average accuracy of the improved algo-
rithm is about 90%. Our approach is also based
on the idea of the relatedness between the expres-
sion and the surrounding context. Unlike the men-
tioned study, we do not focus our attention only
on idioms. So far we have mostly dealt with ex-
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pressions, which are not necessarily idiomatic by
themselves, but become metaphors in a particular
context (e.g. ”she is the sunshine”, ”life is a jour-
ney”) and expressions that are invented by an au-
thor (e.g. ”my heart’s in the Highlands”). More-
over, the improved algorithm (Li and Sporleder,
August 2009) is supervised, and our approach is
unsupervised.

The study by Katz and Giesbrecht (2006) is also
supervised, unlike ours. It also considers multi-
word expressions that have idiomatic meanings.
They propose an algorithm, which computes the
vectors for literal and non-literal usages and then
use the nearest neighbor classifier to label an un-
seen occurence of the given idiom.

The approach proposed by Birke and
Sarkar (2006) is nearly unsupervised. They
constructed two seed sets: one consists of literal
usages of different expressions and the other
consists of non-literal usages. They calculate
the distance between an occurence in question
and these two sets and assign to the occurence
the label of the closest set. This work, as well
as ours, refers to the ideas from Word Sense
Disambiguation area. Unlike our approach, the
authors focus their attention only on the detection
of figuratevely used verbs and, whereas we only
refer to the concepts and ideas of WSD, they adapt
a particular existing one-word disambiguation
method.

As we have already said, we deal with dif-
ferent types of figurative language (metaphors,
metonymies etc.). However, there are some works
aimed at extracting particular types of figura-
tive language. For example, Nissim and Mark-
ert (2003) proposed a machine learning algorithm
for metonymy resolution. They state the problem
of metonymy resolution as a classification task be-
tween literal use of a word and a number of prede-
fined metonymy types.

3 Sense Differentiation

We could treat a figurative meaning of a word as
an additional, not common meaning of this word.
Actually, some metaphors are quite common (e.g.
eye of a needle, leg of a table, etc.) and are called
catachretic metaphors. They appear in a language
to remedy the gap in vocabulary (Black, 1954).
These metaphors do not indicate an author’s writ-
ing style: an author uses such metaphor for an ob-
ject because the language has no other name for

that object. Therefore the algorithms we are de-
veloping do not work with this type of metaphors.

Our approach to figurative language detection
is based on the following idea: the fact that the
sense of a word significantly differs from the sense
of the surrounding text usually indicates that the
word is used figuratively. Two questions arise im-
mediately:

1. How do we represent the sense of both the
word and the surrounding context?

2. How do we find out that these senses differ
significantly?

To answer the first question, we refer to the
ideas popular in the Word Sense Disambiguation
community: sense is a group of contextually simi-
lar occurrences of a word (Schütze, 1996). Hence,
we represent the senses of both a word and its con-
text as sets of documents related to the word and
the context respectively. These sets can be ob-
tained e.g. by searching Wikipedia, Google or an-
other web search engine. For a word the query can
be the word itself. As for a text, this query can be
formulated as the whole text or as a set of some
words contained in this text. It seems to us that
querying the lexical chains (Halliday and Hasan,
1976) extracted from the text should provide bet-
ter results than querying the whole text.

As soon as we have a sense representation for
such objects as a word and a text, we should find
a way to measure the difference between these
sense representations and find out what difference
is strong enough for the considered occurence to
be classified as a non-literal usage. One way to
do this is representing sets of documents as sets
of vectors and measuring the distance between the
centers of the obtained vector sets. Another way
is to apply clustering techniques to the sets and to
measure the accuracy of the produced clustering.
The higher the accuracy is, the more different the
sets are.

Besides, this can be done by calculating text-
to-text semantic similarity using for example the
measure proposed by Mihalcea et al (2006). This
is rather difficult in case of the Russian language
because at the moment there is no WordNet-like
taxonomies for Russian.

In the next section, we propose two algorithms
based on the mentioned above idea. We state the
algorithms generally and try to find out experi-
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mentally what combination of the described tech-
niques provides the best results.

4 Finding the Distance to the Typical
Context Set

The algorithm is intended to determine whether a
word (or an expression) in a given context is used
literaly or not.

As it was mentioned above, we decided to rep-
resent senses of both an expression and a context
as sets of documents. Our hypothesis is that these
document sets differ significantly if and only if
an expression is used figuratevely. Thus, the al-
gorithm decides whether the occurence is literal
by comparing two sets of documents: the typical
context set, which represents a sense of the expres-
sion, and the related context set, which represents
a sense of the context. A naive way to construct
the typical context set is searching some searching
engine (e.g. Google) for the expression. Given a
context with a target expression, the related con-
text set can be constructed as follows:

1. Remove the target expression from the con-
text;

2. Extract the longest lexical chains from the re-
sulting context;

3. For every chain put to the set the first N arti-
cles retrieved by searching a searching engine
for the chain;

After constructing the sets the algorithm should
estimate the similarity between these two sets.
This, for example, can be done by applying any
clustering algorithm to the data and measuring the
accuracy. Evidently, the higher the accuracy of the
obtained clustering is, the more separated the sets
are. It means that, when the usage is literal, the
accuracy should be lower because we try to make
two clusters out of data that should appear as the
only cluster.

We hypothesize that in case of non-literal us-
ages these two sets should be significantly sepa-
rated.

Our experiments include two stages. During the
first one we test our idea and estimate the param-
eters of the algorithms. During the second stage
we test the more precise algorithm obtained dur-
ing the first stage.

For the first stage, we found literal and non-
literal occurences of the following Russian words
and expressions:

вьюга (snowstorm), дыхание (breath),
кинжальный (dagger), плясать (dance),
стебель гибкий (flexible (flower) stalk),
утонуть (be drowned), хрустальный (crystal),
шотландская волынка (bagpipes), мед
(honey), лекарство (medicine).

For every expression, the typical context set con-
sists of the first 10 articles retrieved by searching
Google for the expression. In order to construct
the second set we removed the target expression
from the context and manually extracted lexical
chains from the texts, although, the process of lex-
ical chains extraction can be done automatically.
However the algorithms on lexical chains extrac-
tion usually use WordNet to calculate the related-
ness, but as it was already mentioned WordNet
for the Russian language does not exist yet. An-
other way to calculate semantic relatedness is us-
ing Wikipedia (Mihalcea, 2007; Turdakov and Ve-
likhov, 2008), but it takes much effort. The sec-
ond set for each occurence consists of the first 10
articles retrieved by searching Google for the ex-
tracted chains. Then we applied k-means cluster-
ing algorithm (k = 2) to these sets. To evaluate the
clustering we used measures from the clustering
literature. We denote our sets by G = g1, g2 and
the clusters obtained by k-means as C = c1, c2.
We define a mapping f from the elements of G to
the elements of C, such that each set gi is mapped
to a cluster cj = f(gi) that has the highest per-
centage of common elements with gi. Precision
and recall for a cluster gi, i = 1, 2 are defined as
follows:

Pri =
| f(gi) ∩ gi |
| f(gi) | and Rei =

| f(gi) ∩ gi |
| gi |

Precision, Pr, and recall, Re, of the clustering
are defined as the weighted averages of the preci-
sion and recall values over the sets:

Pr =
1
2
(Pr1 + Pr2) and Re =

1
2
(Re1 + Re2)

F1-measure is defined as the harmonic mean of
precision and recall, i.e.,

F1 =
2× Pr ×Re

Pr + Re
.

Table 1 shows the results of the clustering. For
9 expressions out of 10, the clustering accuracy
is higher in case of a metaphorical usage than in
case of a literal one. Moreover, for 9 out of 10
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Figurative usage Literal usage
Pr Re F Pr Re F

вьюга 0,85 0,85 0,85 0,50 0,50 0,50

дыхание 0,83 0,75 0,79 0,65 0,60 0,63

кинжальный
0,85 0,85 0,85 0,70 0,65 0,67

плясать 0,95 0,95 0,95 0,66 0,65 0,66

стебель
гибкий

0,85 0,85 0,85 0,88 0,85 0,86

утонул 0,85 0,85 0,85 0,81 0,70 0,75

хрустальный
0,95 0,95 0,95 0,83 0,75 0,78

шотландская
волынка

0,88 0,85 0,86 0,70 0,70 0,70

мед 0,90 0,90 0,90 0,88 0,85 0,87

лекарство 0,90 0,90 0,90 0,81 0,70 0,75

Table 1: Results provided by k-means clustering

metaphorical usages, F-measure is 0,85 or higher.
And for 7 out of 10 literal usages, F-measure is
0,75 or less.

The first stage of the experiments illustrates the
idea of sense differentiation. Based on the ob-
tained results, we have concluded, that F-measure
value equal to 0,85 or higher indicates a figurative
usage, and the value equal to 0,75 or less indicates
a literal usage.

At the second stage, we applied the algorithm
to several Russian language expressions used lit-
erally or figuratively. The accuracy of the k-means
clustering is shown in Table 2.

Figurative usages
живой костер из снега и вина 0,76 0,55 0,64
лев 1,00 1,00 1,00
иней 0,90 0,90 0,90
ключ 0,95 0,93 0,94
лютый зверь 0,88 0,85 0,87
рогатый 0,92 0,90 0,91
терлась о локоть 0,88 0,85 0,86
иглою снежного огня 0,95 0,95 0,95
клавишей стая 0,76 0,55 0,64
горели глаза 0,95 0,95 0,95
цветок 0,80 0,80 0,80
загорелся 0,91 0,90 0,90

Literal usages
ловил рыбу 0,71 0,70 0,70
играл в футбол 0,74 0,70 0,71
детство 0,66 0,65 0,66
кухня 0,88 0,85 0,87
снег 0,95 0,95 0,95
весна 0,50 0,50 0,50
пить кофе 0,85 0,85 0,85
танцы 0,90 0,90 0,90
платье 0,65 0,65 0,65
человек 0,81 0,70 0,75
ветер 0,85 0,85 0,85
дождь 0,91 0,90 0,90

Table 2: Testing the algorithm. Accuracy of the
k-means clustering

For 75% of metaphorical usages F-measure is
0,85 or more as was expected and for 50% of lit-
eral usages F-measure is 0,75 or less.

5 Figurative Language Uses as Outliers

The described above approach is to decide
whether a word in a context is used literally or not.
Unlike the first one, the second approach we pro-
pose, deals with a set of occurences of a word as to
label every occurence as ’literal’ or ’non-literal’.
We formulate this task as a clustering problem and
apply DBSCAN (Ester et al, 1996) clustering al-
gorithm to the data. Miller and Charles (1991) hy-
pothesized that words with similar meanings are
often used in similar contexts. As it was men-
tioned, we can treat a meaning of a metaphoric
usage of an expression as an additional, not com-
mon for the expression. That’s why we expect
metaphorical usages to be ouliers, while clustering
together with common (i.e. literal) usages. Theo-
retically, the algorithm should also distinguish be-
tween all literal senses so that the contexts of the
same meaning appear in the same cluster and the
contexts of different meanings - in different clus-
ters. Therefore, ideally, the algorithm should solve
word sense discrimination and non-literal usages
detection tasks simultaneously.

For each Russian word shown in Table 3,
we extracted from the Russian National Cor-
pora (http://ruscorpora.ru/) several lit-
eral and non-literal occurences. Some of these
words have more than one meaning in Russian,
e.g. ключ can be translated as a key or water
spring and the word коса as a plait, scythe or spit.

word literal non-literal
бабочка (butterfly, bow-tie) 12 2
иней (frost) 14 2
ключ (key, spring(water)) 14 2
коса (plait, scythe, spit) 21 2
лев (lion, Bulgarian lev) 17 5
лук (onion, bow) 17 1
мука (flour, pain) 21 2
пыль (dust) 14 4

Table 3: Data used in the first experiment

All the documents are stemmed and all stop-
words are removed with the SnowBall Stem-
mer (http://snowball.tartarus.org/)
for the Russian language.

As it was mentioned above, this algorithm is
aimed at providing word sense discrimination and
non-literal usages detection simultaneously. So
far we have paid attention only to the non-literal
usages detection aspects. DBSCAN algorithm is
a density-based clustering algorithm designed to
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discover clusters of arbitrary shape. This algo-
rithm requires two parameters: ε (eps) and the
minimum number of points in a cluster (minPts).

We set minPts to 3 and run the algorithm for
different eps between 1.45 and 1.55.

As was mentioned, so far we have considered
only figurative language detection issues: The al-
gorithm marks an instance as a figurative usage iff
the instance is labeled as an outlier. Thus, we mea-
sure the accuracy of the algorithm as follows:

precision =
| figurative uses | ⋂ | outliers |

| outliers | ,

recall =
| figurative uses | ⋂ | outliers |

| figurative uses | .

Figures 1 and 2 show the dependency between
the eps parameter and the algorithm’s accuracy for
different words.

Figure 1: Dependency between eps and F-measure

Figure 2: Dependency between eps and F-measure

Table 4 shows ”the best” eps for each word and
the corresponding accuracies of metaphor detec-
tion

word eps precision recall
бабочка 1.520 0.66 1.00
иней 1.520 0.50 0.50
ключ 1.500 0.33 1.00
коса 1.510 0.40 1.00
лев 1.490 1.00 0.83
лук 1.505 0.17 1.00
мука 1.525 0.67 0.50
пыль 1.505 0.50 0.60

Table 4: The best eps parameters and correspond-
ing accuracies of the algorithm

6 Future Work

So far we have worked only with tf-idf and word
frequency model for both algorithms. The next
step in our study is utilizing different text repre-
sentation models, e.g. second order context vec-
tors. We are also going to develop an efficient
parameter estimation procedure for the algorithm
based on DBSCAN clustering.

As for the other algorithm, we are going to dis-
tinguish between different figurative language ex-
pressions:

• one word expressions

– monosemous word
– polysemous word

• multiword expressions

We expect the basic algorithm to provide dif-
ferent accuracy in case of different types of ex-
pressions. Dealing with multiword expressions
and monosemous words should be easier than with
polysemous words: i.e., for monosemous word
we expect the second set to appear as one cluster,
whereas this set for a polysemous word is expected
to have the number of clusters equal to the number
of senses it has.

Another direction of the future work is develop-
ing an algorithm for figurative language uses ex-
traction. The algorithm has to find figuratively
used expressions in a text.

7 Conclusion

In this paper, we have proposed a framework for
figurative language detection based on the idea of
sense differentiation. We have illustrated how this
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idea works by presenting two clustering-based al-
gorithms. The first algorithm deals with only one
context. It is based on comparing two context sets:
one is related to the expression and the other is se-
mantically related to the given context. The sec-
ond algorithm groups the given contexts in literal
and non-literal usages. This algorithm should also
distinguish between different senses of a word, but
we have not yet paid enough attention to this as-
pect. By applying these algorithms to small data
sets we have illustrated how the idea of sense dif-
ferentiation works. These algorithms show quite
good results and are worth further work.
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Abstract

We present a system that automatically
induces Selectional Preferences (SPs) for
Latin verbs from two treebanks by using
Latin WordNet. Our method overcomes
some of the problems connected with data
sparseness and the small size of the input
corpora. We also suggest a way to evalu-
ate the acquired SPs on unseen events ex-
tracted from other Latin corpora.

1 Introduction

Automatic acquisition of semantic information
from corpora is a challenge for research on low-
resourced languages, especially when semanti-
cally annotated corpora are not available. Latin is
definitely a high-resourced language for what con-
cerns the number of available texts and traditional
lexical resources such as dictionaries. Neverthe-
less, it is a low-resourced language from a compu-
tational point of view (McGillivray et al., 2009).

As far as NLP tools for Latin are concerned,
parsing experiments with machine learning tech-
niques are ongoing (Bamman and Crane, 2008;
Passarotti and Ruffolo, forthcoming), although
more work is still needed in this direction, espe-
cially given the small size of the training data.
As a matter of fact, only three syntactically an-
notated Latin corpora are available (and still in
progress): the Latin Dependency Treebank (LDT,
53,000 tokens) for classical Latin (Bamman and
Crane, 2006), the Index Thomisticus Treebank (IT-
TB, 54,000 tokens) for Thomas Aquinas’s works
(Passarotti, 2007), and the PROIEL treebank (ap-
proximately 100,000 tokens) for the Bible (Haug
and Jøndal, 2008). In addition, a Latin version
of WordNet – Latin WordNet (LWN; Minozzi,
(2009) – is being compiled, consisting of around
10,000 lemmas inserted in the multilingual struc-
ture of MultiWordNet (Bentivogli et al., 2004).

The number and the size of these resources are
small when compared with the corpora and the
lexicons for modern languages, e. g. English.

Concerning semantic processing, no seman-
tically annotated Latin corpus is available yet;
building such a corpus manually would take con-
siderable time and energy. Hence, research in
computational semantics for Latin would benefit
from exploiting the existing resources and tools
through automatic lexical acquisition methods.

In this paper we deal with automatic acquisition
of verbal selectional preferences (SPs) for Latin,
i. e. the semantic preferences of verbs on their ar-
guments: e. g. we expect the object position of the
verb edo ‘eat’ to be mostly filled by nouns from the
food domain. For this task, we propose a method
inspired by Alishahi (2008) and outlined in an ear-
lier version on the IT-TB in McGillivray (2009).
SPs are defined as probability distributions over
semantic features extracted as sets of LWN nodes.
The input data are two subcategorization lexicons
automatically extracted from the LDT and the IT-
TB (McGillivray and Passarotti, 2009).

Our main contribution is to create a new tool for
semantic processing of Latin by adapting compu-
tational techniques developed for extant languages
to the special case of Latin. A successful adapta-
tion is contingent on overcoming corpus size dif-
ferences. The way our model combines the syntac-
tic information contained in the treebanks with the
lexical semantic knowledge from LWN allows us
to overcome some of the difficulties related to the
small size of the input corpora. This is the main
difference from corpora for modern languages, to-
gether with the absence of semantic annotation.
Moreover, we face the problem of evaluating our
system’s ability to generalize over unseen cases by
using text occurrences, as access to human linguis-
tic judgements is denied for Latin.

In the rest of the paper we will briefly summa-
rize previous work on SP acquisition and motivate
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our approach (section 2); we will then describe our
system (section 3), report on first results and evalu-
ation (section 4), and finally conclude by suggest-
ing future directions of research (section 5).

2 Background and motivation

The state-of-the-art systems for automatic acqui-
sition of verbal SPs collect argument headwords
from a corpus (for example, apple, meat, salad as
objects of eat) and then generalize the observed
behaviour over unseen cases, either in the form of
words (how likely is it to find sausage in the object
position of eat?) or word classes (how likely is it
to find VEGETABLE, FOOD, etc?).

WN-based approaches translate the generaliza-
tion problem into estimating preference probabil-
ities over a noun hierarchy and solve it by means
of different statistical tools that use the input data
as a training set: cf. inter al. Resnik (1993), Li
and Abe (1998), Clark and Weir (1999). Agirre
and Martinez (2001) acquire SPs for verb classes
instead of single verb lemmas by using a semanti-
cally annotated corpus and WN.

Distributional methods aim at automatically in-
ducing semantic classes from distributional data in
corpora by means of various similarity measures
and unsupervised clustering algorithms: cf. e. g.
Rooth et al. (1999) and Erk (2007). Bamman and
Crane (2008) is the only distributional approach
dealing with Latin. They use an automatically
parsed corpus of 3.5 million words, then calculate
SPs with the log-likelihood test, and obtain an as-
sociation score for each (verb, noun) pair.

The main difference between these previous
systems and our case is the size of the input cor-
pus. In fact, our dataset consists of subcatego-
rization frames extracted from two relatively small
treebanks, amounting to a little over 100,000 word
tokens overall. This results in a large number of
low-frequency (verb, noun) associations, which
may not reflect the actual distributions of Latin
verbs. This state improves if we group the obser-
vations into clusters. Such a method, proposed by
Alishahi (2008), proved effective in our case.

The originality of this approach is an incre-
mental clustering algorithm for verb occurrences
called frames which are identified by specific syn-
tactic and semantic features, such as the number
of verbal arguments, the syntactic pattern, and the
semantic properties of each argument, i. e. the
WN hypernyms of the argument’s fillers. Based

on a probabilistic measure of similarity between
the frames’ features, the clustering produces larger
sets called constructions. The constructions for a
verb contribute to the next step, which acquires
the verb’s SPs as semantic profiles, i. e. probabil-
ity distributions over the semantic properties. The
model exploits the structure of WN so that predic-
tions over unseen cases are possible.

3 The model

The input data are two corpus-driven subcate-
gorization lexicons which record the subcatego-
rization frames of each verbal token occurring
in the corpora: these frames contain morpho-
syntactic information on the verb’s arguments, as
well as their lexical fillers. For example, ‘eo
+ A (in)Obj[acc]{exsilium}’ represents an active
occurrence of the verb eo ‘go’ with a prepositional
phrase introduced by the preposition in ‘to, into’
and composed by an accusative noun phrase filled
by the lemma exsilium ‘exile’, as in the sentence1

(1) eat
go:SBJV.PRS.3SG

in
to

exsilium
exile:ACC.N.SG

‘he goes into exile’.

We illustrate how we adapted Alishahi’s defini-
tions of frame features and formulae to our case.
Alishahi uses a semantically annotated English
corpus, so she defines the verb’s semantic prim-
itives, the arguments’ participant roles and their
semantic categories; since we do not have such an-
notation, we used the WN semantic information.

The syntactic feature of a frame (ft1) is the
set of syntactic slots of its verb’s subcategoriza-
tion pattern, extracted from the lexicons. In the
above example, ‘A (in)Obj[acc]’. In addition, the
first type of semantic features of a frame (ft2)
collects the semantic properties of the verb’s ar-
guments as the set of LWN synonyms and hy-
pernyms of their fillers. In the previous exam-
ple this is {exsilium ‘exile’, proscriptio ‘proscrip-
tion’, rejection, actio, actus ‘act’}.2 The second
type of semantic features of a frame (ft3) col-
lects the semantic properties of the verb in the
form of the verb’s synsets. In the above example,
these are all synsets of eo ‘go’, among which ‘{eo,
gradior, grassor, ingredior, procedo, prodeo,

1Cicero, In Catilinam, II, 7.
2We listed the LWN node of the lemma exsilium, followed

by its hypernyms; each node – apart from rejection, which
is English and is not filled by a Latin lemma in LWN – is
translated by the corresponding node in the English WN.
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vado}’ (‘{progress, come on, come along, ad-
vance, get on, get along, shape up}’ in the En-
glish WN).

3.1 Clustering of frames
The constructions are incrementally built as new
frames are included in them; a new frame F is as-
signed to a construction K if F probabilistically
shares some features with the frames in K so that

K = arg max
k

P (k|F ) = arg max
k

P (k)P (F |k),

where k ranges over the set of all constructions,
including the baseline k0 = {F}. The prior
probability P (k) is calculated from the number of
frames contained in k divided by the total number
of frames. Assuming that the frame features are
independent, the posterior probability P (F |k) is
the product of three probabilities, each one corre-
sponding to the probability that a feature displays
in k the same value it displays in F : Pi(fti(F )|k)
for i = 1, 2, 3:

P (F |k) =
∏

i=1,2,3

Pi(fti(F )|k)

We estimated the probability of a match be-
tween the value of ft1 in k and the value of ft1
in F as the sum of the syntactic scores between
F and each frame h contained in k, divided the
number nk of frames in k:

P (ft1(F )|k) =
∑

h∈k synt score(h, F )
nk

where the syntactic score synt score(h, F ) =
|SCS(h)∩SCS(F )|

|SCS(F )| calculates the number of syntac-
tic slots shared by h and F over the number of
slots in F . P (ft1(F )|k) is 1 when all the frames
in k contain all the syntactic slots of F .

For each argument position a, we estimated the
probability P (ft2(F )|k) as the sum of the seman-
tic scores between F and each h in k:

P (ft2(F )|k) =
∑

h∈k sem score(h, F )
nk

where the semantic score sem score(h, F ) =
|S(h)∩S(F )|
|S(F )| counts the overlap between the seman-

tic properties S(h) of h (i. e. the LWN hyper-
nyms of the fillers in h) and the semantic prop-
erties S(F ) of F (for argument a), over |S(F )|.

P (ft3(F )|k) =
∑

h∈k syns score(h, F )
nk

where the synset score syns score(h, F ) =
|Synsets(verb(h))∩Synsets(verb(F ))|

|Synsets(verb(F ))| calculates the
overlap between the synsets for the verb in h and
the synsets for the verb in F over the number of
synsets for the verb in F .3

We introduced the syntactic and synset scores in
order to account for a frequent phenomenon in our
data: the partial matches between the values of the
features in F and in k.

3.2 Selectional preferences
The clustering algorithm defines the set of con-
structions in which the generalization step over
unseen cases is performed. SPs are defined as
semantic profiles, that is, probability distributions
over the semantic properties, i. e. LWN nodes. For
example, we get the probability of the node actio
‘act’ in the position ‘A (in)Obj[acc]’ for eo ‘go’.

If s is a semantic property and a an argument
position for a verb v, the semantic profile Pa(s|v)
is the sum of Pa(s, k|v) over all constructions k
containing v or a WN-synonym of v, i. e. a verb
contained in one or more synsets for v. Pa(s, k|v)
is approximated as P (k,v)Pa(s|k,v)

P (v) , where P (k, v)

is estimated as nk·freq(k,v)∑
k′ nk′ ·freq(k′,v)

To estimate Pa(s|k, v) we consider each frame
h in k and account for: a) the similarity between v
and the verb in h; b) the similarity between s and
the fillers of h. This is achieved by calculating a
similarity score between h, v, a and s, defined as:

syns score(v, V (h)) ·
∑

f |s ∩ S(f)|
Nfil(h, a)

(1)

where V (h) in (1) contains the verbs of h,
Nfil(h, a) counts the a-fillers in h, f ranges in the
set of a-fillers in h, S(f) contains the semantic
properties for f and |s∩S(f)| is 1 when s appears
in S(f) and 0 otherwise.

Pa(s|k, v) is thus obtained by normalizing the
sum of these similarity scores over all frames in
k, divided by the total number of frames in k con-
taining v or its synonyms.

The similarity scores weight the contributions
of the synonyms of v, whose fillers play a role in
the generalization step. This is our innovation with
respect to Alishahi (2008)’s system. It was intro-
duced because of the sparseness of our data, where

3The algorithm uses smoothed versions of all the previous
formulae by adding a very small constant so that the proba-
bilities are never 0.
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k h

1 induco + P Sb[acc]{forma}
introduco + P Sb{PR}
introduco + P Sb{forma}
addo +P Sb{praesidium}

2 induco + A Obj[acc]{forma}
immitto + A Obj[acc]{PR},Obj[dat]{antrum}
introduco + A Obj[acc]{NP}

3 introduco + A (in)Obj[acc]{finis},Obj[acc]{copia},Sb{NP}
induco + A (in)Obj[acc]{effectus},Obj[acc]{forma}

4 introduco + A Obj[acc]{forma}
induco + A Obj[acc]{perfectio},Sb[nom]{PR}

5
induco + A Obj[acc]{forma}n
immitto + A Obj[acc]{PR},Obj[dat]{antrum}
introduco + A Obj[acc]{NP}

Table 1: Constructions (k) for the frames (h) con-
taining the verb introduco ‘bring in’.

many verbs are hapaxes, which makes the gener-
alization from their fillers difficult.

4 Results and evaluation

The clustering algorithm was run on 15509 frames
and it generated 7105 constructions. Table 1 dis-
plays the 5 constructions assigned to the 9 frames
where the verb introduco ‘bring in, introduce’ oc-
curs. Note the semantic similarity between addo
‘add to, bring to’, immitto ‘send against, insert’,
induco ‘bring forward, introduce’ and introduco,
and the similarity between the syntactic patterns
and the argument fillers within the same construc-
tion. For example, finis ‘end, borders’ and ef-
fectus ‘result’ share the semantic properties AT-
TRIBUTE, COGNITIO ‘cognition’, CONSCIENTIA

‘conscience’, EVENTUM ‘event’, among others.
The vast majority of constructions contain less

than 4 frames. This contrasts with the more gen-
eral constructions found by Alishahi (2008) and
can be explained by several factors. First, the cov-
erage of LWN is quite low with respect to the
fillers in our dataset. In fact, 782 fillers out of
2408 could not be assigned to any LWN synset;
for these lemmas the semantic scores with all the
other nouns are 0, causing probabilities lower than
the baseline; this results in assigning the frame to
the singleton construction consisting of the frame
itself. The same happens for fillers consisting of
verbal lemmas, participles, pronouns and named
entities, which amount to a third of the total num-
ber. Furthermore, the data are not tagged by sense
and the system deals with noun ambiguity by list-
ing together all synsets of a word n (and their hy-
pernyms) to form the semantic properties for n:
consequently, each sense contributes to the seman-
tic description of n in relation to the number of
hypernyms it carries, rather than to its observed

semantic property probability
actio ‘act’ 0.0089
actus ‘act’ 0.0089
pars ‘part’ 0.0089

object 0.0088
physical object 0.0088
instrumentality 0.0088

instrumentation 0.0088
location 0.0088

populus ‘people’ 0.0088
plaga ‘region’ 0.0088
regio ‘region’ 0.0088
arvum ‘area’ 0.0088
orbis ‘area’ 0.0088

external body part ‘ 0.0088
nympha ‘nymph’, ‘water’ 0.0088

latex ‘water’ 0.0088
lympha ‘water’ 0.0088

intercapedo ‘gap, break’ 0.0088
orificium ‘opening’ 0.0088

Table 2: Top 20 semantic properties in the seman-
tic profile for ascendo ‘ascend’ + A (de)Obj[abl].

frequency. Finally, a common problem in SP ac-
quisition systems is the noise in the data, including
tagging and metaphorical usages. This problem
is even greater in our case, where the small size
of the data underestimates the variance and there-
fore overestimates the contribution of noisy obser-
vations. Metaphorical and abstract usages are es-
pecially frequent in the data from the IT-TB, due
to the philosophical domain of the texts.

As to the SP acquisition, we ran the system
on all constructions generated by the clustering.
We excluded the pronouns occurring as argument
fillers, and manually tagged the named entities.
For each verb lemma and slot we obtained a proba-
bility distribution over the 6608 LWN noun nodes.

Table 2 displays the 20 semantic properties
with the highest SP probabilities as ablative argu-
ments of ascendo ‘ascend’ introduced by de ‘down
from’, ‘out of’. This semantic profile was cre-
ated from the following fillers for the verbs con-
tained in the constructions for ascendo and its
synonyms: abyssus ‘abyss’, fumus ‘smoke’, lacus
‘lake’, machina ‘machine’, manus ‘hand’, negoti-
atio ‘business’, mare ‘sea’, os ‘mouth’, templum
‘temple’, terra ‘land’. These nouns are well repre-
sented by the semantic properties related to water
and physical places. Note also the high rank of
general properties like actio ‘act’, which are asso-
ciated to a large number of fillers and thus gener-
ally get a high probability.

Regarding evaluation, we are interested in test-
ing two properties of our model: calibration
and discrimination. Calibration is related to the
model’s ability to distinguish between high and
low probabilities. We verify that our model is

76



adequately calibrated, since its SP distribution is
always very skewed (cf. figure 1). Therefore,
the model is able to assign a high probability to
a small set of nouns (preferred nouns) and a low
probability to a large set of nouns (the rest), thus
performing better than the baseline model, defined
as the model that assigns the uniform distribution
over all nouns (4724 LWN leaf nodes). Moreover,
our model’s entropy is always lower than the base-
line: 12.2 vs. the 6.9-11.3 range; by the maximum
entropy principle, this confirms that the system
uses some information for estimating the proba-
bilities: LWN structure, co-occurrence frequency,
syntactic patterns. However, we have no guaran-
tee that the model uses this information sensibly.
For this, we test the system’s discrimination po-
tential, i. e. its ability to correctly estimate the SP
probability of each single LWN node.

noun SP probability
pars ‘part’ 0.0029
locus ‘place’ 0.0026
forma ‘form’ 0.0023
ratio ‘account’‘reason’, ‘opinion’ 0.0023
respectus ‘consideration’ 0.0022
caput ‘head’, ‘origin’ 0.0022
anima ‘soul’ 0.0021
animus ‘soul’, ‘spirit’ 0.0020
figura ‘form’, ‘figure’ 0.0020
spiritus ‘spirit’ 0.0020
causa cause’ ‘ 0.0020
corpus ‘body’ 0.0019
sententia ‘judgement’ 0.0019
finitio ‘limit’, ‘definition’ 0.0019
species ‘sight’, ‘appearance’ 0.0019

Table 3: 15 nouns with the highest probabilities as
accusative objects of dico ‘say’.

Figure 1: Decreasing SP probabilities of the LWN
leaf nodes for the objects of dico ‘say’.

Table 3 displays the 15 nouns with the highest
probabilities as direct objects for dico ‘say’. From
table 3 – and the rest of the distribution, repre-
sented in figure 1 – we see that the model assigns
a high probability to most seen fillers for dico in
the corpus: anima ‘soul’, corpus ‘body’, locus

‘place’, pars ‘part’, etc.
For what concerns evaluating the SP probabil-

ity assigned to nouns unseen in the training set,
Alishahi (2008) follows the approach suggested
by Resnik (1993), using human plausibility judge-
ments on verb-noun pairs. Given the absence of
native speakers of Latin, we used random occur-
rences in corpora, considered as positive examples
of plausible argument fillers; on the other hand, we
cannot extract non-plausible fillers from a corpus
unless we use a frequency-based criterion. How-
ever, we can measure how well our system predicts
the probability of these unseen events.

As a preliminary evaluation experiment, we
randomly selected from our corpora a list of 19
high-frequency verbs (freq.>51) and 7 medium-
frequency verbs (11<freq.<50), for each of which
we chose an interesting argument slot. Then we
randomly extracted one filler for each such pair
from two collections of Latin texts (Perseus Dig-
ital Library and Corpus Thomisticum), provided
that it was not in the training set. The semantic
score in equation 1 on page 3 is then calculated
between the set of semantic properties of n and
that for f , to obtain the probability of finding the
random filler n as an argument for a verb v.

For each of the 26 (verb, slot) pairs, we looked
at three measures of central tendency: mean, me-
dian and the value of the third quantile, which
were compared with the probability assigned by
the model to the random filler. If this probabil-
ity was higher than the measure, the outcome was
considered a success. The successes were 22 for
the mean, 25 for the median and 19 for the third
quartile.4 For all three measures a binomial test
found the success rate to be statistically significant
at the 5% level. For example, table 3 and figure
1 show that the filler for dico+A Obj[acc] in the
evaluation set – sententia ‘judgement’ – is ranked
13th within the verb’s semantic profile.

5 Conclusion and future work

We proposed a method for automatically acquiring
probabilistic SP for Latin verbs from a small cor-
pus using the WN hierarchy; we suggested some

4The dataset consists of all LWN leaf nodes n, for which
we calculated Pa(n|v). By definition, if we divide the dataset
in four equal-sized parts (quartiles), 25% of the leaf nodes
have a probability higher than the value at the third quartile.
Therefore, in 19 cases out of 26 the random fillers are placed
in the high-probability quarter of the plot, which is a good
result, since this is where the preferred arguments gather.
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new strategies for tackling the data sparseness in
the crucial generalization step over unseen cases.
Our work also contributes to the state of the art in
semantic processing of Latin by integrating syn-
tactic information from annotated corpora with the
lexical resource LWN. This demonstrates the use-
fulness of the method for small corpora and the
relevance of computational approaches for histor-
ical linguistics.

In order to measure the impact of the frame
clusters for the SP acquisition, we plan to run the
system for SP acquisition without performing the
clustering step, thus defining all constructions as
singleton sets containing one frame each. Finally,
an extensive evaluation will require a more com-
prehensive set, composed of a higher number of
unseen argument fillers; from the frequencies of
these nouns, it will be possible to directly compare
plausible arguments (high frequency) and implau-
sible ones (low frequency). For this, a larger auto-
matically parsed corpus will be necessary.
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Abstract 

 ―Tree SRL system‖ is a Semantic Role Label-

ling supervised system based on a tree-distance 

algorithm and a simple k-NN implementation. 

The novelty of the system lies in comparing the 

sentences as tree structures with multiple rela-

tions instead of extracting vectors of features 

for each relation and classifying them. The sys-

tem was tested with the English CoNLL-2009 

shared task data set where 79% accuracy was 

obtained. 

1 Introduction 

Semantic Role Labelling (SRL) is a natural lan-

guage processing task which deals with semantic 

analysis at sentence-level. SRL is the task of 

identifying arguments for a certain predicate and 

labelling them. The predicates are usually verbs. 

They establish ―what happened‖. The arguments 

determine events such as ―who‖, ―whom‖, 

―where‖, etc, with reference to one predicate. 

The possible semantic roles are pre-defined for 

each predicate. The set of roles depends on the 

corpora. 

SRL is becoming an important tool for infor-

mation extraction, text summarization, machine 

translation and question answering (Màrquez, et 

al, 2008). 

2 The data 

The data set I used is taken from the CoNLL-

2009 shared task (Hajič et al., 2009) and is part 

of Propbank. Propbank (Palmer et al, 2005) is a 

hand-annotated corpus. It transforms sentences 

into propositions. It adds a semantic layer to the 

Penn TreeBank (Marcus et al, 1994) and defines 

a set of semantic roles for each predicate.  

It is difficult to define universal semantic roles 

for all predicates. That is why PropBank defines 

a set of semantic roles for each possible sense of 

each predicate (frame) [See a sample of the 

frame ―raise‖ on the Figure 1 caption]. 

 

 

The core arguments are labelled by numbers. 

Adjuncts, which are common to all predicates, 

have their own labels, like: AM-LOC, TMP, 

NEG, etc. The four most frequent labels in the 

data set are: A1:35%, A0:20.86%, A2:7.88% and 

AM-TMP: 7.72% 

Propbank was originally built using constitu-

ent tree structures, but here only the dependency 

tree structure version was used. Note that de-

pendency tree structures have labels on the ar-

rows. The tree distance algorithm cannot work 

with these labelled arrows and so they are moved 

to the child node as an extra label. 

The task performed by the Tree SRL system 

consists of labelling the relations (predicate ar-

guments) which are assumed to be already iden-

tified. 

3 Tree Distance  

The tree distance algorithm has already been ap-

plied to text entailment (Kouylekov & Magnini, 

2005) and question answering (Punyakanok et al, 

2004; Emms, 2006) with positive results.  

The main contribution of this piece of work to 

the SRL field is the inclusion of the tree distance 

algorithm into an SRL system, working with tree 

structures in contrast to the classical ―feature ex-

traction‖ and ―classification‖. Kim et al (2009) 

developed a similar system for Information Ex-

traction.   
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Tra 39279 179014 393699 4.55 2.20 56.2 

Dev 1334 6390 13865 4.79 2.17 1.97 

Evl 2399 10498 23286 4.38 2.22 3.41 

Table 1: The data 

The data set is divided into three files: training 

(Tra), development (Dev) and evaluation (Evl). 

The following table describes the number of 

sentences, sub-trees and labels contained in 

them, and the ratios of sub-trees per sentences 

and relations per sub-tree. 
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Tai (1979) introduced a criterion for matching 

nodes between tree representations (or convert-

ing one tree into another one) and (Shasha & 

Zhang, 1990; Zhang & Shasha, 1989) developed 

an algorithm that finds an optimal matching tree 

solution for any given pair of trees. The advan-

tage of this algorithm is that its computational 

cost is low. The optimal matching depends on 

the defined atomic cost of matching two nodes.  

4 Tree SRL system architecture  

For the training and testing data set, all possible 

sub-trees were extracted. Figure 3 and Figure 5 

describe the process. Then, using the tree dis-

tance algorithm, the test sub-trees are labelled 

using the training ones. Finally, the predicted 

labels get assembled on the original sentence 

where the test sub-tree came from. Figure 2 de-

scribes the process. 

 

A sub-tree extracted from a sentence, contains 

a predicate node, all its argument nodes and all 

the ancestors up to the first common ancestor of 

all nodes. (Figure 1 shows two samples of sub-

tree extraction. Figure 3 describes how sub trees 

are obtained) 

 

Figure 1: Alignment sample 

A two sentence sample, in a dependency tree representation. In each node, the word form and the 

position of the word in the sentence are shown. Straight arrows represent syntactic dependencies. The 

label of the dependency is not shown. The square node represent the predicate that is going to be ana-

lyzed, (there can be multiple predicates in a single sentence). Semi-dotted arrows between a square 

node and an ellipse node represent a semantic relation. This arrow has a semantic tag (A1, A2, A3 

and A4). 

 

The grey shadow contains all the nodes of the sub tree for the ―rose‖ predicate. 

The dotted double arrows between the nodes of both sentences represent the tree distance alignment 

for both sub-trees. In this particular case every single node is matched. 

 

Both predicate nodes are samples of the frame ―raise‖ sense 01 (which means ―go up quantifiably‖) 

where the core arguments are: 

A0: Agent, causer of motion A1: Logical subject, patient, thing rising 

A2: EXT, amount raised A3: Start point A4: End point AM: Medium 
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5 Labelling  

Suppose that in Figure 1, the bottom sentence is 

the query, where the grey shadow contains the 

sub-tree to be labelled and the top sentence con-

tains the sub-tree sample chosen to label the 

query. Then, an alignment between the sample 

sub-tree and the query sub-tree suggests labelling 

the query sub-tree with A1, A2 and A3, where 

the first two labels are right but the last label, A4, 

is predicted as A3, so it is wrong.  

 

 
It is not necessary to label a whole sub-tree 

(query) using just a single sub-tree sample. How-

ever, if the whole query is labelled using a single 

answer sample, the prediction is guaranteed to be 

consistent (no repeated argument labels). 

Some possible ways to label the semantic rela-

tion using a sorted list of alignments (with each 

sub-tree of the training data set) is discussed 

ahead. Each sub-tree contains one predicate and 

several semantic relations, one for each argument 

node.  

5.1 Treating relations independently  

In this sub-section, the neighbouring sub-trees 

for one relation of a sub-tree T refers to the near-

Input: T: tree structure labelled in post order 

traversal 

Input: L: list of nodes to be on the sub-tree in 

post order traversal 

Output: T: Sub-Tree 

foreach node x in the list do 

mark x as part of the sub-tree; 

end 
while L contains more than 2 unique values do 

[minValue , position]=min(L); 

Value = parent(minValue); 

Mark value as part of the sub-tree; 

L[position] = value; 

end 
Remove all nodes that are not marked as part 

of the sub-tree; 

 

Figure 5: Sub-tree extraction 

Input: A sub-tree to be labelled 

Input: list of alignments sorted by ascending 

tree distance 

Output: labelled sub-tree 

foreach argument(a) in T do 

foreach alignment (ali) in the sorted list do 

if there is a semantic relation 

(ali.function(p),ali.function(a))  

Then break loop; 

end 

end 
label relation p-a with the label of the  

relation (ali.function(p),ali.function(a)); 

end 

p is the node predicate. 

a is a node argument. 

ali is an alignment between the sub-tree that 

has to be labelled and a sub-tree in the train-

ing dataset. 

The method function is explained in Figure 3. 

 

Figure 4: Labelling a relation. (approach 

A) 

 
Figure 3: Sub-tree extraction sample. 

Assuming that ―p‖ (the square node) is a pre-

dicate node and the nodes ―a1‖ and ―a2‖ are 

its arguments (the arguments are defined by 

the semantic relations. In this case, the semi-

doted arrows.), the sub-tree extracted from the 

above sentence will contain the nodes: ―a1‖, 

―a2‖, ―p‖, all ancestors of ―a1‖,‖a2‖ and ―p‖ 

up to the first common one, in this case node 

―u‖, which is also included in the sub-tree. 

All of the white nodes are not included in the 

sub-tree. The straight lines represent syntactic 

dependency relations. 

Input: training data set (labelled) 

Input: testing data set (unlabelled) 

Output: testing data set (labelled) 

Load training and testing data; 

Adapt the trees for the tree distance algorithm; 

foreach sentence (training & testing data) do  

obtain each minimal sub-tree for each pre-

dicate; 

end 

foreach sub-tree T from the testing data do 

calculate the distance and the alignment 

from T to each training sub-tree; 

sort the list of alignments by ascending 

tree distance; 

use the list to label the sub-tree T; 

Assemble T labels on the original sentence 

End 

 

Figure 2: Tree SRL system pseudo code 
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est sub-trees with which the match with T pro-

duces a match between two predicate nodes and 

two argument nodes. A label from the nearest 

neighbour(s) can be transferred to T for labelling 

the relation. 

The current implementation (Approach A), 

described in more detail in Figure 4, labels a re-

lation using the first nearest neighbour from a list 

ordered by ascending tree distance. If there are 

several nearest neighbours, the first one on the 

list is used. This is a naive implementation of the 

k-NN algorithm where in case of multiple near-

est neighbours only one is used and the others 

get ignored. 

A negative aspect of this strategy is that it can 

select a different sub-tree based on the input or-

der. This makes the algorithm indeterministic. A 

way to make it deterministic can be by extending 

the parameter ―k‖ in case of multiple cases at the 

same distance or a tie in the voting (Approach 

B). 

5.2 Treating relations dependently  

In this section, a sample refers to a sub-tree con-

taining all arguments and its labels. The argu-

ments for a certain predicate are related. 

Some strategies can lead to non-consistent 

structures (core argument labels cannot appear 

twice in the same sub-tree). Approach B treats 

the relations independently. It does not have any 

mechanism to keep the consistency of the whole 

predicate structure.  

Another way is to find a sample that contains 

enough information to label the whole sub-tree 

(Approach C). This approach always generates 

consistent structures. The limitation of this 

model is that the required sample may not exist 

or the tree distance may be very high, making 

those samples poor predictors. The implemented 

method (Approach A) indirectly attempts to find 

a training sample sub-tree which contains labels 

for all the arguments of the predicate. 

It is expected for tree distances to be smaller 

than other sub-trees that do not have information 

to label all the desired relations.  

The system tries to get a consistent structure 

using a simple algorithm. Only in the case when 

using the nearest tree does not lead to labelling 

the whole structure, labels are predicted using 

multiple samples, thereby, risking the structure 

consistency. 

Future implementations will rank possible 

candidate labels for each relation (probably using 

multiple samples).  

A ―joint scoring algorithm‖, which is com-

monly used (Marquez et al, 2008), can be applied 

for consistency checking after finding the rank 

probability for all the argument labels for the 

same predicate (Approach D).  

6 Experiments: the matching cost  

The cost of matching two nodes is crucial to the 

performance of the system. Different atomic 

measures (ways to measure the cost of matching 

two nodes) that were tested are explained ahead.  

Results for experiments using these atomic 

measures are given in Table 2. 

6.1 Binary system  

For Binary system, the atomic cost of matching 

two nodes is one if label POS or dependency re-

lations are different, otherwise the cost is zero. 

The atomic cost of inserting or deleting a node is 

always one. Note that the measure is totally 

based on the syntactic structure (words are not 

used). 

6.2 Ternary system  

The next intuitive measure is how the system 

would perform in case of a ternary cost (ternary 

system). The atomic cost is half if POS or de-

pendency relation is different, one if POS and 

dependency relation are different or zero in all 

other case. For this system, Table 2 shows a very 

similar accuracy to the binary one. 

6.3 Hamming system  

The atomic cost of matching two nodes is the 

sum of the following sub costs: 

0.25  if POS is different.  

0.25  if dependency relation is different. 

0.25  if Lemma is different. 

0.25 if one node is a predicate but the other  is 

not or if both nodes are predicates but with 

different lemma. 

The cost to create or delete nodes is one. 

Note that the sum of all costs cannot be 

greater than one. 

6.4 Predicate match system  

The analysis of results for the previous systems 

shows that the accuracy is higher for the sub-

trees that are labelled using sub-trees with the 

same predicate node. Consequently, this strategy 

attempts to force the predicate to be the same.  

In this system, the atomic cost of matching two 

nodes is the sum of the following sub costs: 
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0.3  if POS is different.  

0.3  if dependency relation is different. 

1 if one is a predicate and the other node 

is not or both nodes are predicates but 

with different lemma. 
The cost to create or delete nodes is one. 

6.5 Complex system  

This strategy attempts to improve the accuracy 

by adding an extra label to the argument nodes 

and using it.  

The atomic cost of matching two nodes is the 

sum of the following sub costs: 

0.1  for each different label (dependency rela-

tion or POS or lemma).  

0.1  for each pair of different labels (depend-

ency relation or POS or lemma).  

0.4  if one node is a predicate and the other is 

not.  

0.4  if both nodes are predicates and lemma is 

different.  

2  if one node is marked as an argument and 

the other is not or one node is marked as a 

predicate and the other is not.  

The atomic cost of deleting or inserting a node 

is: two if the node is an argument or predicate 

node and one in any other case. 

7 Results  

Table 2 shows the accuracy of all the systems. 

The validation data set is added to the training 

data set when the system is labelling the evalua-

tion data set. This is a common methodology 

followed in CoNLL2009 (Li et al, 2009).  

 
 

 
Accuracy is measured as the percentage of se-

mantic labels correctly predicted. 

The implementation of the Tree SRL system 

takes several days to run a single experiment. It 

makes non viable the idea of using the develop-

ment data set for adjusting parameters and that is 

why, for the last three systems (Hamming, Predi-

cate Match and Complex), the accuracy over the 

development data set is not measured. The same 

reason supports adding the development data set 

to the training data set without over fitting the 

system, because the development data set is not 

really used for adjusting parameters.  

However, the observations of the system on the 

development data set shows:  

1. If the complexity gets increased (Ternary), 

the number of cases having the multiple 

nearest sub-trees gets reduced. 

2. The output of the system only contains five 

per cent of inconsistent structures (Binary 

and Ternary), which is lower than expected. 

0.5% of inconsistent sub-trees were de-

tected in the training data-set. 

3. Higher accuracy for the relations where a 

sub-tree is labelled using a sub-tree sample 

which has the same predicate node. This has 

led to the design of the ―predicate match‖ 

and the ―complex‖ systems. 

4. Some sub-trees are very small (just one 

node). This resulted in low accuracy for 

they predicted labels due to multiple nearest 

neighbours. 

It is surprising that the hamming measure 

reaches higher accuracy than the ―predicate 

match‖, which uses more information, and is also 

surprising that the accuracies for ―Hamming‖, 

―Predicate Match‖ and ―Complex‖ systems are 

very similar. 

The CoNLL-2009 SRL shared task was evalu-

ated on multiple languages: Catalan, Chinese, 

Czech, English, German, Japanese and Spanish. 

Some results for those languages using ―Tree 

SRL System Binary‖ are shown in Table 3. 
 

Language Accuracy on 

evaluation  

Training data 

set size in Mb 

English 64.36% 56 

Spanish 57.86% 46 

Catalan 58.49% 43 

Japanese 50.71% 8 

German These languages had been ex-

cluded from the experiments be-

cause some of the sentences did 

not follow a dependency tree struc-

ture. 

Czech 

Chinese 

Table 3: Accuracy for other languages  

(Binary system) 

The accuracy results for multiple languages 

suggest that the size of the corpora has a strong 

influence on the results of the system perform-

ance.  

The results are not comparable with the rest of 

the CoNLL-2009 systems because the task is 

different. This system does not identify argu-

ments and does not perform predicate sense dis-

ambiguation. 

System   Evaluation   Development  

 Binary  64.36% 61.12% 

Ternary 64.88% 61.28% 

Hamming 78.01%  

Predicate 

Match 

76.98%  

Complex  78.98%  

Table 2: System accuracy 
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8 Conclusion  

The tree distance algorithm has been applied 

successfully to build a SRL system. Future work 

will focus on improving the performance of the 

system by: a) trying to extend the sub-trees 

which will contain more contextual information, 

b) using different approaches to label semantic 

relations discussed in Section 5. Also, the system 

will be expanded to identify arguments using a 

tree distance algorithm. 

Evaluating the task of identifying the argu-

ments and labelling the relations separately will 

assist in determining which systems to combine 

to create an hybrid system with better perform-

ance.  
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Abstract

In this paper, we propose a novel method
for automatic segmentation of a Sanskrit
string into different words. The input for
our segmentizer is a Sanskrit string either
encoded as a Unicode string or as a Ro-
man transliterated string and the output is
a set of possible splits with weights associ-
ated with each of them. We followed two
different approaches to segment a Sanskrit
text usingsandhi1 rules extracted from a
parallel corpus of manually sandhi split
text. While the first approach augments
the finite state transducer used to analyze
Sanskrit morphology and traverse it to seg-
ment a word, the second approach gener-
ates all possible segmentations and vali-
dates each constituent using a morph an-
alyzer.

1 Introduction

Sanskrit has a rich tradition of oral transmission
of texts and this process causes the text to un-
dergo euphonic changes at the word boundaries.
In oral transmission, the text is predominantly spo-
ken as a continuous speech. However, continuous
speech makes the text ambiguous. To overcome
this problem, there is also a tradition of reciting
the pada-p̄at.ha (recitation of words) in addition to
the recitation of a sam. hitā (a continuous sandhied
text). In the written form, because of the domi-
nance of oral transmission, the text is written as a
continuous string of letters rather than a sequence
of words. Thus, the Sanskrit texts consist of a very

1Sandhimeans euphony transformation of words when
they are consecutively pronounced. Typically when a word
w1 is followed by a wordw2, some terminal segment ofw1

merges with some initial segment ofw2 to be replaced by
a “smoothed” phonetic interpolation, corresponding to mini-
mizing the energy necessary to reconfigurate the vocal organs
at the juncture between the words.

long sequence of phonemes, with the word bound-
aries having undergone euphonic changes. This
makes it difficult to split a continuous string into
words and process the text automatically.

Sanskrit words are mostly analyzed by build-
ing a finite state transducer (Beesley, 1998). In
the first approach, this transducer was modified
by linking the final states to appropriate interme-
diate states incorporating the sandhi rules. This
approach then allows one to traverse the string
from left to right and generate all and only possible
splits that are morphologically valid. The second
approach is very closely based on theOptimality
Theory(Prince and Smolensky, 1993) where we
generate all the possible splits for a word and vali-
date each using a morphological analyzer. We use
one of the fastest morphological analyzers avail-
able viz. the one developed byApertiumgroup2.
The splits that are not validated are pruned out.
Based on the number of times the first answer is
correct, we achieved an accuracy of around 92%
using the second approach while the first approach
performed with around 71% accuracy.

2 Issues involved in Sanskrit Processing

The segmentizer is an important component of
an NLP system. Especially, languages such
as Chinese (Badino, 2004), Japanese, Thai
(Haruechaiyasak, 2008) or Vietnamese (Thang et
al. , 2008) which do not mark word bound-
aries explicitly or highly agglutinative languages
like Turkish need segmentizers. In all these lan-
guages, there are no explicit delimiters to spec-
ify the word boundaries. In Thai, each syllable
is transcribed using several characters and there
is no space in the text between syllables. So the
problem of segmentation is basically twofold: (1)
syllable segmentation followed by (2) word seg-
mentation itself. A sentence in these languages

2http://wiki.apertium.org/wiki/lttoolbox; It processes
around 50,000 words per sec.
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is segmented by predicting the word boundaries,
where euphonic changes do not occur across the
word boundaries and it is more like mere concate-
nation of words. So the task here is just to choose
between various combinations of the words in a
sentence.

However, in Sanskrit, euphonic changes occur
across word boundaries leading to addition and
deletion of some original part of the combining
words. These euphonic changes in Sanskrit intro-
duce non-determinism in the segmentation. This
makes the segmentation process in Sanskrit more
complex than in Chinese or Japanese. In case of
highly agglutinative languages like Turkish, the
components are related to each other semantically
involving dependency analysis. Whereas in
Sanskrit, only the compounds involve a certain
level of dependency analysis, while sandhi is just
gluing of words together, without the need for
words to be related semantically. For example,
consider the following part of a verse,

San: nāradam paripapraccha
vālm̄ıkirmunipu̇ngavam
gloss: tothe Narada asked Valmiki-
to the wisestamongsages
Eng: Valmiki asked the Narada, the wisest among
the sages.

In the above verse, the wordsvālm̄ıkih. andmu-
nipuṅgavam(wisest among the sages - an adjec-
tive of Narada) are not related semantically, but
still undergo euphonic change and are glued to-
gether asvālm̄ıkirmunipu̇ngavam.

Further, the split need not be unique. Here is
an example, where a stringmāturājñāmparip̄alaya
may be decomposed in two different ways after
undergoing euphonic changes across word bound-
aries.

• mātuh ājñām parip̄alaya (obey the order of
mother) and,

• mā āturājñām parip̄alaya (do not obey the
order of the diseased).

There are special cases where the sandhied
forms are not necessarily written together. In
such cases, the white space that physically marks
the boundary of the words, logically refers to
a single sandhied form. Thus, the white space
is deceptive, and if treated as a word boundary,
the morphological analyzer fails to recognize the

word. For example, consider

śrutv̄a ca n̄arado vacah. .

In this example, the space betweenśrutv̄a and
ca represent a proper word boundary and the
word śrutv̄a is recognized by the morphological
analyzer whereas the space betweennārado and
vacah. does not mark the word boundary making
it deceptive. Because of the wordvacah. , nāradah.
has undergone a phonetic change and is rendered
as nārado. In unsandhied form, it would be
written as,

San:śrutv̄a ca n̄aradah. vacah. .
gloss: afterlistening and Narada’s speech
Eng: And after listening to Narada’s speech

The third factor aggravating Sanskrit segmen-
tation is productive compound formation. Unlike
English, where either the components of a com-
pound are written as distinct words or are sepa-
rated by a hyphen, the components of compounds
in Sanskrit are always written together. Moreover,
before these components are joined, they undergo
the euphonic changes. The components of a com-
pound typically do not carry inflection or in other
words they are the bound morphemes used only in
compounds. This forces a need of a special mod-
ule to recognize compounds.

Assuming that a sandhi handler to handle the
sandhi involving spaces is available and a bound
morpheme recognizer is available, we discuss the
development of sandhi splitter or a segmentizer
that splits a continuous string of letters into
meaningful words. To illustrate this point, we
give an example.
Consider the text,

śrutv̄a caitattrilokajño v̄alm̄ıkern̄arado vacah. .

We assume that the sandhi handler handling the
sandhi involving spaces is available and it splits
the above string as,

śrutv̄a caitattrilokajñah. vālm̄ıkern̄aradah.
vacah. .

The sandhi splitter or segmentizer is supposed
to split this into

86



śrutv̄a ca etat triloka-j̃nah. vālm̄ıkeh. nāradah.
vacah. .

This presupposes the availability of rules corre-
sponding to euphonic changes and a good cover-
age morphological analyzer that can also analyze
the bound morphemes in compounds.

A segmentizer for Sanskrit developed by Huet
(Huet, 2009), decorates the final states of its fi-
nite state transducer handling Sanskrit morphol-
ogy with the possible sandhi rules. However, it
is still not clear how one can prioritize various
splits with this approach. Further, this system in
current state demands some more work before the
sandhi splitter of this system can be used as a stan-
dalone system allowing plugging in of different
morphological analyzers. With a variety of mor-
phological analyzers being developed by various
researchers3, at times with complementary abili-
ties, it would be worth to experiment with vari-
ous morphological analyzers for splitting a sand-
hied text. Hence, we thought of exploring other
alternatives and present two approaches, both of
which assume the existence of a good coverage
morphological analyzer. Before we describe our
approaches, we first define the scoring matrix used
to prioritize various analyses followed by the base-
line system.

3 Scoring Matrix

Just as in the case of any NLP systems, with the
sandhi splitter being no exception, it is always de-
sirable to produce the most likely output when a
machine produces multiple outputs. To ensure that
the correct output is not deeply buried down the
pile of incorrect answers, it is natural to prioritize
solutions based on some frequencies. A Parallel
corpus of Sanskrit text in sandhied and sandhi split
form is being developed as a part of the Consor-
tium project in India. The corpus contains texts
from various fields ranging from children stories,
dramas to Ayurveda texts. Around 100K words
of such a parallel corpus is available from which
around 25,000 parallel strings of unsandhied and
corresponding sandhied texts were extracted. The
same corpus was also used to extract a total of
2650 sandhi rules including the cases of mere con-
catenation, and the frequency distribution of these
sandhi rules. Each sandhi rule is a triple(x, y, z)

3http://sanskrit.uohyd.ernet.in,
http://www.sanskritlibrary.org, http://sanskrit.jnu.ernet.in

wherey is the last letter of the first primitive,z is
the first letter of the second primitive, andx is the
letter sequence created by euphonic combination.
We define the estimated probability of the occur-
rence of a sandhi rule as follows:

Let Ri denote theith rule with fRi as the fre-
quency of occurrence in the manually split parallel
text. The probability of ruleRi is:

PRi =
fRi∑n
i=1 fRi

wheren denotes the total number of sandhi rules
found in the corpus.

Let a word be split into a candidateSj with k
constituents as< c1, c2, ..ck > by applyingk − 1
sandhi rules< R1, R2, ..Rk−1 > in between the
constituents. It should be noted here that the rules
R1, ..Rk−1 and the constituentsc1, ..ck are inter-
dependent since a different rule sequence will re-
sult in a different constituents sequence. Also, ex-
ceptc1 andck, all intermediate constituents take
part in two segmentations, one as the right word
and one as the left.

The weight of the splitSj is defined as:

WSj =
∏k−1

x=1(Pcx + Pcx+1) ∗ PRx

k

wherePcx is the probability of occurrence of the
word cx in the corpus. The factor ofk was intro-
duced to give more preference to the split with less
number of segments than the one with more seg-
ments.

4 Baseline System

We define our own baseline system which assumes
that each Sanskrit word can be segmented only in
two constituents. A word is traversed from left to
right and is segmented by applying the first appli-
cable rule provided both the constituents are valid
morphs. Using the 2,650 rules, on a test data of
2,510 words parallel corpus, the baseline perfor-
mance of the system was around 52.7% where the
first answer was correct.

5 Two Approaches

We now present the two approaches we explored
for sandhi splitting.

5.1 Augmenting FST with Sandhi rules

In this approach, we build an FST, using Open-
Fst (Allauzen et al., 2007) toolkit, incorporating
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sandhi rules in the FST itself and traverse it to find
the sandhi splittings.

We illustrate the augmentation of a sandhi rule
with an example. Let the two strings bexaXi
(dadhi)4 andawra (atra). The initial FST without
considering any sandhi rules is shown in Figure 1.

Figure 1: Initial FST accepting only two words
xaXiandawra.

As the figure depicts, 0 is the start state and 4 is
the final state. Each transition is a 4-tuple<c, n,
i, o> wherec is current state,n is the next state,
i is the input symbol ando is the output. The
FST marks word boundaries by flushing out cer-
tain features about the words whenever it encoun-
ters a valid word. Multiple features are separated
by a ‘|’. E.g., the output forxaXi is lc,s|vc,sand
for awra it is vc,swhere lc,s stands forlocative,
singular andvc,s is vocative, singular. The FST
in Figure 1 recognize exactly two wordsxaXi and
awra.

One of the sandhi rule states thati+a → ya
which will be represented as a triple(ya, i, a). Ap-
plying the sandhi rule, we get:xaXi + awra →
xaXyawra. After adding this sandhi rule to the
FST, we get the modified FST that is represented
in Figure 2.

Figure 2: Modified FST after inserting the rule.
−−− indicates the newly added transition.

Here, a transition arc is added depicting the rule
which says that on receiving an input symbolya
at state 3, go to state 5 with an outputi+a → ya.

4A Roman transliteration scheme called WX translitera-
tion is used, which is one-to-one phoneme level representa-
tion of Devan̄agar̄ı script.

Thus the new FST acceptsxaXyawrain addition
to xaXiandawra.

Thus, we see that the original transducer gets
modified with all possible transitions at the end
of a final phoneme, and hence, also explodes the
number of transitions leading to a complex trans-
ducer.

The basic outline of the algorithm to split the
given string into sub-strings is:

Algorithm 1 To split a string into sub-strings
1: Let the FST for morphology bef.
2: Add sandhi rules to the final states off1 link-

ing them to the intermediary states to getf ′.
3: Traversef ′ to find all possible splits for a

word. If a sandhi rule is encountered, split the
word and continue with the remaining part.

4: Calculate the weights of the possible outputs
with the formula discussed in section 3.

The pseudo-code of the algorithm used to insert
sandhi rules in the FST is illustrated here:

Algorithm 2 To insert sandhi rules in the FST
1: I = Input Symbol; X = last character of the

result of the rule.
2: for each transition in the FST transition table

do
3: if next state is a final statethen
4: for all rules where I is the last character

of first worddo
5: S = next state from the start state on

encountering X;
6: Y = first character of the result of the

rule;
7: transition T = current state, S, Y, rule;
8: Add T into the FST;
9: end for

10: end if
11: end for

The main problem with this approach is that ev-
ery finite state can have as many transitions as the
number of euphonic rules resulting in phoneme
change. This increases the size of the FST con-
siderably. It should be noted that, we have not in-
cluded the cases, where there is just a concatena-
tion. In such cases, if the input string is not ex-
hausted, but the current state is a final state, we go
back to the start state with the remaining string as
the input.
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5.1.1 Results

The performance of this system measured in terms
of the number of times the highest ranked segmen-
tation is correct, with around 500 sandhi rules, and
only noun morphology tested on the same test data
used for testing baseline system gave the following
rank-wise distribution presented in Table 1.

Rank % of output
1 71.2509
2 5.64543
3 3.85324
4 3.35651
5 1.56123
>5 14.33268

Table 1: Rank-wise Distribution for Approach-1.

The system was slow consuming, on an average,
around 10 seconds per string of 15 letters.5.

With the increase in the sandhi rules, though
system’s performance was better, it slowed down
the system further. Moreover, this was tested only
with the inflection morphology of nouns. The verb
inflection morphology and the derivational mor-
phology were not used at all. Since, the system is
supposed to be part of a real time application viz.
machine translation, we decided to explore other
possibilities.

5.2 Approach based on Optimality Theory

Our second approach follows optimality the-
ory(OT) which proposes that the observed forms
of a language are a result of the interaction be-
tween the conflicting constraints. The three basic
components of the theory are:

1. GEN - generates all possible outputs, or can-
didates.

2. CON - provides the criteria and the con-
straints that will be used to decide between
candidates.

3. EVAL - chooses the optimal candidate based
on the conflicts on the constraints.

OT assumes that these components are univer-
sal and the grammars differ in the way they rank
the universal constraint set, CON. The grammar of

5Tested on a system with 2.93GHz Core 2 Duo processor
and 2GB RAM

each language ranks the constraints in some dom-
inance order in such a way that every constraint
must have outperformed every lower ranked con-
straint. Thus a candidate A is optimal if it per-
forms better than some other candidate B on a
higher ranking constraint even if A has more vi-
olations of a lower ranked constraint than B.

The GEN function produces every possible seg-
mentation by applying the rules wherever appli-
cable. The rules tokenize the input surface form
into individual constituents. This might contain
some insignificant words that will be eventually
pruned out using the morphological analyser in
the EVAL function thus leaving the winning can-
didate. Therefore, the approach followed is very
closely based on optimality theory. The morph
analyser has no role in the generation of the can-
didates but only during their validation thus com-
posing the back-end of the segmentizer. In orig-
inal OT, the winning candidate need not satisfy
all the constraints but it must outperform all the
other candidates on some higher ranked constraint.
While in our scenario, the winning candidate must
satisfy all the constraints and therefore there could
be more than one winning candidates.

Currently we are applying only two constraints.
We are planning to introduce some more con-
straints. The constraints applied are:

• C1 : All the constituents of a split must be
valid morphs.

• C2 : Select the split with maximum weight,
as defined in section 3.

The basic outline of the algorithm is:

1: Recursively break a word at every possible po-
sition applying a sandhi rule and generate all
possible candidates for the input.

2: Pass the constituents of all the candidates
through the morph analyzer.

3: Declare the candidate as a valid candidate, if
all its constituents are recognized by the mor-
phological analyzer.

4: Assign weights to the accepted candidates and
sort them based on the weights.

5: The optimal solution will be the one with the
highest salience.

5.2.1 Results

The current morphological analyzer can recognize
around 140 million words. Using the 2650 rules
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and the same test data used for previous approach,
we obtained the following results:

• Almost 93% of the times, the highest ranked
segmentation is correct. And in almost 98%
of the cases, the correct split was among the
top 3 possible splits.

• The system consumes around 0.04 seconds
per string of 15 letters on an average.

The complete rank wise distribution is given in Ta-
ble 2.

% of output
Rank Approach-1 Approach-2
1 71.2509 92.8771
2 5.64543 5.44693
3 3.85324 1.07076
4 3.35651 0.41899
5 1.56123 0.09311
>5 14.33268 0.0931

Table 2: Complete rank-wise Distribution.

6 Conclusion

We presented two methods to automatically seg-
ment a Sanskrit word into its morphologically
valid constituents. Though both the approaches
outperformed the baseline system, the approach
that is close to optimality theory gives better re-
sults both in terms of time consumption and seg-
mentations. The results are encouraging. But the
real test of this system will be when it is inte-
grated with some real application such as a ma-
chine translation system. This sandhi splitter be-
ing modular, wherein one can plug in different
morphological analyzer and different set of sandhi
rules, the splitter can also be used for segmentiza-
tion of other languages.

Future Work The major task would be to ex-
plore ways to shift rank 2 and rank 3 segmenta-
tions more towards rank 1. We are also explor-
ing the possibility of including some semantic in-
formation about the words while defining weights.
The sandhi with white spaces also needs to be han-
dled.
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Abstract 

Supervised semantic role labeling (SRL) sys-
tems trained on hand-crafted annotated corpo-
ra have recently achieved state-of-the-art per-
formance. However, creating such corpora is 
tedious and costly, with the resulting corpora 
not sufficiently representative of the language. 
This paper describes a part of an ongoing work 
on applying bootstrapping methods to SRL to 
deal with this problem. Previous work shows 
that, due to the complexity of SRL, this task is 
not straight forward. One major difficulty is 
the propagation of classification noise into the 
successive iterations. We address this problem 
by employing balancing and preselection me-
thods for self-training, as a bootstrapping algo-
rithm. The proposed methods could achieve 
improvement over the base line, which do not 
use these methods. 

1 Introduction 

Semantic role labeling has been an active re-
search field of computational linguistics since its 
introduction by Gildea and Jurafsky (2002). It 
reveals the event structure encoded in the sen-
tence, which is useful for other NLP tasks or ap-
plications such as information extraction, ques-
tion answering, and machine translation (Surdea-
nu et al., 2003). Several CoNLL shared tasks 
(Carreras and Marquez, 2005; Surdeanu et al., 
2008) dedicated to semantic role labeling affirm 
the increasing attention to this field. 

One important supportive factor of studying 
supervised statistical SRL has been the existence 
of hand-annotated semantic corpora for training 
SRL systems. FrameNet (Baker et al., 1998) was 
the first such resource, which made the emer-
gence of this research field possible by the se-
minal work of Gildea and Jurafsky (2002). How-
ever, this corpus only exemplifies the semantic 
role assignment by selecting some illustrative 
examples for annotation. This questions its suita-

bility for statistical learning. Propbank was 
started by Kingsbury and Palmer (2002) aiming 
at developing a more representative resource of 
English, appropriate for statistical SRL study. 

Propbank has been used as the learning 
framework by the majority of SRL work and 
competitions like CoNLL shared tasks. However, 
it only covers the newswire text from a specific 
genre and also deals only with verb predicates. 

All state-of-the-art SRL systems show a dra-
matic drop in performance when tested on a new 
text domain (Punyakanok et al., 2008). This 
evince the infeasibility of building a comprehen-
sive hand-crafted corpus of natural language use-
ful for training a robust semantic role labeler. 

A possible relief for this problem is the utility 
of semi-supervised learning methods along with 
the existence of huge amount of natural language 
text available at a low cost. Semi-supervised me-
thods compensate the scarcity of labeled data by 
utilizing an additional and much larger amount 
of unlabeled data via a variety of algorithms. 

Self-training (Yarowsky, 1995) is a semi-
supervised algorithm which has been well stu-
died in the NLP area and gained promising re-
sult. It iteratively extend its training set by labe-
ling the unlabeled data using a base classifier 
trained on the labeled data. Although the algo-
rithm is theoretically straightforward, it involves 
a large number of parameters, highly influenced 
by the specifications of the underlying task. Thus 
to achieve the best-performing parameter set or 
even to investigate the usefulness of these algo-
rithms for a learning task such as SRL, a tho-
rough experiment is required. This work investi-
gates its application to the SRL problem. 

2 Related Work  

The algorithm proposed by Yarowsky (1995) for 
the problem of word sense disambiguation has 
been cited as the origination of self-training. In 
that work, he bootstrapped a ruleset from a 
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small number of seed words extracted from 
an online dictionary using a corpus of unan-
notated English text and gained a compara-
ble accuracy to fully supervised approaches. 

Subsequently, several studies applied the algo-
rithm to other domains of NLP. Reference reso-
lution (Ng and Cardie 2003), POS tagging (Clark 
et al., 2003), and parsing (McClosky et al., 2006) 
were shown to be benefited from self-training. 
These studies show that the performance of self-
training is tied with its several parameters and 
the specifications of the underlying task. 

In SRL field, He and Gildea (2006) used self-
training to address the problem of unseen frames 
when using FrameNet as the underlying training 
corpus. They generalized FrameNet frame ele-

ments to 15 thematic roles to control the com-
plexity of the process. The improvement gained 
by the progress of self-training was small and 
inconsistent. They reported that the NULL label 
(non-argument) had often dominated other labels 
in the examples added to the training set. 

Lee et al. (2007) attacked another SRL learn-
ing problem using self-training. Using Propbank 
instead of FrameNet, they aimed at increasing 
the performance of supervised SRL system by 
exploiting a large amount of unlabeled data 
(about 7 times more than labeled data). The algo-
rithm variation was similar to that of He and Gil-
dea (2006), but it only dealt with core arguments 
of the Propbank. They achieved a minor im-
provement too and credited it to the relatively 
poor performance of their base classifier and the 
insufficiency of the unlabeled data. 

3 SRL System 

To have enough control over entire the system 
and thus a flexible experimental framework, we 
developed our own SRL system instead of using 
a third-party system. The system works with 
PropBank-style annotation and is described here. 

Syntactic Formalism: A Penn Treebank con-
stituent-based approach for SRL is taken. Syn-
tactic parse trees are produced by the reranking 
parser of Charniak and Johnson (2005). 

Architecture: A two-stage pipeline architec-
ture is used, where in the first stage less-probable 
argument candidates (samples) in the parse tree 
are pruned, and in the next stage, final arguments 
are identified and assigned a semantic role. 
However, for unlabeled data, a preprocessing 
stage identifies the verb predicates based on the 
POS tag assigned by the parser. The joint argu-
ment identification and classification is chosen to 
decrease the complexity of self-training process. 

Features: Features are listed in table 1. We 
tried to avoid features like named entity tags to 
less depend on extra annotation. Features marked 
with * are used in addition to common features 
in the literature, due to their impact on the per-
formance in feature selection process. 

Classifier: We chose a Maximum Entropy 
classifier for its efficient training time and also 
its built-in multi-classification capability. More-
over, the probability score that it assigns to labels 
is useful in selection process in self-training. The 
Maxent Toolkit1 was used for this purpose. 

                                                 
1http://homepages.inf.ed.ac.uk/lzhang10/maxent_tool
kit.html 

Feature Name Description 
Phrase Type Phrase type of the constitu-

ent 
Position+Predicate 
Voice 

Concatenation of constitu-
ent position relative to verb 
and verb voice 

Predicate Lemma  Lemma of the predicate 
Predicate POS POS tag of the predicate 
Path Tree path of non-terminals 

from predicate to constitu-
ent 

Head Word 
Lemma 

Lemma of the head word 
of the constituent 

Content Word  
Lemma 

Lemma of the content 
word of the constituent 

Head Word POS POS tag of the head word 
of the constituent 

Content Word POS POS tag of the head word 
of the constituent 

Governing Category The first VP or S ancestor 
of a NP constituent 

Predicate 
Subcategorization 

Rule expanding the predi-
cate's parent 

Constituent 
Subcategorization * 

Rule expanding the consti-
tuent's parent 

Clause+VP+NP 
Count in Path 

Number of clauses, NPs 
and VPs in the path 

Constituent and  
Predicate Distance 

Number of words between 
constituent and predicate 

Compound Verb 
Identifier 

Verb predicate structure 
type: simple, compound, or 
discontinuous compound 

Head Word Loca-
tion in Constituent * 

Location of head word in-
side the constituent based 
on the number of words in 
its right and left 

Table 1: Features 
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4 Self-training  

4.1 The Algorithm  

While the general theme of the self-training algo-
rithm is almost identical in different implementa-
tions, variations of it are developed based on the 
characteristics of the task in hand, mainly by cus-
tomizing several involved parameters. Figure 1 
shows the algorithm with highlighted parameters. 

The size of seed labeled data set L and unla-
beled data U, and their ratio are the fundamental 
parameters in any semi-supervised learning. The 
data used in this work is explained in section 5.1. 

In addition to performance, efficiency of the 
classifier (C) is important for self-training, which 
is computationally expensive. Our classifier is a 
compromise between performance and efficien-
cy. Table 2 shows its performance compared to 
the state-of-the-art (Punyakanok et al. 2008) 
when trained on the whole labeled training set. 

Stop criterion (S) can be set to a pre-
determined number of iterations, finishing all of 
the unlabeled data, or convergence of the process 
in terms of improvement. We use the second op-
tion for all experiments here. 

In each iteration, one can label entire the 
unlabeled data or only a portion of it. In the latter 
case, a number of unlaleled examples (p) are 

selected and loaded into a pool (P). The selection 
can be based on a specific strategy, known as 
preselection (Abney, 2008) or simply done 
according to the original order of the unlabeled 
data. We investigate preselection in this work. 

After labeling the p unlabeled data, training 
set is augmented by adding the newly labeled 
data. Two main parameters are involved in this 
step: selection of labeled examples to be added to 
training set and addition of them to that set. 

Selection is the crucial point of self-training, 
in which the propagation of labeling noise into 
upcoming iterations is the major concern. One 
can select all of labeled examples, but usually 
only a number of them (n), known as growth 
size, based on a quality measure is selected. This 
measure is often the confidence score assigned 
by the classifier. To prevent poor labelings 
diminishing the quality of training set, a 
threshold (t) is set on this confidence score. 
Selection is also influenced by other factors, one 
of which being the balance between selected 
labels, which is explored in this study and 
explained in detail in the section 4.3. 

The selected labeled examples can be retained 
in unlabeled set to be labeled again in next 
iterations (delibility) or moved so that they are 
labeled only once (indelibility). We choose the 
second approach here. 

4.2 Preselection 

While using a pool can improve the efficiency of 
the self-training process, there can be two other 
motivations behind it, concerned with the per-
formance of the process. 

One idea is that when all data is labeled, since 
the growth size is often much smaller than the 
labeled size, a uniform set of examples preferred 
by the classifier is chosen in each iteration. This 
leads to a biased classifier like the one discussed 
in previous section. Limiting the labeling size to 
a pool and at the same time (pre)selecting diver-
gence examples into it can remedy the problem. 

The other motivation is originated from the 
fact that the base classifier is relatively weak due 
to small seed size, thus its predictions, as the 
measure of confidence in selection process, may 
not be reliable. Preselecting a set of unlabeled 
examples more probable to be correctly labeled 
by the classifier in initial steps seems to be a use-
ful strategy against this fact.  

We examine both ideas here, by a random pre-
selection for the first case and a measure of sim-
plicity for the second case. Random preselection 
is built into our system, since we use randomized 

1- Add the seed example set L to currently 
empty training set T. 

2- Train the base classifier C with training 
set T. 

3- Iterate the following steps until the stop 
criterion S is met. 

a- Select p examples from U into pool 
P. 

b- Label pool P with classifier C 
c- Select n labeled examples with the 

highest confidence score whose score 
meets a certain threshold t and add to 
training set T. 

d- Retrain the classifier C with new 
training set. 

Figure 1: Self-training Algorithm 

 WSJ Test Brown Test 
P R F1 P R F1 

Cur 77.43 68.15 72.50 69.14 57.01 62.49
Pun 82.28 76.78 79.44 73.38 62.93 67.75

Table 2: Performances of the current system (Cur) 
and the state-of-the-art (Punyakanok et al., 2008) 
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training data. As the measure of simplicity, we 
propose the number of samples extracted from 
each sentence; that is we sort unlabeled sen-
tences in ascending order based on the number of 
samples and load the pool from the beginning. 

4.3 Selection Balancing 

Most of the previous self-training problems in-
volve a binary classification. Semantic role labe-
ling is a multi-class classification problem with 
an unbalanced distribution of classes in a given 
text. For example, the frequency of A1 as the 
most frequent role in CoNLL training set is 
84,917, while the frequency of 21 roles is less 
than 20. The situation becomes worse when the 
dominant label NULL (for non-arguments) is 
added for argument identification purpose in a 
joint architecture. This biases the classifiers to-
wards the frequent classes, and the impact is 
magnified as self-training proceeds. 

In previous work, although they used a re-
duced set of roles (yet not balanced), He and 
Gildea (2006) and Lee et al. (2007), did not dis-
criminate between roles when selecting high-
confidence labeled samples. The former study 
reports that the majority of labels assigned to 
samples were NULL and argument labels ap-
peared only in last iterations.  

To attack this problem, we propose a natural 
way of balancing, in which instead of labeling 
and selection based on argument samples, we 
perform a sentence-based selection and labeling. 
The idea is that argument roles are distributed 
over the sentences. As the measure for selecting 
a labeled sentence, the average of the probabili-
ties assigned by the classifier to all argument 
samples extracted from the sentence is used. 

5 Experiments and Results  

In these experiments, we target two main prob-
lems addressed by semi-supervised methods: the 
performance of the algorithm in exploiting unla-
beled data when labeled data is scarce and the 
domain-generalizability of the algorithm by us-
ing an out-of-domain unlabeled data. 

We use the CoNLL 2005 shared task data and 
setting for testing and evaluation purpose. The 
evaluation metrics include precision, recall, and 
their harmonic mean, F1. 

5.1 The Data 

The labeled data are selected from Propbank 
corpus prepared for CoNLL 2005 shared task. 
Our learning curve experiments on varying size 

of labeled data shows that the steepest increase in 
F1 is achieved by 1/10th of CoNLL training data. 
Therefore, for training a base classifier as high-
performance as possible, while simulating the 
labeled data scarcity with a reasonably small 
amount of it, 4000 sentence are selected random-
ly from the total 39,832 training sentences as 
seed data (L). These sentences contain 71,400 
argument samples covering 38 semantic roles out 
of 52 roles present in the total training set. 

We use one unlabeled training set (U) for in-
domain and another for out-of-domain experi-
ments. The former is the remaining portion of 
CoNLL training data and contains 35,832 sen-
tences (698,567 samples). The out-of-domain set 
was extracted from Open American National 
Corpus 2  (OANC), a 14-million words multi-
genre corpus of American English. The whole 
corpus was preprocessed to prune some proble-
matic sentences. We also excluded the biomed 
section due to its large size to retain the domain 
balance of the data. Finally, 304,711 sentences 
with the length between 3 and 100 were parsed 
by the syntactic parser. Out of these, 35,832 sen-
tences were randomly selected for the experi-
ments reported here (832,795 samples). 

Two points are worth noting about the results 
in advance. First, we do not exclude the argu-
ment roles not present in seed data when evaluat-
ing the results. Second, we observed that our 
predicate-identification method is not reliable, 
since it is solely based on POS tags assigned by 
parser which is error-prone. Experiments with 
gold predicates confirmed this conclusion. 

5.2 The Effect of Balanced Selection 

Figures 2 and 3 depict the results of using unba-
lanced and balanced selection with WSJ and 
OANC data respectively. To be comparable with 
previous work (He and Gildea, 2006), the growth 
size (n) for unbalanced method is 7000 samples 
and for balanced method is 350 sentences, since 
each sentence roughly contains 20 samples. A 
probability threshold (t) of 0.70 is used for both 
cases. The F1 of base classifier, best-performed 
classifier, and final classifier are marked. 

When trained on WSJ unlabeled set, the ba-
lanced method outperforms the other in both 
WSJ (68.53 vs. 67.96) and Brown test sets (59.62 
vs. 58.95). A two-tail t-test based on different 
random selection of training data confirms the 
statistical significance of this improvement at 
p<=0.05 level. Also, the self-training trend is 
                                                 
2 http://www.americannationalcorpus.org/OANC 
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more promising with both test sets. When trained 
on OANC, the F1 degrades with both methods as 
self-training progress. However, for both test 
sets, the best classifier is achieved by the ba-
lanced selection (68.26 vs. 68.15 and 59.41 vs. 
58.68). Moreover, balanced selection shows a 
more normal behavior, while the other degrades 
the performance sharply in the last iterations 
(due to a swift drop of recall). 

Consistent with previous work, with unba-
lanced selection, non-NULL-labeled unlabeled 
samples are selected only after the middle of the 
process. But, with the balanced method, selection 
is more evenly distributed over the roles.  

A comparison between the results on Brown 
test set with each of unlabeled sets shows that in-
domain data generalizes even better than out-of-
domain data (59.62 vs. 59.41 and also note the 
trend). One apparent reason is that the classifier 
cannot accurately label the out-of-domain unla-
beled data successively used for training. The 
lower quality of our out-of-domain data can be 
another reason for this behavior. Furthermore, 

the parser we used was trained on WSJ, so it ne-
gatively affected the OANC parses and conse-
quently its SRL results. 

5.3 The Effect of Preselection 

Figures 4 and 5 show the results of using pool 
with random and simplicity-based preselection 
with WSJ and OANC data respectively. The pool 
size (p) is 2000, and growth size (n) is 1000 sen-
tences. The probability threshold (t) used is 0.5. 

Comparing these figures with the previous 
figures shows that preselection improves the self-
training trend, so that more unlabeled data can 
still be useful. This observation was consistent 
with various random selection of training data.  

Between the two strategies, simplicity-based 
method outperforms the random method in both 
self-training trend and best classifier F1 (68.45 
vs. 68.25 and 59.77 vs. 59.3 with WSJ and 68.33 
vs. 68 with OANC), though the t-test shows that 
the F1 difference is not significant at p<=0.05. 
This improvement does not apply to the case of 
using OANC data when tested with Brown data 

 

Figure 2: Balanced (B) and Unbalanced (U) Selection 
with WSJ Unlabeled Data 
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Figure 3: Balanced (B) and Unbalanced (U) Selection 
with OANC Unlabeled Data 
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Figure 4: Random (R) and Simplicity (S) Pre-selection 
with WSJ Unlabeled Data 
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(59.27 vs. 59.38), where, however,  the differ-
ence is not statistically significant. The same 
conclusion to the section 5.2 can be made here. 

6 Conclusion and Future Work  

This work studies the application of self-training 
in learning semantic role labeling with the use of 
unlabeled data. We used a balancing method for 
selecting newly labeled examples for augmenting 
the training set in each iteration of the self-
training process. The idea was to reduce the ef-
fect of unbalanced distribution of semantic roles 
in training data. We also used a pool and ex-
amined two preselection methods for loading 
unlabeled data into it.  

These methods showed improvement in both 
classifier performance and self-training trend. 
However, using out-of-domain unlabeled data for 
increasing the domain generalization ability of 
the system was not more useful than using in-
domain data. Among possible reasons are the 
low quality of the used data and the poor parses 
of the out-of-domain data. 

Another major factor that may affect the self-
training behavior here is the poor performance of 
the base classifier compared to the state-of-the-
art (see Table 2), which exploits more compli-
cated SRL architecture. Due to high computa-
tional cost of self-training approach, bootstrap-
ping experiments with such complex SRL ap-
proaches are difficult and time-consuming. 

Moreover, parameter tuning process shows 
that other parameters such as pool-size, growth 
number and probability threshold are very effec-
tive. Therefore, more comprehensive parameter 
tuning experiments than what was done here is 
required and may yield better results. 

We are currently planning to port this setting 
to co-training, another bootstrapping algorithm. 
One direction for future work can be adapting the 
architecture of the SRL system to better match 
with the bootstrapping process. Another direction 
can be adapting bootstrapping parameters to fit 
the semantic role labeling complexity. 
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Abstract

Presupposition relations between verbs are
not very well covered in existing lexical
semantic resources. We propose a weakly
supervised algorithm for learning presup-
position relations between verbs that dis-
tinguishes five semantic relations: presup-
position, entailment, temporal inclusion,
antonymy and other/no relation. We start
with a number of seed verb pairs selected
manually for each semantic relation and
classify unseen verb pairs. Our algorithm
achieves an overall accuracy of 36% for
type-based classification.

1 Introduction

A main characteristics of natural language is that
significant portions of content conveyed in a mes-
sage may not be overtly realized. This is the case
for presuppositions: e.g, the utterance Columbus
didn’t manage to reach India. presupposes that
Columbus had tried to reach India. This presup-
position does not need to be stated, but is im-
plicitly understood. Determining the presupposi-
tions of events reported in texts can be exploited
to improve the quality of many natural language
processing applications, such as information ex-
traction, text understanding, text summarization,
question-answering or machine translation.

The phenomenon of presupposition has been
throughly investigated by philosophers and lin-
guists (i.a. Stalnaker, 1974; van der Sandt, 1992).
There are only few attempts for practical imple-
mentations of presupposition in computational lin-
guistics (e.g. Bos, 2003). Especially, presupposi-
tion is understudied in the field of corpus-based
learning of semantic relations. Machine learning
methods have been previously applied to deter-
mine semantic relations such as is-a and part-of,
also succession, reaction and production (Pantel

and Pennacchiotti, 2006). Chklovski and Pantel
(2004) explored classification of fine-grained verb
semantic relations, such as similarity, strength,
antonymy, enablement and happens-before. For
the task of entailment recognition, learning of en-
tailment relations was attempted (Pekar, 2008).
None of the previous work investigated subclassi-
fying semantic relations including presupposition
and entailment, two relations that are closely re-
lated, but behave differently in context.

In particular, the inferential behaviour of pre-
suppositions and entailments crucially differs in
special semantic contexts. E.g., while presup-
positions are preserved under negation (as in
Columbus managed/didn’t manage to reach In-
dia the presupposition tried to), entailments do
not survive under negation (John F. Kennedy
has been/has not been killed). Here the entail-
ment died only survives in the positive sentence.
Such differences are crucial for both analysis and
generation-oriented NLP tasks.

This paper presents a weakly supervised al-
gorithm for learning presupposition relations be-
tween verbs cast as a discriminative classification
problem. The structure of the paper is as follows:
Section 2 reviews state of the art. Section 3 intro-
duces our task and the learning algorithm. Section
4 reports on experiment organization; the results
are presented in Section 5. Finally, we summarise
and present objectives for future work.

2 Related Work

One of the existing semantic resources related to
our paper is WordNet (Fellbaum, 1998). It com-
prises lexical semantic information about English
nouns, verbs, adjectives and adverbs. Among the
semantic relations defined specifically for verbs
are entailment, hyponymy, troponymy, antonymy
and cause. However, not all of them are well cov-
ered, for example, there are only few entries for
presupposition and entailment in WordNet.
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One attempt to acquire fine-grained semantic
relations from corpora is VerbOcean (Chklovski
and Pantel, 2004). Chklovski and Pantel used a
semi-automatic approach for extracting semantic
relations between verbs using a list of patterns.
The selection of the semantic relations was in-
spired by WordNet. VerbOcean showed good ac-
curacy values for the antonymy (50%), similar-
ity (63%) and strength (75%) relations. How-
ever, VerbOcean doesn’t distinguish between en-
tailment and presupposition; they are conflated in
the classes enablement and happens-before.

A distributional method for extracting highly
associated verbs was proposed by Lin and Pantel
(2001). This method extracts semantically related
words with good precision, but it does not deter-
mine the type and symmetry of the relation. How-
ever, the method is able to recognize the existence
of semantic relations holding between verbs and
hence can be used as a basis for finding and further
discriminating more detailed semantic relations.

3 A Weakly Supervised Approach to
Learning Presupposition Relations

We describe a weakly supervised approach for
learning semantic relations between verbs includ-
ing implicit relations such as presupposition. Our
aim is to perform a type-based classification of
verb pairs. I.e., we determine the class of a verb-
pair relation by observing co-occurrences of these
verbs in contexts that are indicative for their in-
trinsic meaning relation. This task differs from a
token-based classification, which aims at classify-
ing each verb pair instance as it occurs in context.

Classified relations. We distinguish between
the five classes of semantic relations presented in
Table 1. We chose entailment, temporal inclu-
sion and antonymy, because these relations may
be confounded with the presupposition relation.
A special class other/no comprises semantic rela-
tions not discussed in this paper (e.g. synonymy)
and verb pairs that are not related by a semantic re-
lation. The relations can be subdivided into sym-
metric and asymmetric relations, and relations that
involve temporal sequence, or those that do not in-
volve a temporal order, as displayed in Table 1.

A Weakly Supervised Learning Approach.
Our algorithm starts with a small number of seed
verb pairs selected manually for each relation and
iteratively classifies a large set of unseen and un-

Semantic Example Symmetry Temporal
Relation Sequence

Presuppo- find - seek, asymmetric yes
sition answer - ask

Entailment look - see, asymmetric yes
buy - own

Temporal walk - step, symmetric no
Inclusion talk - whisper

Antonymy win - lose, symmetric no
love - hate

Other/no have - own, undefined undefined
sing - jump

Table 1: Selected Semantic Relations

labeled verb pairs. Each iteration has two phases:

1. Training the Classifiers We independently
train binary classifiers for each semantic re-
lation using both shallow and deep features.

2. Ensemble Learning and Ranking Each of
the five classifiers is applied to each sentence
from an unlabeled corpus. The predictions
of the classifiers are combined using ensem-
ble learning techniques to determine the most
confident classification. The obtained list of
the classified instances is ranked using pat-
tern scores, in order to select the most reliable
candidates for extension of the training set.

Features. Both shallow lexical-syntactic and
deep syntactic features are used for the classifica-
tion of semantic relations. They include:

1. the distance between two analyzed verbs and
the order of their appearance

2. verb form (tense, aspect, modality, voice),
presence of negation and polarity verbs1

3. coordinating/subordinating conjunctions
4. adverbial adjuncts
5. PoS-tag-contexts (two words preceding and

two words following each verb)
6. the length of the path of grammatical func-

tions relating the two verbs
7. co-reference relation holding between the

subjects and objects of the verbs (both verbs
have the same subject/object, subject of one
verb corresponds to the object of the second
or there is no relation between them).

In order to extract these features the training
corpus is parsed using a deep parser.

1Polarity verbs are taken from the polarity lexicon of
Nairn et al. (2006). It encodes whether the complement of
proposition embedding verbs is true or false. We used the
verbs themselves as a feature without their polarity-tags.
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4 Experimental Setting

Initial Subset of Verb Pair Candidates. Unlike
other semi-supervised approaches, we don’t use
patterns for acquiring new candidates for classi-
fication. Candidate verb pairs are obtained from
a previously compiled list of highly associated
verbs. We use the DIRT Collection (Lin and Pan-
tel, 2001) from which we further extract pairs of
highly associated verbs as candidates for classifi-
cation. The advantage of this resource is that it
consists of pairs of verbs which stand in a semantic
relation (cf. Section 2). This considerably reduces
the number of verb pairs that need to be processed
as candidates in our classification task.

DIRT contains 5,604 verb types and 808,764
verb pair types. This still represents a huge num-
ber of verb pairs to be processed. We therefore
filtered the extracted set by checking verb pair fre-
quency in the first three parts of the ukWAC cor-
pus (Baroni et al., 2009) (UKWAC 1. . . 3) and by
applying the PMI test with threshold 2.0. This re-
duces the number of verb pairs to 199,393.

For each semantic relation we select three verb
pairs as seeds. The only exception is temporal in-
clusion for which we selected six verb pairs, due
to the low frequency of such verb pairs within a
single sentence. These verb pairs were used for
building an initial training corpus of verb pairs in
context. The remaining verb pairs are used to build
the corpus of unlabeled verb pairs in context in the
iterative classification process.

Preprocessing. Given these verb pairs, we ex-
tracted sentences for training and for unlabeled
data set from the first three parts of the UKWAC
corpus (Baroni et al., 2009). We compiled a set of
CQP queries (Evert, 2005) to find sentences that
contain both verbs of a verb pair and applied them
on UKWAC 1. . . 3 to build the training and un-
labeled subcorpora. We filter out sentences with
more than 60 words and sentences with a dis-
tance between verbs exceeding 20 words. To avoid
growing complexity, only sentences with exactly
one occurrence of each verb pair are retained. We
also remove sentences that trigger wrong candi-
dates, in which the auxiliaries have or do appear
in a candidate verb pair.

The corpus is parsed using the XLE parser
(Crouch et al., 2008). Its output contains both the
structural and functional information we need to
extract the shallow and deep features used in the

classification, and to generate patterns.

Training Corpus. From this preprocessed cor-
pus, we created a training corpus that contains
three different components:

1. Manually annotated training set. All sen-
tences containing seed verb pairs extracted
from UKWAC 1 are annotated manually with
two values true/false in order to separate the
negative training data.

2. Automatically annotated training set. We
build an extended, heuristically annotated
training set for the seed verb pairs, by ex-
tracting further instances from the remaining
corpora (UKWAC 2 and UKWAC 3). Using
the manual annotations of step 1., we manu-
ally compiled a small stoplist of patterns that
are used to filter out wrong instances. The
constructed stoplist serves as an elementary
disambiguation step. For example, the verbs
look and see can stand in an entailment rela-
tion if look is followed by the prepositions at,
on, in, but not in case of prepositions after or
forward (e.g. looking forward to).

3. Synonymous verb pairs. To further enrich
the training set of data, synonyms of the
verb pairs are manually selected from Word-
Net. The corresponding verb pairs were ex-
tracted from UKWAC 1. . . 3. In order to
avoid adding noise, we used only synonyms
of unambiguous verbs. The problem of am-
biguity of the target verbs wasn’t considered
at this step.

The overall size of the training set for the first
classification step is 15,717 sentences from which
5,032 are manually labeled, 9,918 sentences are
automatically labeled and 757 sentences contain
synonymous verb pairs. The distribution is unbal-
anced: temporal inclusion e.g. covers only 2%,
while entailment covers 39% of sentences. We
balanced the training set by undersampling entail-
ment and other/no by 20% and correspondingly
oversampling the temporal inclusion class.

Patterns. Similar to other pattern-based ap-
proaches we use a set of seed verb pairs to induce
indicative patterns for each semantic relation. We
use the induced patterns to restrict the number of
the verb pair candidates and to rank the labelled
instances in the iterative classification step.

The patterns use information about the verb
forms of analyzed verb pairs, modal verbs and the
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polarity verbs (only if they are related to the ana-
lyzed verbs) and coordinating/subordinating con-
junctions connecting two verbs. The analyzed
verbs in the sentence are substituted with V1 and
V2 placeholders in the pattern. For example, for
the sentence: Here we should be careful for there
are those who seek and do not find. and the verb
pair (find,seek) we induce the following pattern:
V2 and do [not|n’t] V1. The patterns are extracted
automatically from deep parses of the training cor-
pus. Examples of the best patterns we determined
for semantic relations are presented in Table 2.

Semantic Relation Patterns

Presupposition V2-ed * though * was * V1-ed,
V2-ed * but was [not|n’t] V1-ed,
V2-ing * might V1

Entailment if * V1 * V2,
V1-ing * [shall|will|’ll] V2,
V2 * by V1-ing

Temporal V2 * V1-ing,
Inclusion V1-ing and V2-ing,

when V2 * V1

Antonymy V1 or * V2,
either * V1 or * V2,
V1-ed * but V2-ed

Other/no V1 * V2,
V1-ing * V2-ing,
V2-ed * and * V1-ed

Table 2: Patterns for Selected Semantic Relations

Pattern ranks are used to compute the reliabil-
ity score for instances, as proposed by Pantel and
Pennacchiotti (2006). The pattern reliability is cal-
culated as follows:

rπ(p) = 1
|I|

∑
i∈I

pmi(i,p)
maxpmi

× ri(i) (1)

where:
pmi(i, p) - pointwise mutual information (PMI)
between the instance i and the pattern p;
maxpmi - maximum PMI between all patterns and
all instances;
ri(i) - reliability of an instance i. For seeds
ri(i) = 1 (they are selected manually), for the next
iterations the instance reliability is:

ri(i) = 1
|P |

∑
p∈P

pmi(i,p)
maxpmi

× rπ(p) (2)

We also consider using the patterns as a feature
for classification, in case they turn out to be suffi-
ciently discriminative.

Training Binary Classifiers. We independently
train 5 binary classifiers, one for each semantic re-
lation, using the J48 decision tree algorithm (Wit-
ten and Frank, 2005).

Data Sets. As the primary goal of this paper is
to classify semantic relations on the type level, we
elaborated a first gold standard dataset for type-
based classification. We used a small sample of
100 verb pairs randomly selected from the auto-
matically labeled corpus. This sample was man-
ually annotated by two judges after we had elim-
inated the system annotations in order not to in-
fluence the judges’ decisions. The judges had the
possibility to select more than one annotation, if
necessary. We measured inter-annotator agree-
ment was 61% (k ≈ 0.21). The low agreement
shows the difficulty of decision in the annotation
of fine-grained semantic relations.2

While the first gold standard dataset of verb
pairs was annotated out of context, we constructed
a second gold standard of verb pairs annotated at
the token level, i.e. in context. This second data
set can be used to evaluate a token-based classi-
fier (a task not attempted in the present paper). It
also offers a ground truth for type-based classifi-
cation, in that it controls for contextual ambiguity
effects. I.e., we can extract a type-based gold stan-
dard on the basis of the token-annotated data.3 We
proposed to one judge to annotate the same 100
verb pair types as in the previous annotation task,
this time in context. For this purpose we randomly
selected 10 instances for each verb pair type (for
rare verb pair types only 5). We compared the gold
standards elaborated by the same judge for type-
based and token-based classification:

• 62% of verb pair types were annotated with
the same labels on both levels, indicating cor-
rect annotation
• 10% of verb pair types were assigned con-

flicting labels, indicating wrong annotation
• 28% of verb pair types were assigned labels

not present on the type level, or the type level
label was not assigned in context

The figures show that for the most part the type-
based annotation conforms with the ground truth
obtained from token-based annotation. Only 10%
of verb pair types were established as conflicting
with the ground truth. The remaining 28% can be
considered as potentially correct: either the anno-
tated data does not contain the appropriate con-
text for a given type label or the type-level anno-

2Data inspection revealed that one annotator was more ex-
perienced in semantic annotation tasks. We evaluate our sys-
tem using the annotations of only one judge.

3This option was not pursued in the present paper.
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tation, performed without context, does not fore-
see an existing relation. This points to a general
difficulty, namely to acquire representative data
sets for token-level annotation, and also to per-
form type-level annotations without context for
the present task.

Combining Classifiers in Ensemble Learning.
Both token-based and type-based classification
starts with determining of the most confident clas-
sification for instances. Each instance of the cor-
pus of unlabeled verb pairs is classified by the in-
dividual binary classifiers. In order to select the
most confident classification we compare the votes
of the individual classifiers as follows:

1. If an instance is classified by one of the clas-
sifiers as true with confidence less than 0.75,
we discard this classification.

2. If an instance is classified as true by more
than one classifier, we consider only the clas-
sification with the highest confidence.4

In contrast to token-based classification that ac-
cepts only one semantic relation, for type-based
classification we allow the existence of more than
one semantic relation for a verb pair. To avoid the
unreliable classifications, we apply several filters:

1. If less than 10% of the instances for a verb
pair are classified with some specific seman-
tic relation, this classification is considered to
be unconfident and is discarded.

2. If a verb pair is classified as positive for more
than three semantic relations, this verb pair
remains unclassified.

3. If a verb pair is classified with up to three se-
mantic relations and if more than 10% of the
examples are classified with any of these rela-
tions, the verb pair is labeled with all of them.

Iteration and Stopping Criterion. After deter-
mining the most confident classification we rank
the instances, following the ranking procedure of
Pantel and Pennacchiotti (2006). Instances that
exceed a reliability threshold (0.3 for our exper-
iment) are selected for the extended training set.
The remainining instances are returned to the un-
labeled set. The algorithm stops if the average re-
liability score is smaller than a threshold value. In
our paper we concentrate on the first iteration. Ex-
tension of the training set and re-ranking of pat-
terns will be reported in future work.

4We assume that within a given context a verb pair can
exhibit only one relation.

Semantic relation Majority Without Baseline

(Count1/Count2) NONE

Presupposition (12/22) 67% 36% 18%

Entailment (9/20) 67% 35% 8%

Temp. Inclusion (7/11) 71% 36% 19%

Antonymy (11/24) 72% 42% 12%

NONE (61/29) 49% 31% 43%

Macro-Average 56% 36%

Micro-Average 65% 36%

Table 3: Accuracy for type-based classification

5 Evaluation Results

Results for type-based classification. We eval-
uate the accuracy of classification based on two
alternative measures:

1. Majority - the semantic relation with which
the majority of the sentences containing a
verb pair have been annotated.

2. Without NONE - as in 1., but after removing
the label NONE from all relation assignments
except for those cases where NONE is the
only label assigned to a verb pair.5

We computed accuracy as the number of verb
pairs which were correctly labeled by the system
divided by the total number of system labels. We
compare our results against a baseline of random
assignment, taking the distribution found in the
manually labeled gold standard as the underlying
verb relation distribution. Table 3 shows the accu-
racy results for each semantic relation6.

Results for token-based classification. We also
evaluate the accuracy of classification for token-
based classification as the number of instances
which were correctly labeled by the system di-
vided by the total number of system labels. As
the baseline we took the relation distribution on
the token level. Table 4 shows the accuracy results
for each semantic relation.

Discussion. The results obtained for type-based
classification are well above the baseline with one
exception. The best performance is achieved by
antonymy (72% and 42% respectively for both

5The second measure was used because in many cases the
relation NONE has been determined to be the majority class.

6Count1 is the total number of system labels for the Ma-
jority measure and Count2 is the total number of system la-
bels for the Without NONE measure.
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Semantic relation Count Accuracy Baseline

Presupposition 43 21% 8%

Entailment 39 15% 5%

Temp. Inclusion 15 13% 3%

Antonymy 34 29% 5%

NONE 511 81% 79%

Macro-Average 61%

Micro-Average 31%

Table 4: Accuracy for token-based classification

measures), followed by temporal inclusion, pre-
supposition and entailment. Accuracy scores for
token-based classification (excluding NONE) are
lower at 29% to 13%. Error analysis of randomly
selected false positives shows that the main reason
for lower accuracy on the token level is that the
context is not always significant enough to deter-
mine the correct relation.

Comparison to Related Work. Other projects
such as VerbOcean (Chklovski and Pantel, 2004)
report higher accuracy: the average accuracy is
65.5% if at least one tag is correct and 53% for
the correct preferred tag. However, we cannot ob-
jectively compare the results of VerbOcean to our
system because of the difference in the set of re-
lation classes and evaluation procedures. Simi-
lar to us, Chklovski and Pantel (2004) evaluated
VerbOcean using a small sample of data which
was presented to two judges for manual evalua-
tion. In contrast to our setup, they didn’t remove
the system annotations from the evaluation data
set. Given the difficulty of the classification we
suspect that correction of system output relations
for establishing a gold standard bears a strong risk
in favouring system classifications.

6 Conclusion and Future Work

The results achieved in our experiment show that
weakly supervised methods can be applied for
learning presupposition relations between verbs.
Our work also shows that they are more difficult
to classify than other typical lexical semantic rela-
tions, such as antonymy. Error analysis suggests
that many errors can be avoided if verbs are dis-
ambiguated in context. It would be interesting to
test our algorithm with different amounts of man-
ually annotated training sets and different combi-
nations of manually and automatically annotated
training sets to determine the minimal amount of

data needed to assure good accuracy.
In future work we will integrate word sense

disambiguation as well as information about
predicate-argument structure. Also, we are go-
ing to analyze the influence of single features on
the classification and determining optimal feature
sets, as well as the question of including patterns
in the feature set. In this paper we used the same
combination of features for all classifiers.
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Abstract 

Statistical systems with high accuracy are very 

useful in real-world applications. If these sys-

tems can capture basic linguistic information, 

then the usefulness of these statistical systems 

improve a lot. This paper is an attempt at in-

corporating linguistic constraints in statistical 

dependency parsing. We consider a simple 

linguistic constraint that a verb should not 

have multiple subjects/objects as its children 

in the dependency tree. We first describe the 

importance of this constraint considering Ma-

chine Translation systems which use depen-

dency parser output, as an example applica-

tion. We then show how the current state-of-

the-art dependency parsers violate this con-

straint. We present two new methods to handle 

this constraint. We evaluate our methods on 

the state-of-the-art dependency parsers for 

Hindi and Czech. 

1 Introduction 

Parsing is one of the major tasks which helps in 

understanding the natural language. It is useful in 

several natural language applications. Machine 

translation, anaphora resolution, word sense dis-

ambiguation, question answering, summarization 

are few of them. This led to the development of 

grammar-driven, data-driven and hybrid parsers.  

Due to the availability of annotated corpora in 

recent years, data driven parsing has achieved 

considerable success. The availability of phrase 

structure treebank for English (Marcus et al., 

1993) has seen the development of many effi-

cient parsers.  Using the dependency analysis, a 

similar large scale annotation effort for Czech, 

has been the Prague Dependency Treebank (Ha-

jicova, 1998). Unlike English, Czech is a free-

word-order language and is also morphologically 

very rich. It has been suggested that free-word-

order languages can be handled better using the 

dependency based framework than the constitu-

ency based one (Hudson, 1984; Shieber, 1985; 

Mel‟čuk, 1988, Bharati et al., 1995). The basic 

difference between a constituent based represen-

tation and a dependency representation is the 

lack of nonterminal nodes in the latter. It has also 

been noted that use of appropriate edge labels 

gives a level of semantics. It is perhaps due to 

these reasons that the recent past has seen a surge 

in the development of dependency based tree-

banks. 

Due to the availability of dependency tree-

banks, there are several recent attempts at build-

ing dependency parsers. Two CoNLL shared 

tasks (Buchholz and Marsi, 2006; Nivre et al., 

2007a) were held aiming at building state-of-the-

art dependency parsers for different languages. 

Recently in NLP Tools Contest in ICON-2009 

(Husain, 2009 and references therein), rule-

based, constraint based, statistical and hybrid 

approaches were explored towards building de-

pendency parsers for three Indian languages 

namely, Telugu, Hindi and Bangla. In all these 

efforts, state-of-the-art accuracies are obtained 

by two data-driven parsers, namely, Malt (Nivre 

et al., 2007b) and MST (McDonald et al., 2006). 

The major limitation of both these parsers is that 

they won't take linguistic constraints into account 

explicitly. But, in real-world applications of the 

parsers, some basic linguistic constraints are very 

useful. If we can make these parsers handle lin-

guistic constraints also, then they become very 

useful in real-world applications.  

This paper is an effort towards incorporating 

linguistic constraints in statistical dependency 

parser. We consider a simple constraint that a 

verb should not have multiple subjects/objects as 

its children. In section 2, we take machine trans-

lation using dependency parser as an example 

and explain the need of this linguistic constraint. 

In section 3, we propose two approaches to han-

dle this case. We evaluate our approaches on the 

state-of-the-art dependency parsers for Hindi and 

Czech and analyze the results in section 4. Gen-

eral discussion and future directions of the work 

are presented in section 5. We conclude our pa-

per in section 6. 
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2 Motivation 

In this section we take Machine Translation 

(MT) systems that use dependency parser output 

as an example and explain the need of linguistic 

constraints. We take a simple constraint that a 

verb should not have multiple subjects/objects as 

its children in the dependency tree. Indian Lan-

guage to Indian Language Machine Transtion 

System
1
 is one such MT system which uses de-

pendency parser output. In this system the gener-

al framework has three major components. a) 

dependency analysis of the source sentence. b) 

transfer from source dependency tree to target 

dependency tree, and c) sentence generation 

from the target dependency tree. In the transfer 

part several rules are framed based on the source 

language dependency tree. For instance, for Te-

lugu to Hindi MT system, based on the depen-

dency labels of the Telugu sentence post-

positions markers that need to be added to the 

words are decided. Consider the following ex-

ample, 

 

(1) 

Telugu:  raamu     oka      pamdu       tinnaadu 

               ‘Ramu’   ‘one’    ‘fruit’        ‘ate’ 

 

Hindi:   raamu     ne      eka      phala    khaayaa 

             ‘Ramu’  ‘ERG’   ‘one’   ‘fruit’    ‘ate’ 

 

English:  “Ramu ate a fruit”. 

 

In the above Telugu sentence, „raamu‟ is the 

subject of the verb „tinnaadu‟. While translating 

this sentence to Hindi, the post-position marker 

„ne‟ is added to the subject. If the dependency 

parser marks two subjects, both the words will 

have „ne‟ marker. This affects the comprehensi-

bility. If we can avoid such instances, then the 

output of the MT system will be improved.  

This problem is not due to morphological 

richness or free-word-order nature of the target 

language. Consider an example of free-word-

order language to fixed-word-order language MT 

system like Hindi to English MT system. The 

dependency labels help in identifying the posi-

tion of the word in the target sentence. Consider 

the example sentences given below. 
 

(2a)    raama   seba      khaatha  hai  

      „Ram‟   „apple‟   „eats‟     „is‟ 

          „Ram eats an apple‟ 

                                                 
1 http://sampark.iiit.ac.in/ 

 

 

(2b)    seba        raama       khaatha  hai  

      „apple‟    „Ram‟        „eats‟     „is‟ 

          ‘Ram eats an apple’ 

 

Though the source sentence is different, the 

target sentence is same. Even though the source 

sentences are different, the dependency tree is 

same for both the sentences. In both the cases, 

„raama’ is the subject and „seba‟ is the object of 

the verb „khaatha‟. This information helps in 

getting the correct translation. If the parser for 

the source sentence assigns the label „subject‟ to 

both „raama’ and „seba‟, the MT system can not 

give the correct output. 

There were some attempts at handling these 

kind of linguistic constraints using integer pro-

gramming approaches (Riedel et al., 2006; Bha-

rati et al., 2008). In these approaches dependency 

parsing is formulated as solving an integer pro-

gram as McDonald et al. (2006) has formulated 

dependency parsing as MST problem. All the 

linguistic constraints are encoded as constraints 

while solving the integer program. In other 

words, all the parses that violate these constraints 

are removed from the solution list. The parse 

with satisfies all the constraints is considered as 

the dependency tree for the sentence. In the fol-

lowing section, we describe two new approaches 

to avoid multiple subjects/objects for a verb. 

3 Approaches 

In this section, we describe the two different ap-

proaches for avoiding the cases of a verb having 

multiple subjects/objects as its children in the 

dependency tree. 

3.1 Naive Approach (NA) 

In this approach we first run a parser on the input 

sentence. Instead of first best dependency label, 

we extract the k-best labels for each token in the 

sentence. For each verb in the sentence, we 

check if there are multiple children with the de-

pendency label „subject‟. If there are any such 

cases, we extract the list of all the children with 

label „subject‟. we find the node in this list which 

appears left most in the sentence with respect to 

other nodes. We assign „subject‟ to this node. For 

the rest of the nodes in this list we assign the 

second best label and remove the first best label 

from their respective k-best list of labels. We 

check recursively, till all such instances are 
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avoided. We repeat the same procedure for „ob-

ject‟. 

Main criterion to avoid multiple sub-

jects/objects in this approach is position of the 

node in the sentence. Consider the following ex-

ample,  

 

Eg. 3: raama   seba      khaatha  hai  

            „Ram‟   „apple‟   „eats‟     „is‟ 

            „Ram eats an apple‟ 

Suppose the parser assigns the label „subject‟ 

to both the nouns, „raama‟ and „seba‟. Then 

naive approach assigns the label subject to „raa-

ma‟ and second best label to „seba‟ as „raama‟ 

precedes „seba‟.  

In this manner we can avoid a verb having 

multiple children with dependency labels sub-

ject/object.  

Limitation to this approach is word-order. The 

algorithm described here works well for fixed 

word order languages. For example, consider a 

language with fixed word order like English. 

English is a SVO (Subject, Verb, Object) lan-

guage. Subject always occurs before the object. 

So, if a verb has multiple subjects, based on posi-

tion we can say that the node that occurs first 

will be the subject. But if we consider a free-

word order language like Hindi, this approach 

wouldn't work always.  

Consider (2a) and (2b). In both these exam-

ples, „raama‟ is the subject of the verb „khaatha‟ 

and „seba‟ is the object of the verb „khaatha‟. 

The only difference in these two sentences is the 

order of the word. In (2a), subject precedes ob-

ject. Whereas in (2b), object precedes subject. 

Suppose the parser identifies both „raama‟ and 

„seba‟ as subjects. NA can correctly identify 

„raama‟ as the subject in case of (2a). But in case 

of (2b), „seba‟ is identified as the subject. To 

handle these kind of instances, we use a proba-

bilistic approach. 

3.2 Probabilistic Approach (PA) 

The probabilistic approach is similar to naive 

approach except that the main criterion to avoid 

multiple subjects/objects in this approach is 

probability of the node having a particular label. 

Whereas in naive approach, position of the node 

is the main criterion to avoid multiple sub-

jects/objects. In this approach, for each node in 

the sentence, we extract the k-best labels along 

with their probabilities. Similar to NA, we first 

check for each verb if there are multiple children 

with the dependency label „subject‟. If there are 

any such cases, we extract the list of all the 

children with label „subject‟. We find the node in 

this list which has the highest probability value. 

We assign „subject‟ to this node. For the rest of 

the nodes in this list we assign the second best 

label and remove the first best label from their 

respective k-best list of labels. We check recur-

sively, till all such instances are avoided. We 

repeat the same procedure for „object‟. 

Consider (2a) and (2b). Suppose the parser 

identifies both „raama‟ and „seba‟ as subjects. 

Probability of „raama‟ being a subject will be 

more than „seba‟ being a subject. So, the proba-

bilistic approach correctly marks „raama‟ as sub-

ject in both (2a) and (2b). But, NA couldn't iden-

tify „raama‟ as subject in (2b). 

4 Experiments 

We evaluate our approaches on the state-of-the-

art parsers for two languages namely, Hindi and 

Czech. First we calculate the instances of mul-

tiple subjects/objects in the output of the state-of-

the-art parsers for these two languages. Then we 

apply our approaches and analyze the results. 

4.1 Hindi 

Recently in NLP Tools Contest in ICON-2009 

(Husain, 2009 and references herein), rule-based, 

constraint based, statistical and hybrid approach-

es were explored for parsing Hindi. All these 

attempts were at finding the inter-chunk depen-

dency relations, given gold-standard POS and 

chunk tags. The state-of-the-art accuracy of 

74.48% LAS (Labeled Attachment Score) is 

achieved by Ambati et al. (2009) for Hindi.  

They used two well-known data-driven parsers, 

Malt
2
 (Nivre et al., 2007b), and MST

3
 (McDo-

nald et al., 2006) for their experiments. As the 

accuracy of the labeler of MST parser is very 

low, they used maximum entropy classification 

algorithm, MAXENT
4
 for labeling. 

For Hindi, dependency annotation is done us-

ing paninian framework (Begum et al., 2008; 

Bharati et al., 1995). So, in Hindi, the equivalent 

labels for subject and object are „karta (k1)‟ and 

„karma (k2)‟. „karta‟ and „karma‟ are syntactico-

semantic labels which have some properties of 

both grammatical roles and thematic roles. k1 

behaves similar to subject and agent. k2 behaves 

similar to object and patient (Bharati et al., 1995; 

Bharati et al., 2009). Here, by object we mean 

                                                 
2 Malt Version 1.3.1 
3 MST Version 0.4b 
4http://homepages.inf.ed.ac.uk/lzhang10/maxent_toolkit.htm

l 
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only direct object. Thus we consider only k1 and 

k2 labels which are equivalent of subject and di-

rect object. Annotation scheme is such that there 

wouldn‟t be multiple subjects/objects for a verb 

in any case (Bharati et al., 2009). For example, 

even in case of coordination, coordinating con-

junction is the head and conjuncts are children of 

the coordinating conjunction. The coordinating 

conjunction is attached to the verb with k1/k2 

label and the conjuncts get attached to the coor-

dinating conjunction with a dependency label 

„ccof‟.  

We replicated the experiments of Ambati et al. 

(2009) on test set (150 sentences) of Hindi and 

analyzed the outputs of Malt and MST+MaxEnt. 

We consider this as the baseline. In the output of 

Malt, there are 39 instances of multiple sub-

jects/objects. There are 51 such instances in the 

output of MST+MAXENT. 

Malt is good at short distance labeling and 

MST is good at long distance labeling (McDo-

nald and Nivre, 2007). As „k1‟ and „k2‟ are short 

distance labels, Malt could able predict these la-

bels more accurately than MST. Because of this 

output of MST has higher number of instances of 

multiple subjects/objects than Malt. 

 

 Total Instances 

Malt 39 

MST + MAXENT 51 

 

Table 1: Number of instances of multiple subjects or 

objects in the output of the state-of-the-art parsers for 

Hindi 

 

Both the parsers output first best label for each 

node in the sentence. In case of Malt, we mod-

ified the implementation to extract all the possi-

ble dependency labels with their scores. As Malt 

uses libsvm for learning, we couldn't able to get 

the probabilities. Though interpreting the scores 

provided by libsvm as probabilities is not the 

correct way, that is the only option currently 

available with Malt. In case of MST+MAXENT, 

labeling is performed by MAXENT. We used a 

java version of MAXENT
5  

to extract all possible 

tags with their scores. We applied both the naive 

and probabilistic approaches to avoid multiple 

subjects/objects. We evaluated our experiments 

based on unlabeled attachment score (UAS), la-

beled attachment score (LAS) and labeled score 

                                                 
5 http://maxent.sourceforge.net/ 

(LS) (Nivre et al., 2007a). Results are presented 

in Table 2. 

As expected, PA performs better than NA. 

With PA we got an improvement of 0.26% in 

LAS over the previous best results for Malt. In 

case of MST+MAXENT we got an improvement 

of 0.61% in LAS over the previous best results. 

Note that in case of MST+MAXENT, the slight 

difference between state-of-the-art results of 

Ambati et al. (2009) and our baseline accuracy is 

due different MAXENT package used.  

 Malt MST+MAXENT 

UAS LAS LS UAS LAS LS 

Baseline 90.14 74.48 76.38 91.26 72.75 75.26 

NA 90.14 74.57 76.38 91.26 72.84 75.26 

PA 90.14 74.74 76.56 91.26 73.36 75.87 

 

Table 2: Comparison of NA and PA with previous 

best results for Hindi 

 

Improvement in case of MST+MAXENT is 

greater than that of Malt. One reason is because 

of more number of instances of multiple sub-

jects/objects in case of MST+MAXENT. Other 

reason is use of probabilities in case 

MST+MAXENT. Whereas in case of Malt, we 

interpreted the scores as probabilities which is 

not a good way to do. But, in case of Malt, that is 

the only option available. 

4.2 Czech 

In case of Czech, we replicated the experiments 

of Hall et al. (2007) using latest version of Malt 

(version 1.3.1) and analyzed the output. We con-

sider this as the baseline. The minor variation of 

the baseline results from the results of CoNLL-

2007 shared task is due to different version Malt 

parser being used. Due to practical reasons we 

couldn't use the older version. In the output of 

Malt, there are 39 instances of multiple sub-

jects/objects out of 286 sentences in the testing 

data. In case of Czech, the equivalent labels for 

subject and object are „agent‟ and „theme‟. 

Czech is a free-word-order language similar to 

Hindi. So as expected, PA performed better than 

NA. Interestingly, accuracy of PA is lower than 

the baseline. Main reason for this is scores of 

libsvm of Malt. We explain the reason for this 

using the following example, consider a verb „V‟ 

has two children „C1‟ and „C2‟ with dependency 

label subject. Assume that the label for „C1‟ is 

subject and the label of „C2‟ is object in the gold-

data. As the parser marked „C1‟ with subject, this 
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adds to the accuracy of the parser. While avoid-

ing multiple subjects, if „C1‟ is marked as sub-

ject, then the accuracy doesn't drop. If „C2‟ is 

marked as object then the accuracy increases. 

But, if „C2‟ is marked as subject and „C1‟ is 

marked as object then the accuracy drops. This 

could happen if probability of „C1‟ having sub-

ject as label is lower than „C1‟ having subject as 

the label. This is because of two reasons, (a) 

parser itself wrongly predicted the probabilities, 

and (b) parser predicted correctly, but due to the 

limitation of libsvm, we couldn't get the scores 

correctly.  

 

 UAS LAS LS 

Baseline 82.92 76.32 83.69 

NA 82.92 75.92 83.35 

PA 82.92 75.97 83.40 

 

Table 3: Comparison of NA and PA with previous 

best results for Czech 

 

5 Discussion and Future Work 

Results show that the probabilistic approach per-

forms consistently better than the naive ap-

proach. For Hindi, we could able to achieve an 

improvement 0.26% and 0.61% in LAS over the 

previous best results using Malt and MST re-

spectively. We couldn‟t able to achieve any im-

provement in case of Czech due to the limitation 

of libsvm learner used in Malt. 

We plan to evaluate our approaches on all the 

data-sets of CoNLL-X and CoNLL-2007 shared 

tasks using Malt. Settings of MST parser are 

available only for CoNLL-X shared task data 

sets. So, we plan to evaluate our approaches on 

CoNLL-X shared task data using MST also. Malt 

has the limitation for extracting probabilities due 

to libsvm learner. Latest version of Malt (version 

1.3.1) provides option for liblinear learner also. 

Liblinear provides option for extracting probabil-

ities. So we can also use liblinear learning algo-

rithm for Malt and explore the usefulness of our 

approaches. Currently, we are handling only two 

labels, subject and object. Apart from subject and 

object there can be other labels for which mul-

tiple instances for a single verb is not valid. We 

can extend our approaches to handle such labels 

also. We tried to incorporate one simple linguis-

tic constraint in the statistical dependency pars-

ers. We can also explore the ways of incorporat-

ing other useful linguistic constraints. 

6 Conclusion 

Statistical systems with high accuracy are very 

useful in practical applications. If these systems 

can capture basic linguistic information, then the 

usefulness of the statistical system improves a 

lot. In this paper, we presented a new method of 

incorporating linguistic constraints into the sta-

tistical dependency parsers. We took a simple 

constraint that a verb should not have multiple 

subjects/objects as its children. We proposed two 

approaches, one based on position and the other 

based on probabilities to handle this. We eva-

luated our approaches on state-of-the-art depen-

dency parsers for Hindi and Czech. 
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Abstract

The aim of this work is to present some
preliminary results of an investigation in
course on the typology of the morphol-
ogy of the native South American lan-
guages from the point of view of the for-
mal language theory. With this object,
we give two contrasting examples of de-
scriptions of two Aboriginal languages fi-
nite verb forms morphology: Argentinean
Quechua (quichua santiagueño) and Toba.
The description of the morphology of the
finite verb forms of Argentinean quechua,
uses finite automata and finite transducers.
In this case the construction is straight-
forward using two level morphology and
then, describes in a very natural way the
Argentinean Quechua morphology using
a regular language. On the contrary, the
Toba verbs morphology, with a system that
simultaneously uses prefixes and suffixes,
has not a natural description as regular lan-
guage. Toba has a complex system of
causative suffixes, whose successive ap-
plications determinate the use of prefixes
belonging different person marking pre-
fix sets. We adopt the solution of Crei-
der et al. (1995) to naturally deal with this
and other similar morphological processes
which involve interactions between pre-
fixes and suffixes and then we describe the
toba morphology using linear context-free
languages.1.

1 Introduction

It has been proved (Johnson, 1972; Kaplan and
Kay, 1994) that regular models have an expre-

1This work is part of the undergraduate thesis Finite
state morphology: The Koskenniemi’s two level morphology
model and its application to describing the morphosyntaxis
of two native Argentinean languages

sive power equal to the noncyclic components
of generative grammmars representing the mor-
phophonology of natural languages. However,
these works make no considerations about what
class of formal languages is the natural for de-
scribing the morphology of one particular lan-
guage. On the other hand, the criteria of classi-
fication of Amerindian languages, do not involve
complexity criteria. In order to establish crite-
ria that take into account the complexity of the
description we present two contrasting examples
in two Argentinean native languages: toba and
quichua santiagueño. While the quichua has a nat-
ural representation in terms of a regular language
using two level morphology, we will show that the
Toba morphology has a more natural representa-
tion in terms of linear context-free languages.

2 Quichua Santiagueño

The quichua santiagueño is a language of the
Quechua language family. It is spoken in the San-
tiago del Estero state, Argentina. Typologically
is an agglutinative language and its structure is al-
most exclusively based on the use of suffixes and is
extremely regular. The morphology takes a domi-
nant part in this language with a rich set of valida-
tion suffixes. The quichua santiagueño has a much
simpler phonologic system that other languages of
this family: for example it has no series of aspi-
rated or glottalized stops.

Since the description of the verbal morphology
is rich enough for our aim to expose the regular na-
ture of quichua santiagueño morphology, we have
restricted our study to the morphology of finite
verbs forms. We use the two level morphology
paradigm to express with finite regular transduc-
ers the rules that clearly illustrate how naturally
this language phonology is regular. The construc-
tion uses the descriptive works of Alderetes (2001)
and Nardi (Albarracı́n et. al, 2002)
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2.1 Phonological two level rules for the
quichua santiagueño

In this section we present the alphabet of the
quichua santiagueño with which we have imple-
mented the quichua phonological rules in the par-
adigm of two level morphology. The subsets
abbreviations are: V (vowel), Vlng (underlying
vowel).Valt (high vowel),VMed (median vowel),
Vbaj (bass vowel) , Ftr (trasparent to medializa-
tion phonema), Cpos (posterior consonant).

ALPHABET
a e i o u p t ch k q s sh ll m
n l r w y b d g gg f h x r rr
A E I O U W N Q Y + ’

NULL 0
ANY @
BOUNDARY #
SUBSET C p t ch k q s sh ll m

n l r w y b d f h
x r rr h Q

SUBSET V i e a o u A E I O U
SUBSET Vlng I E A O U
SUBSET Valt u i U I
SUBSET VMed e o E O
SUBSET Vbaj a A
SUBSET Ftr n y r Y N
SUBSET Cpos gg q Q

With the aim of showing the simplicity of the
phonologic rules we transcribe the two-level rules
we have implemeted with the transducers in the
thesis. R1-R4 model the medialization vowels
procesess, R5-R7 are elision and ephentesis proce-
sess with very specific contexts and R7 represents
a diachornic phonological process with a subja-
cent form present in others quechua dialects.

Rules

R1 i:i /<= CPos:@ __

R2 i:i /<= __ Ftr:@ CPos:@

R3 u:u /<= CPos:@ __

R4 u:u /<= __ Ftr:@ CPos:@

R5 W:w <=> a:a a:a +:0__a:a +:0

R6 U:0 <=> m:m __+:0 p:p u:u +:0

R7 N:0 <=> ___+:0 r:@ Q:@ a:a +:0

2.2 Quichua Santigueño morphology

The grammar that models the agglutination order
is showed with a non deterministic finite automata.
This implemented automata is presented in Fig-
ure 1. This description of the morphophonology
was implemented using PC-KIMMO (Antworth,
1990)

3 The Toba morphology

The Toba language belongs, with the languages
pilaga, mocovi and kaduveo, to the guaycuru
language family (Messineo, 2003; Klein, 1978).
The toba is spoken in the Gran Chaco region
(which is comprised between Argentina, Bolivia
and Paraguay) and in some reduced settlements
near Buenos Aires, Argentina. From the point of
view of the morphologic typology it presents char-
acteristics of a polysynthetic agglutinative lan-
guage. In this language the verb is the morpho-
logically more complex wordclass. The grammat-
ical category of person is prefixed to the verbal
theme. There are suffixes to indicate plurals and
other grammatical categories as aspect, location-
direction, reflexive and reciprocal and desidera-
tive mode. The verb has no mark of time. As an
example of a typical verb we can considerate the
sanadatema:

Example 1 .
s- anat(a) -d -em -a
1Act- advice 2 dat ben
” I advice you”

2

One of the characteristics of the toba verb mor-
phology is a system of markation active-inactive
on the verbal prefixes (Messineo, 2003; Klein,
1978). There are in this language two sets or ver-
bal prefixes that mark action:

1. Class I (In):codifies inactive participants, ob-
jects of transitive verbs and pacients of in-
transitive verbs. .

2. Class II(Act): codifies active participants,
subjects of transitive and intransitive verbs.

2abrev: Act:active, ben:benefactive, dat:dative,inst: intru-
mental,Med: Median voice, pos: Posessor, refl: reflexive
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Active affected(Medium voice, Med): codi-
fies the presence of an active participant af-
fected by the action that the verb codifies. .

The toba has a great quantity of morphological
processes that involve interactions between suf-
fixes and prefixes. In the next example the suffix-
ation of the reflexive (−l′at) forces the use of the
active person with prefixes of the voice medium
class because the agent is affected by the action.

Example 2 .
(a) y- alawat

3Activa -kill
” He kills”

(b) n- alawat -l’at
3Med- kill -refl
” He kills himself”

The agglutination of this suffix occurs in the
last suffix box (after locatives, directional and
other derivational suffixes). Then, if we model
this process using finite automata we will add
many items to the lexicon (Sproat, 1992). The
derivation of names from verbs is very productive.
There are many nominalizer suffixes. The result-
ing names use obligatory possessing person nom-
inal prefixes.

Example 3 .
l- edaGan -at
3pos write instr

”his pencil”

The toba language also presents a complex sys-
tem of causative suffixes that act as switching the
transitivity of the verb. Transitivity is specially ap-
preciable in the switching of the 3rd person prefix
mark. In section 3.2 we will use this process to
show how linear context free grammars are a better
than regular grammars for modeling agglutination
in this language, but first we will present the for-
mer class of languages and its acceptor automata.

3.1 Linear context free languages and
two-taped nondeterministic finite-state
automata

A linear context-free language is a language gen-
erated by a grammar context-free grammars G in
which every production has one of the three forms
(Creider et al., 1995):

1. A → a, with a terminal symbol

2. A → aB, with B a non terminal symbol and
a a terminal symbol.

3. A → Ba, with B a non terminal symbol and
a a terminal symbol.

Linear context-free grammars have been stud-
ied by Rosenberg (1967) who showed that there
is an equivalence between them and two-taped
nondeterministic finite-state automata. Informally,
a two-head nondeterministic finite-state automata
could be thought as a generalization of a usual
nondeterministic finite-state automata which has
two read heads that independently reads in two dif-
ferent tapes, and at each transition only one tape
moves. When both tapes have been processed, if
the automata is at a final state, the parsing is suc-
cessful. In the ambit that we are studying we can
think that if a word is a string of prefixes, a stem
and suffixes, one automata head will read will the
prefixes and the other the suffixes. Taking into
account that linear grammars are in Rosenberg’s
terms: ” The lowest class of nonregular context-
free grammars”, Creider et al. (1995) have taken
this formal language class as the optimal to model
morphological processes that involve interaction
between prefixes and suffixes.

3.2 Analysis of the third person verbal
paradigm

In this section we model the morphology of the
third person of transitive verbs using two-taped fi-
nite nondeterministics automata. The modeling of
this person is enough to show this description ad-
vantages with respect to others in terms of regular
languages. The transitivity of the verb plays an im-
portant role in the selection of the person marker
Class. The person markers are (Messineo, 2003):

1. i-/y- for transitive verbs y and some intra-
sitive subjects (Pr AcT).

2. d(Vowel) for verbs typically intransitives (Pr
ActI).

3. n: subjets of medium voice (Pr ActM).

The successive application of the causative
seems to act here, as was interpreted by Buckwal-
ter (2001), like making the switch in the original
verb transitivity as is shown en Example 4 in the
next page.
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Example 4 .
IV de- que’e he eats
TV i- qui’ -aGan he eats(something)
IV de- qui’ -aGanataGan he feeds
TV i- qui’ -aGanataGanaGan he feeds(a person)
IV de qui’ -aGanaGanataGan he command to feed

If we want to model this morphological process
using finite automata again we must enlarge the
lexicon size. The resulting grammar, althought
capable of modeling the morphology of the toba,
would not work effectively. The effectiveness
of a grammar is a measure of their productivity
(Heintz, 1991). Taking into account the productiv-
ity of causative and reflexive verbal derivation we
will prefer a description in terms of a context-free
linear grammar with high effectivity than another
using regular languages with low effectivity.

To model the behavior of causative agglutina-
tion and the interaction with person prefixes us-
ing the two-head automata, we define two paths
determined by the parity of the causative suffixes
wich have been agglutinated to the verb. We have
also to take into consideration the optative pos-
terior aglutination of reflexive and reciprocal suf-
fixes wich forces the use of medium voice person
prefix. From the third person is also formed the
third person indefinite actor from a prefix, qa -,
which is at left and adjacent to the usual mark of
the third person and after the mark of negation sa-
. Therefore, their agglutination is reserved to the
last transitions. The resulting two-typed automata
showed in Figure 2 also takes into account the rel-
ative order of the boxes and so the mutual restric-
tions between them (Klein, 1978).

4 Future Research

It is interesting to note that phonological rules in
toba can be naturally expressed by regular Finite
Transducers. There are, however, many South
American native languages that presents morpho-
logical processes analogous to the Toba and some
can present phonological processes that will have
a more natural expression using Linear Finite
Transducers. For example the Guarani language
presents nasal harmony which expands from the
root to both suffixes and prefixes (Krivoshein,
1994). This kind of characterization can have
some value in language classification and the mod-
eling of the great diversity of South American lan-
guages morphology can allow to obtain a formal
concept of natural description of a language.

.
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