DEREDETEEZRSFANIAFIEH IS S HAZ
Y AR MUTE
B ZBEREETELWEN

&

AXAEBRGERERES &%7%mﬂﬁa %i@ g Rl Lay
ERIGIHRALBAATEGRSHG - FARVBEAT T L &5
ROERERD  EERIARLNATEGHRRGBRELAT 476
BiR - AR RMGEHRENET  REHXMRSALFENREARIEY
ReBER RBEURIAPEEGRGFANEREERAT > BHRLFA
ZHENEABEEZEFTI AT L mACETARAEGSZE T -
BB A AAEOEMEGEGRAEHABREGEIE -

m\

e

FER Y FALLLRF I S E A EERH I A (Tang [19][20];
Huang and Tang [9]; Cole et al. [5]; Cole aﬁd Song[6]; Battistella and Xu [1];
Li [17]) - L Z T RAEER S F O RMEALRTD LPENERT
Chomsky #4545 % /& 8] A (Binding Principle A)(Huang [13]) - % T /@424 3
B % 4 & 38 #9 R B & (long-distance binding) » % R &) k2RI H T %%
B EFATE & %R KR i@ X (logic form) L » 1334 5 5 04
R (local bound)#y TR#4] - ZMF S B EZLZRKIRANARERRE R GE%

T ZAFE LAY E T HRNER - S ERINEF A RORAEERR S SRR D o (FER RS
BRI M T BB E L RAE R RS PR BR B AV - 1h4 > VR BRI
Rocling ARG E IRMEBNER » LIRBLIBGAARERES S RFEE - 888 AIRZEERZ2E
BRI IEEER - Btk - HMTANERESREER M A LABBIFRREH - R - R EmER
Ko BRIFENRE -
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k893 o Chen [AH A REFRRI > A FEFRF AN RHER
vy A )& [ 2% ]([high topicality] and [pivot]) =Bt FTiE 4] - P
P35 T £ R & #H £ %4 &(discourse binding)#y 3, £ (A.Chen [4]) -
& A % K Huang [11[12]121:F A T #7485 %3 & 7 (Neo-Gricean Principle) %
WA EE R T F M fedn g5 B % o Chen [3] AN AZ TR0 % T
s BRI 35 - |

AX G —EEHeGT X bE o RAFHOBRE@EEH 0 RALE
ER K E oA H R A AT A7 35 (antecedent) 89 B 1% - 1Bk B 2
FEROEBR > WROFERXREFALRSBENEERLYFANKEY
KA ARG AP AAREREHBRAEZRSLF “AC” &
O & T @B S W AT EE o @h AN EILGIT > RMTRET
BRHF AT WA fada i R o BB Z A48 B X E R & 7
“BT MHHETYEENTORR > ERAETAFEGT R o KM
HEHE AR LR ABRBERARER  BTRHEZRAFANHE
RE—EHHELLSETITN TR KPARHEZRLFANHAEA LK
b9 H K

AXESEH  AF—HAETZXH FoHAREERAFANR

% QR FFABE > SWHETY 0 i A% R IR
Rk - FUOBALERATND - FEHALRAZR o

= EEREFNAL
(—) 5

' Chen A SHMEIERD » “HO WER{TEIELBRER DT - MEAT TR E R0 FE
I H Es#E T 40 FRYJE2R - (The antecedent of ziji are not in the same sentence as the reflexive. Rather, they

are topics of the whole discourse paragraph that are across not only clausal, but also sentential boundaries.)

* 5 Huang [10)84 Li [15].  Li [1S)UAE PEEHERERREHR L BEER IR IERTE R B A LIRE e 1451 -
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ERAMBRLF 0 — R BER Y F(bare reflexive) “HT” 5 F
—#& & # & R % % (compound reflexive) » BF “ {4b/4R/&K}(M) G &> =4
(i [21]) ° ARXRBEHR FFMMEFHREL -

(=) »HtEH

EERAFATRAERAMATEAR BT HRGEE » %P BT -

A 13

(1) &AZEH)BTE -
B. %
(2) HIERAZ AT o
C. MZE%=E
(3) JHET BT —EEY -
D. %343 3%
4) NEZELTATHREF -
E. N3 4% 3%
5)FWie g THAZL o
#t4t > Li and Thompson (1981)F45h “AT” BT A —BREFH 45
A5 R R — 18 &3] © 4 (6):
6) RATEX -
(=) BFsn
EERLFNFMNZ —RAREHRAL > (N “AT” AT

P iRER BN B RNETITEE L AR ¥ EEAIE 4 (aninate)  SERE T BRI EEEINA (subject
orientation)[EE] -
(1) IMFERFIOGERT B CHERAERIEE - (Kao 1993:5D)
(D) RESHFNECHRE -
(DT - “BMEE" IFELE  BEEERERAITTRE - GDEFH "2 SZER - FIEATRESS
“BC" WIRITTTRE - ANSCEI AT am EREINE R R I B R RV — P B -
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ITHETRA &) AT — B £7] o ABER BT E > of](8) !
(7) SEXE AR E N ERAT -
(8) Fohn thinks that Michael loves himself.

=~ BRT
BETEE—FTH AT REHRBGBRIEEY » ROULA A
FEHA O RE BT A RITABRAATE B R RM T 563t
RBEERL o AT RAMGER R RS HRE
(—) FEHRIR
AOEEAES > BRARRO-B WL F)OHEET +(32
A4EEY B WS ASOAICERE BSFSHE 0 R200 M TR A L
AN IR EI2ME " AT o AFEFBEA AL 0 RAIA 1995
FARBR) AADNE— = ZHROASFWBEBAR ARKHE
Zu-tFEy o &MAKI119E AT -2
(=) »#ERE
A~ HMERHFRB R T | ‘ |
HVN S ABRERBBER G FAREERL AL > BARS
REFGIESAELEARBLRE -
B~ 4 AT AR -
FAH BT BRWEESA (A)XE B)EE OMBEE
EFo DNAMEE RE)EFMEEF A o ARIATIRE 6935 B

! EHRAFRAEREY - MERRARIEFRREY -

P UUTHYARIBITEE RS AR - 21 BCEEED - BCEFEET © Liand Thompson (1981) & HHAEH]
FUSHAEES generic FIAHCRTIAST# - FESRIRG] - UBRO BN SR EEHEREEEE - 725
SREVEH 7R &g hNsE ZHIRERL -
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LB A T :
(A)£3E : HBAAZEEE -

Qa)miz REMEW ERR A LR L3 —Fudf 83 F@Erki g
ABEFZREGES FAC—EFERUERFHE—F -

(9b) KBE - - - BREX - RAXE CEFAHACER—MEA
& BERENBRR T ALK -

(9c) HERABRFHN » EMEFHIBELB N BEHTFAT
HEMERE -

(9d) TR GHF AL EGRLNRE > RERMANATEHEHY
B)H#E |

(10) B AL GEREITARTFAMARIBHEACT -
(C) MEE=:

(11) = « - ARHWERGAZTRIRY AT S EEHMEE S
ol B 0 o
(D) N4 -

(12) $A TR A TERPLHE -
(E) &7 4% :

(13) £ kX ' LTREACHERL -
C- 3| M4

F e R & F G ATITR R RGER LB  (A) LIEH R > (B)yRIEH
ko F(C) THHKRZME o
(A).iL3E# % (Local Binding)

1595 B 1R T A pdE 4] -

(14) 1Myt A TtE R A K% /R TIR -

]
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(E%ﬁ%ﬁ(M@Dme&mmy
AMATHEAR G FAR — A > 2R BEE LI L 5 REH -

FEAFHERGF R ol ~ “RT 0 RE FFEFE o

(15) iE R B AT IRER -

(16) FHREATERETERAEE A TR -

(C). £ % £ (Discourse Binding)

I RATATEL AN ZELFRRAFAAR—GH > A AERETH
VE AT A Az > MAFIATIT B AE AR - AMEAKLAZTR S
Wy E) AAATEL AR L FMRANRELT > T RIEMILIEY N o 4o
R R G 77 R LAY AT AT 3E & % 95 . F] (zero anaphor) » # B3k & 3R 79 % 2
BB I AES  SRFAREASTHOR - fldo :

(17) BB XET » [ellEMSEmEE & MLEGTH RIS 5 [2)w
ERRBBEAFTEARLANOEVRERE > (3w HEME » Pik[edle F
EREXETATH S -

F(E > B A iRy iTEEled] kA E kG 1 —

L IEL R BAE - 2R ATTE[A A TRRAL 2R G M
ZiE B b e R o ML e) A VIEE X Anlel], [e2],[e3], ¥A B [ed]it
ﬁ/’ﬁi"’f@i%$(T0piC chain) ° 7 .\kb——‘ T BP B KL PRff = 5 3% %y &k o

"Li[l ]?E 158 R SR — B EE R RE TP - EFERBRAE—REH#HNET » HET
A FFEE ﬁ%%ﬁﬁﬂ i — SRR AN TR R E— S MAREFAETITH FRE
MBS K FRE - (Zero anaphora is used between clauses which form a single topic chain, while
pronominal anaphora occurs to mark the beginning of a new topic chain where topic continuity is preserved.)

P FERIEFLA SR P W DU B AT (B —RIREASCE AR KRS, - Her [8] M5 K@ RN )IE
BRI EREMLAEBIE HFER Her(8]) - i S A E A EREME frame, JAEGXRE0F S topic -
AR FERE R SHRERNEE - BEERNWEERDER - @ E EFESE L EATEN
TR - ASCAREY Her [8]M91035 - &R A SAEBIITFEE - HE > FEAX S HFIURHE S
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w9~ BRI
(—) &% B 1%
(A) RE3 “BT” A% @E 7D

HAFFBA G ER > £ IMEAELR G FARIMER SR T -
AAVGEI0MBE bR F A RN ARREGH I AT AT - A—BFEFH
AR 0 R =B EARAR R -
k—~EZ@ETF AT 5 HEHRIE RAE

BWEE | FE | EHE | MEEGE SoeseE| SeUEE MR
S| 19 ] ] ] 25 47
EfE 11 3 6 20
SRR 8 1 28 37
R | 30 9 1 5 59 104

2= R—REAL

EEEE | ¥E | EiE | MEEE heEEE|aiETE B
= ik ﬁ?ﬁ 18.2% 0.9% 0.9% 0.9% 24% 45%
B | 10.5% 2.8% 5.7% 19%
SRR 7.6% 0.9% 26.9% 36%

HER 28.8% 8.5% 0.9% 4.8% 56.7%

RAE R = RVER > BT @E T R FR AL A ATE IS WA E B
RF B -

TR (45%)> HIEH R (36%)> KHEAER (19%)
(B) R&AZ “AT” ATy adasdmia

RAEIE A B R AR E 3UE B RS AR AR ARG o KA
BB BELR F TR AZEGI AN EFH AT - KR=ZETFEEREG

IR FREREHE AT LI ERVEL -
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A% > ARG IFELRE -
ZNoEd QL MHEEH RIS R

CIEE | EEE | EER | MM | NTUNEW|ATmEEE B
;“::‘%M’J% 11 2 1 4 18
EEH 3 1 4
SERERE 3 3 3 9
_ RER | 14 5 3 1 8 31

W~ R=BEL

CDEE | ¥EE | EE | MBS hTuAEe | gouAYEE| SR

,%éjg;f'ﬁq 35.4% 6.4% 3.2% 12.9% 58%

Eigd | 9.6% 3.2% 12.9%

;“EE‘E@;@E 9.6% 9.6% 9.6% 29.0%
CHERD | 50% 14.2% 10.7% 3.5% 32%

RIEERE > OEFEFPREFABLLATATENR S HEERIKERFS
THHE (58%)> MIEH R (29%)> kIEHE (12.9%)
BBGHFTER ) FHAOERETBHE > EERFFANIRTHAREZ

REHRHRERS - HIBIFFE R - RIBID RK  FohRTHRER

W RIEH RMIE - RITER > RIEHRMMENL T AvEEH T4 4

&) hBLFI#9 12.9% 5 Z@EZHFPAH 20 4 > BBLBIE 19% - KX

MERB—BFRNER  F— BEETERXAIARNRIEN A

% RERGER EXRB k- BT HEBREIFAARGHET G >

MABRGERM > Fldn > THHRA - = EFEEREHDEY

& 0 SEATAYHT 58 A B A AR 18 R 8 vA LB SRAE IR A AL A R IE 4 R B 1RAE &

M H L > w Lilip 4 (7) 0 FilAH(18) -

(18) =R EJRIENFEKRAT

2% > THRAAXWHOERLEGEEH T £ A BFELZRRHME L

ARG RIEHRBR - 2k RO BH 4 (19)-(20) B F dff 4 (21)-(26)
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4o T

(19) HRMEFFTETRGELATHHERKRGILHE -

(20)  PRVAMEIE R LI 6L R PTH 43R 00 A > PR RA HERIT A

CEZMFER  THEANENR

(21) FHEAFENATHERETATUHTESSH -

(22) EBREAFERLLLAIEFFTHACUHFEMEAA T RS -

(23) FPLEFRBRIBRZOFERFAT RETwEHTHELRA

PRl e A

(24) A—ZEFAMCREREZFME—FBHKRIEH  ATAHT

Ak e trme R ) @ AT —EE AR LA - |

(25) ZAFRTRAGRELEACHTLERRAPEBRE > AFINETL

FE A LR EE o

(26) MIEHFRRCARATHRFNEY > HEXFDLIELLET

ME LR TEHTEA AALRHEEARKREBRBELZ - - -
ERET > RTIRERTHRELH RG> Tw " AT NEEH

%A AR HE LRI IR B @G TARY ST > EHRMER

BEATRMERA LY RELH RG> LR FAMATITENIES HiEEE

B A GABANITERSAORE - Xu (22) BHEBFREF “A

O REATH NI RkIBERBRE  ARBREB LI L EBMMEFR

# 0 ZAAERAME £3EE LATTEE 0 Xu ] 3tk EEELS R fTIEAE o

B> RXHMLERBEBAET - Pt ATBLEANOEE

AR RBAMAIATEERS > RIBHRMGLABTRERANEFIETK -

i R RIEM RG> B HEE LG ARELFYREEA » RRHEAHR

FE RS H F -

(=) HHiEH
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WER BN ERETEER T AL EZMIFZOMEEHIEFE

(27) %¥EA@EF > £3F > FE > AFIFE > MBEE

(56.7%)  (28.8%) (8.5%) (4.8%) (0.9%)
WAEFFOETEERSALELMNAEOSE LB -
(28) E3E > LFMIE > FE > MEEE > AFAEE

(50%)  (32%) (14.2%)  (10.7%) (3.5%)

QNAQR)F{AR L “AC” AuZEEaEEZdPHhETIRGIESA
ER A FE LA o hERQT)EQ8)M B BT o KT — B IR A AR
B - AOBHM o REFE “AC” REXEENEZH GRS HA,
AR 5%45% AEBFT > RAF AT REFMEENZLH
GHEBENEER S 5iE56.7% - EHWAT “AC” AvERETHE
FHBERETARNARAE - 22 HHMXRHR LAY RS A
CAE B — 18 E EF A £ (Sells et al. [18]) » AR E R EH 4 £ - &
BREF AT REFNAMERGAE  FEEN VAL ERL T
40 E FEM AL HREE AT W—ANE -
() iRz B4R S FAlESGR L F ML
WIEENERAR  AOEFH62E “AL” » ASMEARELR S
BIVAHRARLFA - AEBETAHI0MABLR S FAISEBELSR L -
R R B R B R ERBEEILR LT ¢
kB~ BUREFAWEESREFALOEREBRET LERGEAER

uiE | EwmE

B g & |50% |87.3%

HAREE 50%  |12.6%

EMGTREFEENRTR ) ATHET G FARLFAHAYES
FLAE AR EERIFEBT3% vs. 12.6%) o /L 5i287.3% 8 % K F 4
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T BEMR AT AL ARG EZEENF ) E AT THENE
BEARGR ST AT AWNATENESTHAREAENE - SR Y
FALERERBEANBERETK -ELACEYT G BAR YA foiE
AR & 3 h4E B SE R BT 4 E 3 0(50% vs. 50%) o iE AT T E a4 A
o MERFFENERA LFHRGR RRZEFE R EAHETERY
ME o ARBE  EBRAFACERERDENMEA L LRI F R
Bl I E AR A & o LA F e IRET -

OE R EREBFBRRYTE A OELRMFY - CEEBRERDE
— A XFERYELS ) CALAEF P EEZ L LETRAMN TR E .
EREM— BT HRTRTEANEM -’ REREMT > Fox [7]& Li[15]
SRR R X R P R EFE A& X L E R R F L A (discourse
structure) o M IR L7 ~ REF ~ REFRFAALB T THIER — £
M B 1 42 A (hierarchical structure) » ¥X iE 31 4 A48 [F]) = A 8% -F 4] ##(clauses)
7 ik £ A8 # (topic chain) » R A7 3% % 18 £ A8 B T mk £ 7% (paragraph) 8% o A
(FF R Li [15])  BlRFfPITF 231 ARIE 0 3540 £ @355 A8 » ol
EMEEAL LKL - WRAH > AOETEFERSAKRLFART
M7 —xAEHA (Rixtk) -

EEREZANT REMBATHER - AHEFE T RADLEG BT
P (spontancity) it 4 BB » 26 4 Ao B 25 4 AR LA A2 S 8 1 1 0 A A
B o WHEBTRERERDE  AHENVERA —ENLBERE - B X
MR BT B B AT BT W 0 EARE OB R 0 RO REE D
EPTZAREFRRSENREATHETL LA » FEFH M (redundancy)
R  RAEAFEEZREBEZLANET N LIALTATHENSE

* Chafe [2] #t1ERIFE B IS ERR AR B R RO I, LU R R T S VU A S T BT, i
BNEEEEFANEL -
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BH L RBRFEEM (ambiguity) - BN T EFME IR THER
XFHEESR > BRAFARRNEIAS PAIAIALB =B ER
RFEFINTF A 24h » FHRETRFERHEH (refer back) » F & A R
AT HEZOERREE - RENWERENT R LRE - FMACEEH
BRAMEGRLAFAH REE WAL - FREFAR L A EE R TrF > 3
EHEGRARLARETFRGBS WG AU BEEXFET THEE
Ao ERAEFBRAFANEFARL -
BEHBEw T 0 (A,B,andCREAFREWHHLH o)

(29)
A 1EHBFRETEIRE
2 LR AT
3HEFT A BRGFEmAR !
L RENIARN I FERAI AT RYFTEHE -
BrC: 5%
A 6B A L HFIT o
7 $14M1% %] George Michael -
8 Hlo 7t Wham BF X 89 F 5% 3k Au £ K 4 B 4% 69 AR4E Father
| Figure 1~ K —#k °
B>»C: 9 # >
10 A—4k e

LiE#HEd o BLagRALFEG B ERAE L > FHRIATKE George
Michael - FANAMHLFRANREL W7 BHEZE > BELARERLHA
BRIEH LM - FMBALTOEFTRERATRRANEE > LuE
THRREFARNK > AE LB GRE 0 RENEGES WG -

Zribi-Hertz [23] B XS W TR B EMT@BR T AR L FG»
IS HF I o X PAH > B B S A E R & (Aehimself/ herself)
A3t JE A 4K € FChomsky#g & £ R A » A FAAM—E & TS E SIS
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ﬁ%obMHmZ%%’%T%%i%&ﬂ’%%%&%ﬁ%ﬁ%%ﬁ
L EHGBRR 0 REFEHAFET DY - LEEHF LI » Chen
[4]FeXu [22]48 & > EER A NPT R B E = 725 3#%-35 A R R (discourse-
pragmatic principle)fm X3 # o K X9 BLHT R £ L4825 B R & F 0 F R
BAEY  ARBEERFFA—BEHLENG TG
AXARABEENEREPOEERRABREZRSLF “AT” 94
PIRTIAR AR ITERIS S G - MR LW HBTRIF Hh £
HRUBERTEEEHNET  RAANRSREA
TR RMAR > MIEL RMAFE > KRIELH R B
BRFEENR BEXIFIHRLAFREETNRIEH RPN FAT RS
RegtEH » HIBERE20% - TR TEBERGAGH RS AR —HER
AEHHOREVAB/RKOFRER - AXBERTHRYRMETRARBRE
SEMARAARRANRL - LR AL BZLBARLANLAMLT &
HgEH(873%) 2R » AUETRELA&R Y FAPELSR L FANBEAAE
ERTHEHKEGY% vs. 50%) - EEAELEEL » EBFRAFACE
FEERETHRAFHRETRY - A0EL AR ANEAZA L
BHNEE  LENRSHEF - BEREFANHELE T REHLR &3
AE@RBFFTORREL - AXBR dATEFRUEAVAAEAE
% 4 R ] (Chen [4], Fox [7], Li [15])» B 438 “AT” &AH TR & RAH
o RERTEIBIHEE A & -
AXMHAREAREERLFFAOHRERBET IO T & « REHESE
BEAFANMMMETAREEIABBRLFANH SR AL THERS TN
FEM o HNEERS AN TREAHRAS A RIERD WA - ™
FRAEBHENEERSAALT RGN Ly HEHRITHME - HAES
BREFAGHREITHRZE - RTREFAAZHETQEMA N
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ZKXE%;E#E&:\%/{%#’IX#AX#)::f#‘é’lf#‘ﬂ&éﬂ EHT o AAX R

Ay aF & R AR A AT E RSB R T 6945 88 (Signature File) %5186 %o
#ﬁéiﬁ@ » XM BRI EMERTRELARELMAE  — M T LI RIEXH KR
oty 15% ~ 30% A o e bR A{E & 518 B ik E AR B B B T HE BB M Rl & o
FIAEXMAEFTG » RPVRLLTT 25 ARBLAEHEFH G RIFHRBREE
(47.3% ~ 53.0%) Bl B Bfly XA BAEALE Zm ik £k E AT A8 o B AT s 3 iy
MR RAAE -SRI X E RS " F 5" (CSnart) o

&~ @

EZEBGHIEREFXA kK » X2 X F (Full-text Searching) 4y %
KB ARX XM FFHLAF LM E 5 Gt WAISEBRS/Searchrk o uh 4
BhRoZHFEFRFR_FBTHEE  ARPAX LR LR ELAR
FTRIERFEEGER2,3,4,0) c AmBEYAEE I FRREPIIMN AT
ERFIREHBEGHRN > SRR RATHBREBHAEATMEY ~ BEEAE ~ X4
BEHAL s AHEMEMET I ARAXHFARBEERE P A4 ETHETIA
AHBRGEHTEA RE—FCERIRRAL E 5" (CSnart) ¥ X Xk £ 4
B FEFE EHAETHBRERTH LI L EEK

A—RAEXREZGT T XHARAXHEIINRAEZATRGHEEMGRBESE
o BHEEFEMERAMAXMHE50%~300%4 % > dATIEEAREES R
HEHABERE > AEEZHETRGEABRLIUREE » AA X ETA M X RigH
EEIREHHFIRE Y ceRABRTRAAGYARERE  ERUNENRALLE
PE o & R 64 B B ik AR R B T TR o A AE— 184 300MBaY X 4 & TO0MB % 5]
AL B A > FAEB A —1GBay et > 2 RX AL TRE LR
"»{ﬁ » B3 R E4E FIG00MBARARBP =T » HAH BAHETHEK S UL AERT

Y B B A B ATME o o E B A H R AT AT F T B IRAK B B b B A B
EAu ey R 0 A BhAEAAIE /i-#%,ﬁl AR E > B INRYEE N A FAS B b B A
g A ©
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& THEREINEMELEESEBER LR RMGER L — AR EIY
4% #04% (Signature File) %8l H#%(5-8)» £ EX 5 2MIE AR EX A A
o —fpm T R5 2R 15% ~ 30% A& o AMNRERMEER L A
B AR T > MR EARN > FHTAAGHE AR ENRPFRENRE A Y
REFRFIRNRETNRE o dABARMERMBRINLALRTRELIIREY
B PEERLARNFRIVBRELOBRERE  ARGER 2 FRZANY

25
e ©

A—FwE A T AR A F o B R E KL B X4 8L > KRAMDALLTT H ik
(9)& At BEd g R EFF 0 RAFGREET.3% ~ 53.0%) Fl b &, LA 64 X
BB otk R R E G hEe o T HARIE KA E R B XA R EE R OT vl Y
BHRBRE TR — S helih B o X Ll iiif & R &2 & 4 % 5 (CSmart)
PXX ML ARG BEALNTRE S AR EH R L ENREER » — 5N
Ho ST Bp H#(Real time) R J& o téh » H @ WWW (World-Wide Web) ZMOZAIC#4 &
o THEFEHFUELE S B EH B ERMEEIE EH o A AL RIEM
HREHMARE - TTHERF LSS 2 EBRER o

EHAGMRTEALR RIS RIBERGHF S > Sy fr o
k%X EQIFEMBEFEH L 4%F(0) > w B KRB FT M) - FEAE RN
(7)o RBRBHFREB) AXELERFTEIMBREHN > ERFEALE A2t H
@ 3 AT ey e [11] P WRFHAGRANBEIRAR AT EE » FABZAMF

B AGEBEN BAEBE LRI ANE ) FEGHALHREHNT  FEGA
im0

A F o RARRME

EHM L AGRAH P XXM R kX > LA &fiinternet
2L WAIS & Gode vt > A ZTIAEBWWY server A A RBHEAZ HRALERAY T
XXM o FHALAENWHLE LS FXTAWBI T o Z4FHik T RGN BEEME
TERDABHIEET AAHM R REHE 2 FFFo

Commands
i T Chinese
i NetS T CSmart Document
query | etseape WWW }* - Database
| Server ‘ HTML
Networks Chinese
HTML CSmart \— Document
"""" _ Database
‘r S ( WWW 7
MOZAIC Server
I ! \ / ngllsh
. WAI

S Document
\ ) Database
\-v .

1. 0% 25N EERAF X

32



The Exact Match Searching Subsystem

The Documents Satisfy
Document Filtering . the Boolean Query
with Exact Full-text Scanning
Signature File Test =
The Inexact Match Searching Subsystem
“ The Documents Contain
The CSmart Document Filtering Aproximate To Approximate Quesy Strin
—_— . d with Incxact pproximate fext
Input Query omman Signature File Test
Shell
The Best Match Searching Subsystem
Document Filterin, Document Ranking ‘ Highly Related Document
with Sx&namrc—bascd with —
The Signature Ranking Dei uulcd
Extraction
Subsystem
Input Documgnt ‘ A
—_—
Document
Databases
Auto, Test and Text Cz:;nfn:ssion
Signature Size and Encoding
Determination Subsystem
Subsystem

B 2 &5 A%MALERE

Jto g, 38 i A4 & (Command Shell) ~ #5#4% & 4 (Signature Extraction) -
& #E b # 3¢ & (Exact Match Searching) ~ ¥ 4% vt # 3¢ % (Inexact Match
Searching) ~ #& 1%t #13% & (Best Match Searching) ~ A &Rl RXZR &5 KDk E
(Auto Test and Signature Size Determination) »A B X # R 4 2 #5 (Text
Compression and Encoding) % t18+ &4 5 o

IAXMHBELAEZAGANANALCBRERTE » THAZHEEI A XS
CIRASEA T o M AR RRAER I & XM RIGRARAZF A F o AL XA AR m A H#
JoibiBREHF L E AR A £ B X A B e A4 BAE (Signature File) o R
RGEREREMAELNRRET LR ERE BB TR RNIRA 2 E > &7
PATEHRRREINRNRERF - FHEALELERAANEARE - BEEME
K ~ B % (False Drops)egFH E#H k2 £5 KN BAFHEE H K ©

FHh o B AFEARAETAEEA-BAREND - BMF SN B0ARE
TEANFAREENEIR o LHAM—EENIL F L E £ B/ 48 Query
Signature) o ¥ ZA R KA EHE L HHERTIMILHERAEE > BOFEF
”P&Fs’ifﬁﬂ*’i"ﬁﬁﬁf%ﬁ;fﬂ}’ﬁ'ﬁ LA BOLH > KGR Z BN XS HIER o &
IR Y 5‘(44‘1*] B AR i&iﬁﬁ%’@ﬁ’-&n 20 3 LR M SO e P
FTetE o FEAFIAMMAREZTFAEHNMN » AR G RE LI FA2
BRI o h 8 — BB/ DM R — — 3 E o i g
XMz ¥ A (Relevance Value) » MMAVE RS X T AL —F %
BRI o BoBBRAAEZBEMRIHAGE  FaniENg T+ — ks
AAEXHFHERRAE > AE—FPET L A000E » KA — XS S &
d o
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AAE AT BT > BB A A R A LR S8 R S0 o B F R A AT R B3 -
A EA RIS H RIET BWZ o B EAEH T AL B AR Y
BEER —RERAXLIBE > BF BB ARE YT RBEEBKR S BT MY
XA BB T T A XA > AR SRR AR S KB GX
B o ARAE R AE R Tk A R A PR 2 A s BB 4 2 3838 (Piltering) % R »
BE Wik R o R BT S — BRI T (P o S A B ) B T 3 B AR 45 84 42
RoATHANME—FHABBENEL o

S~ SIS AE A g SR

e B A T

HWENBTREHZEAGARBIELERZ RS cHEBOEERH4HAIRE
M UEMFEEHRAMAREBTENHER I c SHEBFBE—FTHLEKLSLHRE
BN A R AAR > F— & XL 4 % M AL R R (Access) o 48
¥ R R AL R B BRI E KRBT BN RBIER T AT M A eg42 2
RgE o AP BXXHHEATHE > BXEAFTAERFNLSEBEGFTARELE X
B (1) o AR ERX A% E hash FXAF—EHAA B2k 0/1 5%
(AP AL FEZESL 1)aRLE%H#Vord Signature) » & X4 #BP & XHEPTA
#H 42 FEE M (Superimpose) o 4o 3 P ©

signatures of words:
document 00100100

information 00100001
retrieval 10000100

signature of a document just contains
the above three words:

10100101
B 3. ®XAHAFTHAE &K (Superimpose) & & A 45 5L B 4

H&3%xX word A ¥ ENRARLEA » EARBFZE word #LBEREBITRT
LRI o Rin Bt R BRMALEAGEBNBK S » FREF TR IDRE—EFRE
b — B — AR BE > BRI S R AR W R A —1@ bit A
Flo Bt EREG X BRIET 5HZR HELEEAKRNGT » PTAZIABRLE
HMAEAEHELHFHER 202N FTEERBFilter) » A BESLEHK
%) & (Feature Vector) » 4uBp 7~ i & J& Al £ 48 Bl 4% 31 (Relevance Estimation) o

PASRETH AT I & A 2 A4S BAE A & 7 X
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B THERBAS P XM HAEE L E Bk AR S Bk B R Bk
ZHBOEEEAR  RMRBEAGH M AR B BIEEL FR(6,7]) o &4
AEFREFUEFBEELZRAHS  RAEFXAF;H LYEH > KAV I RHSL
BRAMEREEFR  RORIAEAREFHEEFEEE - ASGHENETIXEAFA
5,000 A% > W AH A —-XHRE 5,000 bits &+ HF—Dbitp A RE—FXF
ZHAREG ol — RITHROKBLEFREHEBAALHAN - BEFXMYFHEA
AXHANHFS FHEMEAERE(Positional Information) » 4e” B A" X" A B" &%
Bk AhwREHEEFOHRRARERERATREMBEERE » Hib
HEIE M ESARE > F-BERRFTAREFTHRGAL ) F_BRRREFARF
AFHBAGREL ) EHF—BYEERLTUAAEY - BRFTAFH 5,000 5123
$FRVE—RBER ALUAFRB—BEHIT ST E oA — LI EFH
(Corpus) » M4 4 ZERY — TS5 B AF - B BmEs LA —18
bit AL HRAZAME c BESHUHRARNE —BRBBEEHM o RE—
BEAAH 1,000 bits> B4 5,000 4% 1,000 B BAYXFAFR
HFEHBE KRS > KRMERKAGR T 2FHIN > MAFF hash FRAASEEFEHF R
HE I —18 bit> wdb—R > XHHBRZ AL TE 455

(1) Character Signatures

1st 2nd o
ATA2AI o, Am_ B|1 az‘ 444444 Ba

2‘ I q q q 1! Ty | q ....... yq Bn‘

"qqqqu--‘q ....... I.-I l‘ .... ‘q -‘
/A\ lqlqu...!q ....... I!q ..... |q -i
é] Iqqqq....|l| ....... I“‘q ..... ‘q —‘

;‘:% |qqqq‘q ....... I“l” ..... ‘m
%’A\ [qqqqlq ....... |10l|1\ }
IL}‘:,] |qqqq....‘q ....... I.-|q ..... ‘l| “
(2) Document Signature:
£ A E
_ st " 2nd segment

‘q”ql‘..-.‘l‘ ....... I‘” ....... Iﬂ“”‘

B 4 &5 %% X448 (Signature) & 4 B4

EXHAEZWw(DR T EEAN 258 A"EZ"~"A AR ZEFTAF
BOAREAFA RA AN A R A F e (DT 0 AR
XA (DZER - RERMA RSO RER LA EARA L
RAEBRY THRARE RS TR XS HR o MK ERE AT RS TR
T VARE XA A AR o i — F ey AT 4B (6,7]) o

TERER
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ZH2HEBMNLMTRTIRALARERTHE SN RAEIREEERTIRER
(5~8) » eL3& A AE L $ & #1118 4532 5 R 4% (Character Inversion File)# ik ik
o XRH L5 EM ~ RIFM ~ AEMRERBENZFTIE o B INEBEB BB
FELEF RV RERSH o A ZELERTRANELR L5 MFE » KiH 2k
—ETRERBUSLE » OEEVHMEHERAREZ LI 05H ~ £3]1 21~ £
BEF o

0.0065(1,000,0)

3
7*10 '»
6*1(53 0.0059(1,500,0)

L 0.0058(2,000,0)
pedor s’
g’ 5
316 |
2416 |
116° | §:30131:388:135)
l | 1 1

3,000
(35.6%)

1,000 1,500 2,000
(8.5%) (12.8%) (17%)

signature size
(ratio of signature/text)

B 5. mmEREIIXNGMMGE BYHERAR —EERFRESR —BBBREE
MH S EHTRER B RER -

GAREBRER RS RDMGATE o & B OHT T TSR AT LA B AT A
RERBEEE S HANASTE RS RESRF o Ry £ E - —REME
% 51,000 bits &3 RDRAEHYLTY > RmiEHEERAF0.0024, wWEIE—F
#-F3E10004F & 8 X RA 2.4 Sk RE > (2B IR AB T H F i —F e H
XA XiEIE o B IMRIER] > RTT RER G £ 5] XAk tb 4 3 25% 05 %5 =T % 805
B ER s TR ITERPC 2518 > AT SR IHM o X1 L5 HMERE
AT EEGMNBAOREFH o

Host Main Document | No. of Index Indexing Average
Memory Size Documents | Space Time Search Time
PC486 §M 1GB 1.25M 250MB 55min  |about 10sec
PC486 §M 100MB 0.12M 25MB 4min Isec below
SPARCIO0 32M 1GB 1.25M 250MB 25min 3~Ssec
SPARCIO0 32M 100MB 0.12M 25MB 2min 1sec below

& | B R840

AEEAE A B AT ik
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4 LM ER > KPVERA N AR R A £ AT e £ 3] M
BB R AT HRAEFTR > kLB RIFRFE—SRE - RARZ > BB
PR HHAE £ 51 A THAX » RIVATERAGIM I o AHALFEL AT
REME R FHRAGHALNAGBESNBBEREEFTROEZI X
o ZBEEEFERFCRANENEAHBEAS > ENHE-RET 0bmEH
B FOEME L —BAREY B AGTARII 0 RERASARELE
ME W E XA RRIGG B E o RERIM T TRER > s XELNE
WMETAGFER e MAHAGEEER T > FHEEFEFTHME o FMARF X > &
T EAFENTAXNKS] > CRB R BRETARSGKRERSL—HF R B
%5 F T RE R H MBIy o

B b XS RS ik

#HRXEHE(Er 100mega bytes w4 L)ag ¥+ X X 4 (Chinese text) A i F
(full-text searching)ey &R 42 » HH R A F AR B RIZ R BH TR (R
BESGEEEE)E > A T R GL)BRR] £ 8RR E ~ ZORK A E M 8y
FER > RMThRIERETHERERE » RIESTHREEGTHFEANRCE)IBER ©
Rl EAXHERANO TR EZRAE  AEXRERBREE(REEAF KA
AR EHKREIRTHN  RARBRGEBREENEHEACBBRRERE
BERRBEEHE  TREENEE  pRBEREWRERE  EHEIRK &
CHEEEAXMFLALNRBERINEERLS o

A AEHEKZMRE—REAARARAHETXAXHERANEHRBRE S
B> BE LA LITT #0910 5 X4 AL 85 ERFH6 s KrMRE0EE
EEA .

(D#E KX F 7 % (alphabet)

£ 256 18 ASCIT F 7z sh » A# 5 X (Big-b) ¥ XA&izay 5401 1A% A + X
Fo REMELY 32 AHAFACGRTERF EMASHGRE)LSEER - AR
@& eenll) kT —AFXFYHME bytes EH—BEFHFEFARE
o BIERMEN M ASCII FARRE > €FHEK 10% A LaRBREE o

(2)7#A 8 5% (adaptive grouping)

hleFHERGFL>RETHE BEREREZET  EFTHANF LY
% 5] — AR B R G/ F AR IR T ARG FAPER] AR kY
ARG F AR o R EGAESFRE A RREGEZ XA >#H A X
(12, 13) &R —#khh o

PIABMFHERGF U mASBHORAR » ERAMYUTRIRFHES — @
% Kk #5(variable-length code) > A& &4 A4 AT (move-to-front)(10, 1413 & %
WA GHERAFHAERRREBSATAGYRTRZLFER > SHRABFERRR
BREQ AR HEGsFERSANREG—ERAF &> KTHERG YRR
BRA > HEHATHE-FHA o
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AHBRGEAEREE . FELHETERH

W AR AR e SE AR AR A LZTT B 7 ix(9) & st ey » PRASL B RUR 36 04
LZT7 B4EH ik CHRERFTRABORERY - B6E P BN ETHNAR
(lookahead buffer) M 4% 32 EFHEREHIMATL » RPHEI NN LE
A Al R REEH R 4684 18 LAUEREREHNIMAT L » Rikey LITT BRiEH
HERA O B LHBEFEFR —ETARHARFASLUHERAINERFAE » &R
AT AP E(FoiEAR P M £E) > RE e> AWMARTY hitgsb
AANMFL u FZRAL > A—M=Fatriple) d, e, w BRFAGlE
B 6 EQIEARPTIS R H R U REFA S > L gHFE 3, 2, ) #F 8
#HAEP AES e BREMAEAFTDTRYTALESS) » BRI MATELYH
o Wi THEF—FFIN=Fa <d1, €1, U2, <d2, €9, U9>, ... o EAHHE
WRREER » EXRLEMT BbHHf > AFREBKIVZEAREHROR
WEHERRE IR > PFARBRENRECILRENRES o

r___ encoded buffer ,_lookahead buffer\
-4864 3 2-10 1 2 31

2
..... alblaja|b]c

- sliding window @ T

B6. LZTIRBEREZFHE

MM ZF@RF > HELTERRE—ME—F4 <d;, ep PEEFL U R
HERGFF] > Bk HR Bell FAR G —EEHHEMHSE LISSI10) > H—€
MRBEFMTIANRGREABE 23 T A —EEN Y bit REMR
BE O BREHANR A _ETARABEM > W EMOTRET > BUY R 09T
FFBARGRGESE o

#FT LLTT & LZSS #977 ikt » RI1ER i Fedf5 BV - A% LZSS 2 F
B —8 bit 2o P _FTaREFabiE AR g > MM —Faey d a4l
e WAFMRAFHA > B —Fany e G EFaN u A FREIRANE—E
FHENFRAF (e ASCIL FHEEL THEHFARRLFE) » wib > HTH
R E AR bit BABRFF LMY bits % MRS R TR R RS
FAEHE > BTREBEFAER —_FaY d A R TH Tz e &
WA AR THEZNGF L &MEie Bigh BRGTATXFHEFTHEE M
FERGFXFAMARAEA 2 @ikiEey ASCIT F o dwsb > KAV FH 4212
HO2TEF & » A EH—EFHE > A AH bytes R BHAT A LK
ANE6 YA R > i F LB T (lexical analysis) » 48 =18 bytes %k
T EA Y XFR—18 byte 2Ty ASCII FANFWE HR > BRXFH L
B A RIE(2bytes #) > RiEA M FAREANEC 0T AR o
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ARG 2> EROLEBEFTRE—BEEPTAEFSLHEAIURRFT LS
A RIVER W THBRERRE > §—EAFAARTERENLHBREMF > shiF
hF AR LEY 3] EFAER—E key(TABMEMARE) » RERBE L key
83T —F nE M (hashing)(15]) » k2w & (insert) #| 5128 — i F
BEuR—8E aE—BFLERCEBRG A RELF > A RFORLE 3]
18 F TR key o #EPTAEGI FH T ARk (delete) » B M LHBE
Ve FOARFEMAEEERFEIRE IS > AT AFREAE 32 BF ALY key &
REBWHAFFTIHROHFHEIREAREKERTFEN key RTHF ST
HERSKS o WEHRINWGMHAF > € HA —Bkeyd AT @B BEFOEITE > B F
BHEELERARRERTFTFEERES () EFEXFTHARNE —EFARBH L
HAACHBET > Hib» RERERTFERAESLE 0 4 | 6 &KMAHKEHE 0
EREE > LHAREZE R —EBEEH o

B R 1S B TE  F U4 RS P 3F 1 4 BE

BREMBERHBE —EA—_—F4 <, &> REFM W £ BHRAEEFBEES
FMFLEHEE > RERTZTIENZF SR> WwRAAZH —_Fa8) ¢
WAHAE > BIEREEETH d af4E8 o Tl FAHBLTZ L ABITHMNEHK
8o R RBARNRAERBERN  RYHEHAEEA —EHBALET e K u
P2 LR > K AFE A & kA5 (variable-length code) R & T R Bl ¢498E » Lk
GHAEEL—EBARET e R u BAHRBEMEFARGELELEL &
4% A & E#5(fixed-length code) RE 4Bl —F A EETLE ©

HEAB R > M FHEY 6827 BFTomin T 8 3!

B AR ERERS | RERTHANT  BBE (010)9: RELES

Bof: Ak BHE LS 2, R ERE HAAFA HBE (100)g, TEAEAE bit ;
CBf: R A MBE LS 8, REKKFE HAF L, B85 (1110)g, LML AME bits ;
DEf: A A EHE T A 32,845 (101)g, LHMRA5E bits ;

B RSB RS 128,884 (011)y, A AABEATE bits ;

Fof: R EEEZS 512,284 (00)g, R HMBEAME bits ;

GEf: A A E LA 2048, 2454 (110)g, L HAEMIE bits ;

Het: & EBE LS 4096, R ERTHAF L, HBE (1111, LEHAI2E bits ;

ABUAEBARLAHEETSL § B B EROGLEHBAR T EE)HA R
S EFR S WERBRERET AT TRY  REBRERELSFHNBERBAENE
* 2 (Huffman) 7% 5 ik ik T BE2H o

REB(XBBRERE)—MEHEN > CERoER - EFLRTHAIKRSF
B BWERABERSEFHFEFAIR 8 B> W REHEREREENT 2
BF BRI TF AR BB BT & (B AR B T AL o AT R RE
R o & TERNEE R > RAERTRERAEIFHOEE > REER—EHR
RAFH > HwmHRRE > AFHEUE—EFA s T EHRARFHEH N>
taHHE-—AFAHE X F—ELERALHER PO » WM —EF LHEFHE—EFTT
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(queue) RiFHBHALEZES » R > T —EAAMKBTAH/YFAL s BWLF R
X 69— AT EA > kBT T oy AEE

delete(X, s); /X HFL s RFAE X FRIE x/
N(8) <=N(8) + 1; /% F74 s ZHMIFEMEMm | */
Y<=X-1; /x BB Y RTLHEH X TREZIFAMYIT A ¥/
while( X # "A" and N(s) > N( front(Y) ) ) {
w <= dequeue(Y); /% RETH] Y MRATs IR E —EF L %/
enqueue(X, w); /% BEFET w AR K 9% iEH %/
X<=Y;

Y =X -1 /BB Y REARH X MRRZT AN~ ¥/
}
enqueue(X, s); /¥ MFL s AR X YkiEE ¥/

Jo A i 04 38 ¥ 42 A (procedure)#2 > H ¥ delete(X, s) #9 kA »f&F T s
WFELE X 2P TR ER FAF s REAFFGRWH | HE front(V) A
AEHETS Y RAT @ F L 2R dequeue(Y) #2 enqueue(X, w) #4zh A >
HAn AR AL ERB AN o X F > WA NAEERATHKEEL LGN
CPU #E#2(scheduling)#y:%(BF multi-level round robin) » B#&4& K16y kR
M5 47 3] 8y o

ZFREASANA_TAN d AHORBFTIE d HRAEKEER (0 2] 4863
(RT£E | ¥ 4864=T6%64) » ¥ d %4> KFIAK d Bk 64 ZFE dg &
% dr>o RBEAERARY dq B> IAZEKBRY dr %45 #H3 dg 2%
Ao R RAMESFE > REAFBLELSALEHBHFNESL dg 245 £ dg 9
W E (0ET5)32 » RIF0EIRAE S —FF(FEBH00) » 421 1R £ F — 2 (B2
110) » 128273 A % =2 (B8 401) » 282|434 A F wB (B 5111) » 443 THx
AFEB(EELL)  HAEIRETREINZIELEHFHAERTGRARITIY o b
S HERBRAF AR >FHRFE ALY dg K5/ IFRREEE
B2k 0.05% o9 EL > AHBIMARBREZ ML

TERIER

KA CAHAR BN FZERTEREAZIKBE(MUCGETEE)  ABBA F
X 8) A HAE e BRE o AR AFR T ERBREEUT.3% ~ 53.0%) — MR F LR
4E 4k Be ARJ s PKZIP 9 R4 % (52.7% ~ 60.5%)FAK 5.3% vA £ » ZH ML
vk 486-33 AT RS » KM KBOTFHRGEEBRIGRE A 28.2K
Bytes/sec #1 112.6K Bytes/sec » AR 4504k E R VI BAH LR GG HRR S » R
wBAE Ry A5 ART &9 178.6K Bytes/sec 1% > f2& » AR] AR AMEETE
8y ?H R RAIE B ? R ER 4ol o

AR EARGHRECERALZZAGT - HAZHALKLEAXLTHE » Bh
BB RERTERALEF X DX EFEMERGER c AAXGREE T
HEE BN BETEXHREGHRME— 95 > FHSHBRAEFREZLEX Y
FEEm o = HAMREBHEER » w LB LFEEFE MK HILREIHHATYEF
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F AR G FEH o A ERBKMESR > wRPrE A REAR TR > #] A RER
R R ]/0 FEThthih kA o L= XHBEERMTHE — £ > 3t
EHREAMETREFTEENER o Lw > BREHERARGERL > LEMFH
BEERARGPIM ey o SERXHBRARTHEERTHA > 25 % B A » K58
ARBEIHGECEFEZIFFTEIOEANTRIERESHEEH o &4 > KMAFZL
HAK— R ERALET T ATERINRENRERBHALLEM o BE » [E4A
g R ey RERK » IR T B o
15.. 4&3

ﬁxz%m&&ﬁAk§¢xx#Ax%?%?ﬂ&ﬁ# UEHEAT o EAXE
5| 3n A A e AT AR AT IR R 3T 69 45 B Ag (Signature File) RFIAR A TR A &)
S¥FE BRETEIICREERK L FEE—FRYE o REIZ » dofTiRE%
EHRANEREFREARBITRARER > CBAXMRFTETEMETRENR
RoBHAEXHAEREF G » KRMALZTTZ E A LR AL EE R EFR Y RITY
R4 % (47.3% to 53.0%) » B BF b8 B R 45 4 5 A By XA FARAL 3 £ i ik £ iR
Bhit o AXBEETAEPXAXHEHREHMWER c BaTE il e
RHERE—SHRFEGF XX T R%—"F 5" (CSnart) ©
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ABSTRACT

In many conventional machine translation systems, the translation outputs are usually strongly
affected by the syntactic information of the source sentences and thus tend to produce literal
translations that are not natural to the native speakers. In this paper, we introduce the design phi-
losophy and system architecture of the new generation BehaviorTran, which will enable an MT
system to operate with high modularity and to acquire its translation knowledge from a bilingual
corpus with a two-way training method. In such a paradigm, the knowledge bases only provide static
descriptions on the legal forms of the constructs, while ambiguity resolution and preference
evaluation are governed by sets of statistical parameters. This makes it easier to adapt the system to
specific user styles and maintain different parameter sets for different customers. Thus, it is
expected to be a promising paradigm for producing satisfactory translations.

1. Introduction to the First Generation BehaviorTran

The BehaviorTran English-Chinese Machine Translation System (formerally ArchTran) is the
first of its kind research launched in Taiwan, and is among the few commercialized English-Chinese
systems in the world (Chen[1], Wu[2]).

The research on BehaviorTran began as a joint project between National Tsing Hua University,
Taiwan, and Behavior Tech Computer Corporation (BTC) in May, 1985. And as the scope of
research gradually extended, the BehaviorTran was later transferred to Behavior Design Corporation
(BDC) in Feb., 1988 to continue the improvements on the system.

After four years of research, the first generation BehaviorTran was released in 1989 and serves
as the kernel of a value-added network (VAN)-based translation service. The system is running on
the SUN workstation and written in C language. Its primary domain is computer manuals and related
documents.
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The overall translation strategy adopted in the first generation BehaviorTran is conventional
transfer-based approach. In this approach, the whole translation process can be logically divided into
three phases, namely, analysis, transfer, and synthesis. In the first generation BehaviorTran, the
English analysis component consists of a set of ATN-style augmented context-free phrase structure
rules, which will parse the input English sentences into corresponding syntactic trees (Hsu [3]). And
the transfer and synthesis operations are encoded in a set of pattern-action pairs, called tranfer rules,
to carry out a sequence of tree to tree mappings to reflect the changes in substructures and linear
order in the source-target language pair (Chang [4]).

2. Motivation for the Revision of BehaviorTran

Since the release of the first generation BehaviorTran, BDC translation center has established
a customer base of several internationally-renowned companies. From several years of practical
experience and the feedbacks from posteditors and customers, we find some drawbacks of the
original system which urge us to make a thorough revision to the first generation BehaviorTran. The
major drawbacks are stated as follows:

First, the degree of modularity in the first generation BehaviorTran is low. The application of
transfer rules and the selection of target translations are closely related to the output of source
language analysis grammar. Thus, once the analysis grammar is modified, a great number of transfer
rules or lexical information should be modified accordingly. That greatly increases the load of
system maintenance. Moreover, since different components are intricately related, when a new
source or target language comes into play, most parts of the original components cannot be reused.
This drawback becomes more and more sailent since BehaviorTran intends to extend itself to a
multilingual translation system.

Second, as mentioned previously, the transfer rules in the first generation of BehaviorTran are
mainly based on the output of superficial syntactic parse trees of the analysis grammar. However,
since parse trees are usually huge and branchy, and sentences similar in meaning may be presented
in different surface syntactic structures, the transfer operations required for producing good
translations are numerous and usually very complex and complicated. Thus, it is hard and cosﬂy to
acquire a complete set of transfer rules and to ensure correct interactions among them.

Third, since the transfer operations in the first generation BehaviorTran are very complex,
system designers usually tend to use minimal numbers of local adjustments in the transfer phase to
get readable target translations. As a result, the output target structures usually retain a large portion
of the source information, such as the part of speech of terminal words and the sentence patterns. The
transfer mapping, thus, may minimize the required transfer operations, but may not optimize the
translation quality. Consequently, literal translations which are not natural enough to native speakers

-are generated from time to time

Fourth, except the lexical tagger, which uses statistical information to solve lexical category
ambiguities, most knowledge bases of the first generation BehaviorTran are written by linguists.
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However, as the system scales up, this kind of rule-based approach suffers from many problems as
indicated below:

0 It is hard to maintain consistency of the large amount of fine-grained knowledge among
different persons at different time.

Q1 It is hard and costly to acquire the large amount of fine-grained knowledge with human
intervention.

Q) It is hard for human to deal with complex and irregular knowledge in terms of formal and
precise rules. Exceptions of rules occur from time to time.

(J It is hard to maintain uncertainty knowledge due to the lack of objective preference measure.

Fifth, as the business of the BDC translation center grows, the translation domains of
BehaviorTran extend from computer science to electrical engineering, mechanical engineering,
aviation, navigation etc. and the number of customers and posteditors are increasing. It becomes
more and more sailent that the special patterns and style in each subdomain should be taken into
consideration to render satisfactory translations. Besides,. the feedback from posteditors and
customers should also be incorporated to improve the translation system. However, in the first
generation BehaviorTran, the work of sublanguage knowledge acquisition and feedback analysis is
labor-intensive and, thus, very time-consuming and not cost-effective.

Since fixing the drawbacks mentioned above requires a revolutionary change of the design
philosophy and basic architecture of the first generation, we started to develop the new generation
BehaviorTran.

3. Design Philosophy of the New Generation BehaviorTran

3.1 A Cooperative Approach Integrating Both Linguistic and Statistical Information

To avoid the shortcomings of rule-based approach, the design philosophy of the new generation
BehaviorTran moves toward a corpus-based, statistical-oriented approach. With this approach,
linguists are requested to construct the language model, corpus are used as the main information
source and statistical techniques are used to learn model parameters and alitomatically acquire the
knowledge from the corpus. The advantages of this approach are listed below:

(O uncertainty or preference is interpreted objectively and consistently
(O consistency can be easily maintained even in large scale systems

(O automatic training is possible with least human intervention

O well-established statistical theories and techniques are available

Q remove the burden of rule induction from linguists to machine

0 easy to meet the desirable designing goals of wide coverage, robustness, adaptability,
controllability, parameterization and cost-effectiveness
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Our researches along this line of design philosophy include a bi-directional transfer model
(Chang [5]), various kinds of score functions for selecting the best candidate (Su [6], Chang [7],
Chiang [8], Lin [9]), semi-automatic grammar construction (Su [10]), compound extraction (Wu
[111), etc.

3.2 Introduction of Intermediate Normal Forms

Another major change in the new generation BehaviorTran is the introduction of the Normal
Form (NF) levels. NFs refer to the intermediate structures between source language parse trees and
target language output translations. With the introduction of NFs, we intend to set up a set of
linguistically-justified intermediate levels which can separate the original transfer process into
several independent phases, and can serve in a manner relatively independent of involved language
paris and surface forms. This idea is close to traditional interlingua approach. However, our NFs are
unlike interlingua since they are not universal representations of all languages. Instead, NFs are
normalized language-specific representations minus the language-specific idiosyncracies, which are
most troublesome in MT. NFs also contain the (near) universal representation of semantic roles and
relations. In this sense, NFs are similar in spirit ot the reduced f-structre in Lexical Functional
Gramar (LFG), which can be directly mapped to a (potential universal) semantic representation
(Halvorsen [12]). Besides, another major difference between NFs and interlingua is that NFs do not
involve the decomposition of lexical entries into semantic primitives (e.g. "kill" = "cause to become
not alive" (Schank [13])). It has been pointed out in many MT systems (Bennett [14], Durand [15])
that the set of universal semantic primitives are hard to be clearly defined. And it is not obvious to
us that the decomposition of words into primitives will improve the quality of translation.

A schematic view of the translation flow in the new generation BehaviorTran is shown in
Figure 1 below. PT stands for the parse tree, NF1 stands for the first-level normal form, and NF2
stands for the second-level normal form. The subscripts ‘s’ and ‘t’ stand for the source and target
language respectively. P(XIY) represents the conditional probability for X to appear given that Y is
observed. Such parameters (conditional probabilities) are used to assign preference scores for
disambiguation.

We further assume that the parse trees are produced based on a phrase structure grammar G, the
NF1 constructs are produced based on a set of normalization rules, NR1, and the NF2’s are produced
according to a second set of normalization rules, NR2. In addition, the reverse operations are
directed by sets of generation rules of the various levels (GR2, GR1, and GRO), which specify the
sets of legal NF1,, PT, and T’s in the generation processes.
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Figure 1 A Schematic View of the Translation Flow in BehaviorTran

Note that we introduce two intermediate structures in each language. NF1 is the level for
syntactic normalization, in which all the elements that do not influence the cognitive meaning of a
sentence will be eliminated. Thus the function words, punctuations, and unnecessary branchings and
nodes are eliminated in NF1. NF2 is a semantically-oriented representation in which the basic
constituents (i.e. governers, dependants, and modifiers) are marked with their semantic case roles
(e.g. Agent, Theme, Time, Manner etc. (3 [16], &J& [17])), and some closed class elements (e.g.

_tense, aspect, modality, case markers, etc.) are extracted and recorded as a set of attribute-value pairs
on the relevant nodes. Details about the NFs and their merits are illustrated in section 4.

3.3 Two-Way Training

The goal of a practical MT system is to produce fluent outputs that are natural to the native
speakers of the target language. However, under the traditional transfer-based MT architecture, most
output translations are strongly influenced by the sentence patterns of the source language and many
literal translations are produced across the transfer phase (Somers [18], Su [19]). Such source-
dependency is easily introduced to a transfer-based MT system in the one-way analysis, transfer and
generation flow as mentioned earlier.

An alternative approach we propose is a two-way training approach which acquire the
translation knowledge from a bilingual corpus. The bilingual corpus contain lots of well-polished
source-target sentence pairs which are, undoubtedly, wonderful sources for transfer knowledge
acquisition. -

To change the system architecture from one-way design toward two-way design, the transfer
knowledge should thus be trained from both properly normalized source and target knowledge
representations, which should both fall within the range of the sentences that will be produced by the
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native post-editors, according to the discourse context of the source language and the target language
respectively. The following flow shows the general idea for training a two-way system. The bold
arrows at the right hand side emphasize that the intermediate representations for the target language
are directly derived from the target sentences in an aligned bilingual corpus.

NF2s i —»  NF2t
NF1 SJ { NF1t
F G G
LRy
E® @
S 5 T

Figure 2 Two-Way Training Flow

Note that, the translation flow still follows the analysis, transfer and generation steps, but the
training procedure for knowledge acquisition is different from the one-way design system. The
arrow symbols indicate that the PT’s, NF1’s and NF2’s for both the source and target sentences are
derived from the source and target sentences respectively, based on their own phrase structure
grammars and normalization rules. Thus, all such intermediate representations are guaranteed to fall
within the range of the sentences that will be produced by the native speakers of the source and target
languages; the transfer phase only select those preferred candidates among such constructs. In
addition, the transfer parameters are estimated based on such intermediate representations and the
transfer knowledge is derived from both the source and target sentences of an aligned bilingual
corpus. Details about the formulations and training issues of the two-way training model can be
found in Su [20].

4. System Architecture of the New Generation BehaviorTran
4.1 New System Architecture

With all the new ideas mentioned above, the new generation BehaviorTran gradually takes
shape. The schematic veiw of the new architecture has been shown in Figure 1. Since the current
interest of BehaviorTran is the language pair English-Chinese, detailed architectures of the
English-to-Chinese and Chinese-to-English translation flow are presented in Figure 3 and Figure 4
respectively. The English-Chinese translation flow is briefly illustrated with an example in section

4.2 (BF [21)).
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Figure 3 English-Chinese Machine Translation Flow
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Figure 4 Chinese-English Machine Translation Flow
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4.2 English-Chinese Translation Flow
A. Syntactic Parsing

The first module is a syntactic parsing module which produces the parse tree (PT) of the input
sentence according to the phrase structure grammar of the source language. This module provides
the syntactic information for the input sentences. An example of the parse tree is shown in the
following figure. ( "To meet spectrum analyzer specifications, allow a 30 minutes warm-up before
attempting to make any calibrated measurements .")

SJ
|
SIMPl === —m e oo
I \
ADTZ —-———--—~mm o mmm e SIMP -—-=--=——mem———mmm o
| \ | \
ADT \ Vi ADTC
J I\ |
SBJ vJ VN-T SBJ
| | I
SB N3J SB  --
l | \
SIJ N3-AJ V2-AJ
I I I
SI N3-A V2-A
\ | I
va2J N2J Vi
I I [ A
V2 N2 vVJ VSI-T
I | |
vi - DET N1 SIJ
[ \ I I
vJ VN-T N* ——— ST
| | \ \
N3J N* \ va2J
J I
N3-AJ V2
| |
N3-A Vi
I I
N2J vJ VN-T
I |
N2 N3J
I f
N1 ‘N3-AJ
I I
N*  —-c N3-A
I \ I
N* \ N2J
|
N2 —--
| \
NLM* N1
| |
NLM* N*
I I
NLM |
I !
QUAN |
I I
comp Vv n n . v art n n cisb v comp VvV quan n
To meet spectrum specific , allow a 30-minute warm-up before attempting to make any calibrated
-analyzer -ation ' ; -measurements

Figure S Example : A Source Parse Tree

Note that the parse trees produced by the phrase structure grammar of a large-scaled system are
usually huge, branchy, and nodose. So it will be an arduous work to build the transfer grammar

73



directly from the parse tree constructs.
B. Level 1 Normalization(NF1)

In NF1 level, all the elements that do not contribute to the cognitive meaning of a sentence are
eliminated. Those elements, such as punctuations, function words, and unbranching tree nodes, will
not influence the choice of target translations and shall not be taken into consideration in subsequent
stages. Besides, removing those redundant information will reduce the size of the possible parameter
space and will simplify the process of further normalization.

SIMP ——m = o e
| \ \ \
SB —-mmmmom - v NP --- SB —-—mmmmmmm e
| \ \ | | \ | \ \
| v NP ----—- | DET NP ---—--- | v VP ——~-m—m -
| l l \ | [ | \ l l l \ \
| l | | | l I | I | | NLM Np
I | l | | | | l | | I | |
comp v n n v art n n cisb v v quan n

To meet spectrum specific allow a 30-minute warm-up before attempting make any calibrated
-analyzer -ations -measuremnents

Figure 6 Example : A Source NF1 Tree

In the current example, the syntax tree is greatly compacted by retaining only the major syntax

structure; a large number of nodes are compacted and re-labelled with representative node labels.
C. Level 2 Normalization (NF2)

The NF2 level is the level for semantic representation. A NF2 tree is an order-free dependency
tree which specifies the semantic case roles of its governers (head), dependants (arguments), and
modifiers (adjuncts), and is enriched with sets of feature-value pairs (such as tense, modality, voice,
number etc.) on superier nodes.

The reason we perform the semantic-oriented normalization in NF2 is two-fold. First, as most
MT researchers agree, what should be preserved in the process of translation is the semantic
meaning of the source sentence instead of its syntactic structure. However, as mentioned earlier, in
most traditional transfer-based MT systems, the transfer rules are constructed mainly based on the
source syntactic trees, and therefore the translation outputs are usually strongly affected by the
source sentence patterns and are often judged by the native speakers as "readable but not nature
enough”. Thus, elevating the intermediate representation from a syntactic parse tree to a semantic
dependancy tree will make it possible to some extent to get rid of the tie from the syntactic
information of the source sentence, and make it easier to render correct, fluent, and natural target
translations.

Second, since NF2 involves feature extraction (i.e. remove some surface elements (e.g. modals,
case markers, etc.) and record them as a set of feature-value pairs on superier nodes), some sentences
that are different in their syntactic forms may be normalized to the same NF2 construct (e.g.
active-passive pairs), and thus may further reduce the possible parameter space for statistical
training. Since the parameters required to characterize the translation model may be numerous, the
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compression and normalization of the intermediate constructs is a very important processes which
actually makes the two-way training approach feasible.

PROP

(0) \ : \ \
|
V_ACTN AGENT GOAL PURP TIME

EUTEN NN CENUN EA A

V_ACTNAGENT THEME TIME V_ACTN THEME GOAL——— V_ACTNAGENT GOAL
(4)  (5) (&) (7)) (9) (10) (11) \ (31 (4 as) \ \
<allow> pro I I | | | | | V_ACTN AGENT GOAL—,
<wWarm-up> pro Ppro <30- <meet> pro <spectrum <specific (16) (17) (18) \
minute> -analyzer> -ation>

QUAN  NHEAD
(19) (20)
| |

<attempt> pro <make> pro <any><calibrated
-measurement>

Figure 7 Example : A Source NF2 Tree

The example above is analyzed as a NF2 tree which specifies the Action (V_ACTN) being
performed, the Agent (AGENT) who conducted the action, as well as the TIME, GOAL and

PURPose for conducting the action (Extracted features are not presented here for simplification).
D. Target NF2 Selection

Given the NF2 tree of the source sentence, a properkNFZ tree of the target sentence could be
selected among the set of target NF trees that are produced by the target analysis grammar. The
selection could be made based on the parameters trained by the two-way training method, and can
further incorporate the discourse and stylistic information. Note that the process is actually a
‘selection’ process rather than a ‘derivation’ or ‘transfer’ process from the source NF2 trees. By
selection, the target NF2 is only selected from legal target NF2’s, and therefore the output target
NF2 will not be an illegal one.

PROP

NN \ \

V_ACTN AGENT GOAL

@@\ N\ \7\ o\ N\

V_ACTNAGENT THEME TIME V_ACTN THEME GOAL V_ACTNAGENT GOAL

(4) (5)  (6) (T (9) (10) (11) \ (13) (14) (1|5> \ \

<#> pro | | | | | | | V_ACTN AGENT GOAL—
<BEf> pro pro <30- <{A> pro <HEHITHE> <R (16) (17) (18) \
e8> |
QUAN  NHEAD
(19) (20)
| |

< - > Ppro <ﬁﬁ> pro <Eﬁ]> <*§§l‘;ﬁﬂ>

Figure 8 Example : A Selected Target NF2 Tree

In the above example, the selected target NF2 does not differ much from the source NF2 due to

previous normalization. The major change here is the transfer of word senses (where a sense is
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represented with a pair of angle brackets).
E. Normalized Structure Generation

Given a target NF2 that is derived from the target grammar, the next step would be to choose
an appropriate normalized syntax tree for generation. As in the phase above, we may also include
discourse and stylistic information in this phase to select the realization form of feature-value pairs
(e.g. case markers, tense, voice, etc.) and to select the preferred linear order of constituents. An NF1

tree of the target sentence generated in this way will contain the skeletal syntactic structure for the
target sentence, as shown below:

VADT VADT VADT NP VP ---
I | \
PP --—- PP~ mmm e BAK --
| \ | \ \ | \
I VP ---- I VP - | | I
I | \ | | \ I | I
| | NP ----- | | | | | I
I | | \ I I l I I I
I I NLM | | | | | | |
| I I I I | | | I |
joB v n n jo] v n loc advv v n v q cltm
BT F& sEEMTH B & T KRR 2§ E W OmE OBE@# 30 248

Figure 9 Example : A Selected Target NF1 Tree

Note again that the generation step here is actually accomplished by a selection process from a
set of legal normalized syntax trees which are derived from the target grammar. Thus, the final
translation output will not be deformed and produce unnatural translation.

F. Surface Structure Generation

After the NF1 tree is generated, the subsequent step is to determine whether some function
words or punctuations should be added to improve its fluency and meet user-preferred style. The

final syntactic tree of the example is shown below. (In this simple case, only two punctuation marks
are patched here.)

| \ \ ANAN \ \ \
VADT VADT VADT NP VP ---
\

1|>P —— plla ------------------- BAK --

I \ | \ \ | \

! VP —ooe | e - | L
| ! \ I I \ | I |
| | NP —-——-- | I ! I I I
I I | \ | | | | | |
T o ]
pv vn n n cj pls vn n loc c¢j advv vnv n vi q cltm
BT ®E RmME BE 0 & T KEREBR 0O ZH - B BOE®R W 0 HE

Figure 10 Example : A Selected Target Syntax Tree

G. Morphological Generation

Finally, the morphological generation is performed in the final step to generate the morphemes
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required in the target language. In the above example, no specific tokens of this kind are inserted,
and the final preferred translation is 55 T {FSSEELMTERKE » EETREEBHIZE]T » 52
{52 HR30408E o 7 The Chinese-specific morpheme " {f ; , which is used in conjunction with
certain nouns to produce their plural form, such as " [G]2{% , , for example, is generated in this
phase.

4.3 Merits of the New Architecture

(1 With the introduction of NF representations, the output of the analysis grammar for any
source language can be used to synthesize any number of target languages without rewriting
the analysis component, and vice versa the generation component. Thus, new language pairs
may be added to the MT system with a minimum amount of development time.

[J NFs separate the transfer process into several phases. Operations in each phase are
independent to those in other phases. This greatly enhances the modularity of the system and
lighten the burden of manipulation and maintenance in each phase.

(J The target normal forms are directly derived from the target grammar, not a deformed
version from the source grammar, and thus can eliminate the bias resulted from the source
language.

(J The mapping between the source and target normal forms can be easily tuned by the
two-way training method to generate the sentences which reflect the preferred sentence
patterns and styles encoded in the training corpus.

(J The knowledge bases in this architecture only provide static descriptions on the legal forms
of the constructs, while ambiguity resolution or preference evaluation is governed by sets of
parameters. This makes it easier to adapt the system to specific user styles and maintain
different parameter sets for different customers.

S. Concluding Remarks

In this paper, we present the design philosophy and architecture in the new generation
BehaviorTran. With its superiority in knowledge acquisition, modularity, adaptability, and
bidirectionality, this new architecture is expected to play an important role in designing the MT
systems of the next generation. And all these new changes enable BehaviorTran to gain more
flexibility and better performance and to move from a purely English-Chinese translation system
toward a multilingual translation system.
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Abstract

- The identification of semantic relations between words can be applied to the subsequent
identification of cohesion in texts. Groups of cohesive portions of text can be used to identify
document structure and sub-topic areas. One method of automatically identifying the semantic
relations between words is the utilisation of an existing lexical knowledge source, such as Roget’s
Thesaurus. A technique has been developed that exploits the lexical organisation of the thesaurus
and this has been applied to the identification of semantically related words and of cohesion in
texts. The development of this technique is outlined and the results from experiments conducted to
investigate the application of the technique are presented and discussed.

Introduction

The term text is used in linguistics to describe a passage of written words of any length that forms
a unified whole. How can this notion of a unified whole be recognised as existing and therefore
forming a text? Human readers are able to determine whether a specimen in their native language
constitutes a text because a reader has the ability to distinguish between a series of unrelated
sentences and a series of related sentences which would form a text. This ability is based on the

reader’s knowledge of language and of the world.

A coherent text would be about particular subject areas and this is reflected in the language used.
For example, a text about Sailing would contain words associated with this subject area, such as
Jjibe, mast, sail and wake. If some of the words in a text are associated with certain subject areas
then such words would not only be related to those subject areas but also to each other within those
subject areas. Therefore, a text would contain groups of related words, for example, the words
given associated with the subject area of Sailing are also related in meaning to each other. This
relationship of meanings can also be expressed as a semantic relation. From this it can be stated
that a text contains groups of semantically related words and it could be hypothesised that these
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semantic relationships provide some of the information to the reader that enables them to identify
a text as constituting a unified whole. The identification of semantic relations between words in a
text could facilitate the recognition of a text that does constitute a unified whole. Where semantic
relations between words exist across a text this provides information about the continuity of the use

of the language in that text and therefore, continuity of the same context.

Halliday and Hasan proposed a theory of cohesion which identifies a passage as a coherent text [1].
Any piece of written language that is functioning as a unity, constitutes a text. It will display a
quality of consistency that is defined in its grammatical structure and the meanings of the words
used. Cohesion distinguishes a text from a set of unconnected sentences and identifies a text as a
unified whole. They defined cohesion as follows:

"The concept of cohesion is a semantic one; it refers to relations of meaning that
exist within the text"

Halliday and Hasan identified cohesion in texts by locating chains of semantically related words.
Their theory of cohesion has been incorporated into various work to analyse natural language texts
e.g. [21, [3], [41, [5], [6].

Knowledge Sources

7o identify cohesion in texts a means of locating semantic relationships between words is required.
To automatically identify semantic relationships between words an existing electronic lexical
knowledge source could be used, for example, Chodorow used on-line dictionaries [7], Rose et al.
utilised text corpora [8] and Amsler used lexical knowledge-bases [9]. To elicit semantic relations
from a dictionary would require analysis of the words used within the definitions. Analysis of text
corpora could be used to extract words that frequently co-occur together and which could then be
deemed as demonstrating a semantic relationship. However, this method of corpus analysis is
based on statistical derivation of words and those cases of words that are semantically related but
do not happen to occur in conjunction with each other in the given corpus could not be collected.
The option of developing a lexical knowledge-base which could contain semantically related
words requires a means of acquiring such information to form the knowledge-base. A source of
lexical information that has so far not been exploited in depth in its electronic format for the
extraction of semantic relations is the electronic version of Roget’s Thesaurus and it was proposed
to investigate this source further. The technique developed provides an automated method of

extracting semantic information from the thesaurus.
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Roget’s Thesaurus

The thesaurus was first conceived by Peter Mark Roget in 1806 and it was actually finished in 1852.
In his introduction he described his thesaurus as being the "converse" of a dictionary. A dictionary
explains the meanings of words, whereas a thesaurus, given an idea or meaning, aids in finding the
words that best express that idea. The third edition electronic version of Roget’s Thesaurus is
composed of 990 sequentially numbered and named categories. There is a hierarchical structure
both above and below this category level. There are two structure levels above the category level
and the top-most consists of eight major classes where each class is further divided into a number
of subclasses and within this level there are the 990 categories. Under each of the 990 categories
there are groups of words that are associated with the category heading given. The words under the
categories are grouped under five possible grammatical classifications, namely: noun, verb,
adjective, adverb and preposition. The paragraphs within categories and grammatical
classifications are further subdivided into semi-colon groups which contain words that are even
more closely related. Some semi-colon groups may have cross-references or pointers indicating to
other related categories or paragraphs, these are given by a numerical reference to the category
number followed by the related title in brackets. Figure 1 gives an example of a paragraph extract

within category 373 and the grammatical classification of noun, in the thesaurus.

H00373.03.03.04092.00.00.%H Female
P00373.03.03.04093.01.00.%P N.

100373.03.03.04094.02.00.%T female,feminine gender,she,her,-ess;
femineity,feminality,muliebrity;femininity,feminineness,the eternal
feminine;womanhood 134 (adultness);womanliness,girlishness;
feminism,women's rights,Women's Lib (or) Liberation;matriarchy,
gynarchy,gynocracy,regiment of women;womanishness,effeminacy,
androgyny 163 (weakness);gynaecology,gyniatrics;obstetrics 167
(propagation).

Figure 1: Roget’s Thesaurus Category Extract

The thesaurus contains a collection of words that are grouped by their relation in meaning. Those
words grouped together have a semantic relationship with each other and this information could be
used to identify semantic relationships between words. For example, a semantic relationship

between two words could be assumed if they occurred within the same category in the thesaurus.

The work of Sedelow and Sedelow supports the use of Roget’s Thesaurus, where they claimed it
to be an adequate representation of human knowledge and of English semantic space [10]. They
considered the issue of multilocality of words in the thesaurus and the disambiguation of

homographs by the application of a general mathematical model of thesauri. They demonstrated
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that it is possible to develop algorithms that can elicit semantic structures from the thesaurus and

from manual experimentation tested the semantic organisation. From these results they concluded:

"...any assertions that the Thesaurus is a poor representation of English semantic
organization would be ill-founded and, given the depth of analysis, would have to
be regarded as counterfactual."

Morris & Hirst utilised Roget’s International Thesaurus for the identification of lexical cohesion in
a text as an indicator of text structure [4]. Using the thesaurus they devised a system of building
lexical chains from the words of a text. These lexical chains occur due to a text being about
particular subject areas and finding the structure of a text involves identifying areas of a text being
about the same thing. They developed a method of determining whether two words demonstrated
a cohesive link by using the information contained in the index of the thesaurus where they
established five types of thesaural relations between words that constituted semantic relationships.
This work involved the manual computation of lexical chains and a total of five texts were analysed

[11].

Thesaural Connections

The application of the thesaurus for the identification of semantic relations between words required
a means of determining what constitutes a valid semantic connection in the thesaurus between two
words. For example, given words w! and w? how could the lexical organisation of the thesaurus be
exploited to establish whether a semantic relation {w!,w?} exists between them? Morris and Hirst
identified five types of thesaural relations between words based on the index entries of Roget’s
Thesaurus [4]. For this approach four types of possible connections between words in the thesaurus
were identified for the representation of semantic relations between words by considering the
actual thesaural entries. This ensured the inclusion of all words located in the thesaurus, for
example, those words that form part of a multi-word thesaurus entry may not be represented in an
index entry. The connections that have been identified are considered between pairs of words and

are outlined as follows:

(1) Same category connection is defined as a pair of words both occurring under the same

category. Figure 2 gives an example of this connection type.

word [1]: river 7
word [2]: tributary

words [1] and [2] both occur under category ,350

Figure 2: Same Category Connection
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The words would be considered to be semantically related because they were found within the
same category, where a category contains a group of associated words. This connection represents
the strongest connection type of the four presented because the occurrence of words within the
same category indicates they are highly related and therefore have been grouped within the same
area of the thesaurus.

(2) Category to cross-reference connection occurs when a word has an associated cross-

reference that points to the category number of another word. Figure 3 illustrates this connection

type.

word [1]: tide
word [2]: river

word [1] occurs under category 350
word [2] has a cross-reference pointing to category 350

Figure 3: Category to Cross-Reference Connection

Cross-references occur at the end of semi-colon groups and point to other categories that closely
relate to the current group of words. Therefore, the words contained under the group of words a
cross-reference is pointing to are related to the current group of words that cross-reference is

associated with.

(3) Cross-reference to category connection can be described as the inverse of the previous
connection type given in (2). The cross-references associated with a word could be matched with
‘the categories another word occurs under.

(4) Same cross-reference connection is defined as the cross-references of two words pointing to

the same category number. Figure 4 gives an example of this connection type.

word [1]: tide
word [2]: flood

words [1] and [2] both have cross-references pointing to

category 350

Figure 4: Same Cross-Reference Connection
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The association of a cross-reference with a group of words indicates that the category the cross-
reference is pointing to contains words that are related to the current group. Therefore, if two
groups of words both have the same cross-references associated with them this implies that the
words within these two groups could also be related.

Semantic Relations

A semantic relation between two words could be predicted by the satisfaction of one or more of the
four connection types identified in Roget’s Thesaurus. The number of matches found between a
pair of words for each of these connection types could be cumulated and this could provide a
quantitative indication of the level of connectivity or semantic relatedness between the two words.
However, the number of matches found between a pair of words would be influenced by the
number of times those words appear in the thesaurus. For example, if a word had a high occurrence
rate in the thesaurus, where it could appear under many different categories and could have many
cross-references associated with it, this could distort the indications of connectivity. The
probability of finding matches between words of a high occurrence would be greater than those of
a low occurrence rate, due to the increased number of possible matches that could be made between
these words. This could effect the accuracy of the assessment of the semantic relatedness between
words, where a pair of words may have attained a high degree of matches simply because they had
high rates of occurrences in the thesaurus and therefore, an increased probability of matches being
found. Consequently, the number of matches found for each connection type between a pair of
words were normalised. Figure 5 outlines the method of this normalisation process, where # is the
number of matches found and max is the maximum number of matches that could have been made

between a pair of words.

(n/max) x 100

Figure 5: Normalisation of Number of Matches Found

Word Pairs Experiment

An experiment was conducted to determine whether the connections identified in Roget’s
Thesaurus could be successfully applied to the identification of semantic relations between words.
This was carried out on a set of semantically related word pairs and on a corresponding set of

unrelated word pairs.
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Method: Forty word sets were used, each consisting of three words of between four to six
characters long. The second member of each set was the primary associate of the first (a related
word pair) and the third member of each set was a nonassociate of the first (an unrelated word pair).
For example, for the word set: {sweet,bitter,notice}, bitter is an associate of sweet and notice is a
nonassociate of sweet. The words and their associates selected were drawn from Postman and
Keppel [12] and the nonassociates, acting as a control for each pair, were derived from an
experiment conducted by Evett and Humphreys which investigated the type of information
required for the lexical access of visual words [13]. The list of word sets used in this experiment
are given at Appendix A.

Two approaches were taken where the same category connections were considered between pairs
of words and then all four of the connection types identified were considered. For both sets of these
results, to determine which pair of words in each word set (i.e. the related and unrelated word pairs)
represented the strongest semantic relation, the number of matches attained were compared and the
word pair that achieved the highest number of matches in each word set was selected. For example,
if the word pair {sweet,bitter} attained a total of 20.5 matches and the word pair {sweet,notice}
attained a total of 2.7 matches then the first word pair would be selected as representing the stronger

semantic relation.

Results: Table 1 shows the results for the forty word sets, giving the overall percentage of related
word pairs that attained a higher number of matches than the corresponding unrelated word pairs
in each word set.

. Related word pairs
Compecion Tes | “moreSongly
semantically related
Same category 80
All four connections 87.5

Table 1: Percentage of Related Words Scoring Hi gher than Unrelated Words

Discussion: When considering only the same category connection 80% of the related word pairs
attained a greater number of matches and therefore, were more strongly semantically related than
the corresponding unrelated word pairs. When all four of the connection types were considered this
result was improved upon where 87.5% of the related word pairs were correctly identified as
representing a stronger semantic relation. When considering just the same category connection
40% of the unrelated word pairs failed to attain any matches and when considering all four

connection types 35% of the unrelated word pairs failed to attain any matches. From these results
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it can be observed that considering all four connection types yields a greater identification of
semantic relatedness between a pair of words.

Cohesion in Texts

Halliday and Hasan’s theory of cohesion proposed a classification of the semantic relations that
exist between words within coherent texts [1]. It has been shown that the connections derived from
Roget’s Thesaurus can be utilised for the identification of semantic relations between words. The
relations in the thesaurus represent many of the relations identified by Halliday and Hasan. The
thesaurus method was extended to identify semantic relatedness or cohesion across an entire text.
To assess the semantic relations found in an entire text, each word in a text was compared to every
other word in that text. Therefore, if a text had n» number of words then the total number of word
pairs to be compared would be: #-1 + n-2 + n-3 +..+ n-n. The following algorithm, hereafter
referred to as the cohesion algorithm, locates semantic relations between words across a text and

provides an overall measure of cohesion for that text:

(1) Filter out the function words from the textl;

(2) For each word in the text locate it in Roget’s Thesaurus and extract the related

information about categories and cross-references;

(3) Compare each word in the text to all the other words in the text and for each of these

word pairs obtain the normalised number of matches found;

(4) For each word cumulate the total number of matches found and then calculate the

average number of matches found for that word.

The average number of matches given for each word is used as an indication of the overall level of
cohesiveness that word had with the rest of the words in the text. This figure ranges from 0 to 100
where the attainment of a 0 would indicate that word did not match with any other word in a text
and 100 would indicate a successful match with every word in a text. The total number of matches

found for every word in a text provides an overall measure of cohesion for that text.

1. For each of these documents the function words were removed leaving the remaining content word set. The
function word set includes words such as the, and, there, etc., these words would be limited for the identification
of semantic relations between words because of their generality of usage.
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Cohesion Experiment

The experiments conducted by Halliday and Hasan to test their hypothesis of cohesion were
manually executed [1]. The different aspects of cohesion were looked for in various texts and they
subjectively determined whether cohesion existed within these texts. The cohesion algorithm
developed produces a measure of cohesion and this measure provides a quantifiable level of
cohesion in a text. This automatic technique will be consistent for all texts and not influenced by

subjective decision-making about the existence of semantic relations between words.

Experiments were conducted that measured the amount of cohesion in a document and also
measured the amount of cohesion in a control document, thereby providing a means to assess the
success of this approach. The original document was a piece of coherent text and the corresponding
generated control document represented a piece of ‘incoherent’ text. Fifty documents, each of at
least 500 words in length, were selected at random from the Lancaster/Oslo/Bergen corpus [14].
For each of these fifty documents a control document was generated. The control documents were
created with similar word characteristics to the corresponding original document. This was
achieved by taking every word in the original document and randomly selecting from a lexicon a

word of the same length and similar word frequency to create a control document.

To assess the level of cohesion in a text, pairs of words in that text must be compared. A text can
be defined as being a piece of coherent language of any size and the comparison between word
pairs could be done across an entire document or in smaller units within that document. Therefore,
when determining cohesion, decisions need to be made about the search space adopted, for
example, adjacent words, sentences or documents. Halliday and Hasan claimed that cohesion could

exist within and across sentences:

"Since cohesive relations are not concerned with structure, they may be found just
as well within a sentence as between sentences."

Two experiments were conducted where content word pairs were compared across entire
documents and within sentence boundaries and the cohesion algorithm was applied using two
approaches where only the same category connection was considered and all four category

connection types were considered.

Method: The fifty original documents and the fifty control documents detailed above were used in
this experiment. The cohesion algorithm was applied to each of these documents, extracting the
number of matches found for each word in a document with all the other words in that document
and this was also conducted at the sentence level. Every word in a document would have an
associated measure of cohesion, i.e. the average number of matches found for that word. For each
document an overall measure of cohesion was produced by calculating the average of the total

number of matches found. To assess whether the original document attained a higher level of
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cohesion than the corresponding control document, the measure of cohesion produced for each
document was compared. The document with the highest measure of cohesion was selected as the
document attaining the higher level of cohesion.

Results: Table 2 shows the overall results attained for the correct selection of the original
documents at the document and sentence level of analysis with both approaches to the connection
types considered.

Corglgrcl;;liggr’ggpes Document Level Sentence Level
Same category 98 92
All four connections 100 94

Table 2: Percentage of Coherent Texts Achieving Higher Scores than Controls

Discussion: When considering only the same category connection and analysing at the sentence
level 92% of the original documents were successfully identified as demonstrating a higher level
of cohesion than the control documents. When considering all four connection types this result was
improved upon, where the number of original documents successfully identified was 94%.
Analysis at the document level is shown to be more successful than analysis at the sentence level,
where the consideration of just the same category connection identified 98% of the original
documents and when considering all four connection types a 100% success rate was attained,
where all 50 of the original documents were identified as demonstrating a higher level of cohesion

than the corresponding control documents.

The experiments applying the cohesion algorithm were conducted on a large sample size of
documents and for one of the approaches taken it successfully identified cohesive texts over non-
cohesive texts for every set of documents investigated. This success is strong evidence for the
robustness of the approach taken. This is because there are bound to be many relations between the
words in the control documents, since there are so many words (500) involved. However, the
relations in the texts would be expected to be more consistent and the technique successfully

reflects this.

Summary and Discussion

Roget’s Thesaurus is a lexical tool for language construction and understanding. It has a
hierarchical structure where words are grouped by meaning, according to their semantic relations

and then by grammatical categorisation. It was hypothesised that these groups of semantically
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related words could be used to automatically identify semantic relations between pairs of words.
A method was developed which utilised the lexical organisation of the thesaurus to identify
semantic relationships between words. An experiment was conducted which applied this algorithm
to pairs of associated and non-associated word pairs, identifying those word pairs that
demonstrated a semantic relationship between them. It was found that for 87.5% of the associated

words pairs a semantic relationship was correctly predicted over the non-associated word pairs.

Halliday and Hasan proposed a theory of cohesion which described the manner in which a text is
cohesive [1]. They tested their theory through manual analysis of texts, subjectively identifying the
cohesive links that existed between words in the texts they examined. Although essentially
cohesion is identifiable via a series of word pairs, the theory of cohesion was proposed for
identifying cohesion within units of text, whether this textual unit is a sentence, paragraph or an
entire document. The technique developed that employed Roget’s Thesaurus for the identification
of semantic relations between words was successfully applied to the identification of cohesion
across units of text. A cohesion algorithm was developed and experiments were conducted to
measure the amount of cohesion found across sentences and entire documents. To validate this
measure of cohesion, the amounts of cohesion across control sentences and documents were also
collected and the results compared. It was found that in every case analysis at the document level
attained a measure of cohesion in the original document greater than for the amount attained in the
corresponding control document. The results show that this technique successfully identifies a
coherent text by its level of cohesion attained relative to a control text. By calculating the average
of the measures of cohesion attained for each of the coherent texts analysed, a threshold measure
of cohesion could be produced which could then be used for the application of this technique to

previously unseen texts.

Semantic relations between words in a text can provide much information about that text, whether
it is about the overall cohesiveness of that text or the subject area of that text. Locating groups of
semantically related words could be used to extract sets of words that could represent particular
subject areas. These groups of words could then be applied to the problem of text subject
classification. Further to this application the identification of groups of semantically related words
in a text could elicit information about the structure of a text. If semantically related words adhere
to particular subject areas then the identification of groups of such words throughout a text could
indicate the areas in that text where certain subject areas are covered. This could provide an outline
of a text’s structure, where sub-topic subject area changes could be identified. For example, the
identification of semantically related groups of words could cluster in different parts of a text.
These clusters may represent different subject areas within that text and this could reveal the
overall structure of that text. Some work has been conducted on the identification of text structure
although investigations have been carried out on only a few texts. Hearst used word repetitions to

divide texts into sub-topic areas [6] and Morris and Hirst used thesaural relations to generate,
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manually, chains of related words [4]. Work is currently being carried out to use the present

measure of cohesion to identify text structure automatically.
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Appendix A

The following table gives the forty words sets used in the word pairs experiment, where the second
word is an associate of the first word and the third word is a nonassociate of the first word.

First Word Associate Nonassociate
sweet bitter notice
butter bread class

smooth rough court
short long card
soft hard tray
chair table weeds
sand dune book
seeds poppy ruler
cats dogs pool
-tree forest violin
never always tartan
cold frost point
pepper salt post
under over peel
thread needle wander
take give mask
apple fruit dress
band brass field
stars moon mind
nurse doctor bridge
bird robin class
dagger cloak tray
light dark card
horse pony pool
white black court
fast slow book
fish tuna mind
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First Word Associate Nonassociate
plane pilot weeds
sleep dream ruler

fear afraid violin
round - square tartan
nail hammer wander
water bath peel
sting wasp mask
face nose post
grass green point
church priest bridge
floor carpet notice
mother child field
lamb sheep dress
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Abstract

This paper proposes an improved probabilistic CFG, called mizture probabilistic
CFG, based on an idea of cluster-based language modeling. The basic idea of this
model involves clustering a training corpus into a number of subcorpora, and then
training probabilistic CFGs from these subcorpora. At the clustering, the similar lin-
guistic objects (e.g., belonging to the same context, topic or domain) are‘ formed into
one cluster. The resulting probabilistic CFGs become context- or topic-dependeﬁt,
and thus accurate language modeling would be possible. The effectiveness of the
proposed model is confirmed both from perplexity reduction and speech recognitidn

experiments.

1 Introduction

Recently, probabilistic language models have been shown effective in many natural
language applications. One such application is automatic speech recognition. Speech
inherently contains ambiguities aﬁd uncertainties that cannot be resolved by pure
acoustic information. During recognition, many acoustically similar hypotheses are
built. To effectively rank these hypotheses, the speech recognizer is required to rely
on linguistic likelihood as well as acoustic likelihood. A probabilistic language model

provides the basis for calculating linguistic likelihood.
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One well-known probabilistic language model is a probabilistic context-free gram-
mar (CFQG), that is a grammar whose production rules have attached to them a prob-
ability of being used. These production probabilities are usually estimated from a
training corpus under a probabilistic independent assumption, that the choice of a
production rule is independent of the context. But, this simple assumption often
results in a poor estimate of probability. Recently, more powerful language models
beyond simple probabilistic CFGs have attracted considerable attention [1, 2, 3, 4];

some of them take context-sensitive probabilities into account.

This paper will describe an improved probabilistic CFG, called mizture proba-
bilistic CFG, based on an idea of cluster-based language modeling. The basic idea
of this model involves clustering a training corpus into a number of subcorpora,
and then training probabilistic CFGs from these subcorpora. At the clustering,
the similar linguistic objects (e.g., belonging to the same context, topic or domain)
are formed into one cluster. The resulting probabilistic CFGs become context- or

topic-dependent, and thus accurate language modeling would be possible.

This paper is organized as follows. Section 2 gives an overview of a probabilistic
CFG. Section 3 describes a mixture probabilistic CFG. Section 4 contains evaluation
experiments, including language model evaluation experiments from the viewpoint of
perplexity reduction and speech recognition experiments. Finally, Section 5 presents

our conclusions.

2 Probabilistic CFG: An Overview

A probabilistic CFG [5] extends a CFG so that each production rule is of the form
<A — a,p>, where p is the conditional probability of A being rewritten into c.
The probabilities of all A-productions (rules having A on the LHS) should sum to 1.

In the probabilistic CFG, the probability of a derivation can be computed as the
product of the probabilities of the rules used. Suppose that

SZ vy gy = ey, =W (1)
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is a derivation of w from the start symbol S, then the probability of this derivation
D is given by §

P(D) = I] P(r:). (2)
The probability of a sentence w is the suni—ctf the probabilities of all possible deriva-

tions for w.

P(w) = ZD:P(D) (3)

The production probabilities are estimated from a training corpus as follows:

Definition of Symbols

{B1,Bz,...,Br} -+ A set of training sentences.

{Di,D5,...,D%} --- A set of derivations for the i-th sentence B;. Here, n;

represents the number of derivations for B;.

N(r) --- This function counts the number of rule occurrences (of its arguments)

in the derivation D;

Training of the Probabilistic CFG

The conditional probabilities of rules in the probabilistic CFG were estimated using

the following procedure [5].

1. Make an initial guess of P(A — «a) such that ., P(A — a) = 1 holds.
2. Parse the i-th sentence B; and get all the derivations for B;.

3. Re-estimate P(A — a) by the following formula.

> . 2iCala)
P = o) = 5 Cal) )
where .
C4y(a) = z]: (%N;(A — a)) (5)

4. Replace P(A — «) with P(A — a) and repeat from step 2.
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3 Mixture Probabilistic CFG
3.1 Cluster-Based Language Modeling

There are two different approaches for cluster-based language modeling. The first
approach addresses the data sparseness problem. In probabilistic language modeling,
model parameters are usually estimated according to their frequencies in a training
corpus. However, since the amount of available data is‘limited, many events are
infrequ‘ent and do not occur in the corpus. To circumvent this problem, the training
data is clumped into a number of clusters, which are then used to smooth probabil-
ities of occurrence for infrequent events. A class-based n-gram model [6] is a typical

example of this approach.

The second approach aims to increase the model precision. The basic assumption
in this approach is that the language model parameters have different probability
distributions in different topics or domains. The training corpus contains texts
from various kinds of topics or domains. This approach first divides the training
corpus into a number of subcorpora according to their topics or domains, and then
performs topic- or domain-dependent language modeling. Works [7, 8] belongs to

this category.

3.2 Mixture Probabilistic CFG

A mixture probabilistic CFG is based on the second approach. In a conventional
manner, production probabilities are estimated using the whole training data. In a
mixture probabilistic CFG, however, we divide the training corpus into NV clusters,
and estimate separate probability distribution for each cluster. Thus, as a result,

we have N probability distributions for the CFG.

Now suppose that the training corpus 7' is divided into N clustsers 77,75, -+, Ty.
That is,

TNTj=¢ (ifi#37) (7)
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Let P;(S) denote the probability of sentence S using the probability distribu-
tion obtained from cluster 7;. Then, the mixture probabilistic CFG calculates the

probability of S as follows:
N
P(S) =) _aP(S) (8)
=1
In Equation 8, g; is the probability of sentence S arising from cluster 7; and calcu-

lated as follows:
|T3|
g = 9
> 1T ©)

Here, |T;| indicates the number of sentences in cluster T;.

4 Evaluation Experiments
4.1 Corpus and Grammar

In our evaluation experiments, we used the ADD.(ATR Dialogue Database) Corpus
[9], which was created by ATR Interpreting Telephony Research Laboratories in
Japan. The ADD Corpus is a large structured database of dialogues collected from
simulated telephone or keyboard conversations which are spontaneously spoken or

typed in Japanese or English.

Currently, the ADD Corpus contains textual data from two tasks (text cate-
gories); one consists of simulated dialogues between a secretary and participants at
international conferences (Conference Task); and the other of simulated dialogues
between travel agents and customers (Travel Task). In our experiments, we used

the keyboard dialogues from the Conference Task.

In the experiments, we also used a Japanese intra-phrase grammar for the Con-
ference Task. This grammar does not describe a sentence structure, but it describes
constraints inside Japanese phrases. Figure 1 shows some productions in our gram-

mar.
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<start> —  <bunsetu>

<bunsetu> —  <interj>

<bunsetu> —  <conj>

<bunsetu> —  <up>

<bunsetu> — <vaux>

<bunsetu> —  <quote>

<np> —  <n-suffix>

<np> —  <n-suffix> <p-k-wa>
<np> —  <n-hutu> <p-kaku-ga>
<interj> — moshimoshi

Figure 1: Example of CFG productions.

In Figure 1, the grammar symbols quoted by <> indicate nonterminal symbols.
The start symbol, indicated by <start>, is rewritten into phrase category names.
For example, <inter>, <conj> and <np> are nonterminal symbols for interjec-
tion words, conjunctional phrases and noun phrases, respectively. Our grammar
was written for phone-based speech recognition, thus terminal symbols were phone

names.

Table 1 shows the size of the grammar and the training/evaluation data.

Table 1: Size of the grammar and the training/evaluation data.

Number of productions 2,590
Number of words 1,591
Number of training data | 34,301
Number of evaluation data | 693

4.2 Corpus Clustering

Corpus clustering is required to derive probability distributions in a mixture prob-

abilistic CFG. In our evaluation experiments, the clustering was conducted using
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phrase category names such as <interj>, <conj> or <np>. We first segmented
the training corpus into phrases, and then assign a phrase category name to each
phrase. Category assignment was carried out by analyzing each phrase using the the
intra-phrase grammar. In this way, the training corpus was devided into a number

of clusters according to their phrase categories.

There is one thing that should be noted here. Since the parameters for the
mixture probabilistic CFG are derived by statistical estimation from each cluster,
the size of each cluster (the number of phrases belonging to each cluster) is largely
reponsible for the quality of the model. In other words, in order to estimate the
reliable probabilities, each cluster must have enough data. In our experiments, the
intra-phrase grammar had 109 phrase categories. However, after clustering based
on these 109 categories, some clusters had very few data. For the reliable statistical
estimation, clusters having fewer than 10 phrases (32 clusters in total) were merged

into one cluster. As a result, we had 78 clusters obtained.

4.3 Evaluation Results

To evaluate the quality of a mixture probabilistic CFG, we calculated the test-set
perplezity [10]. As a comparison, we also calculated the test-set perplexity of a sim-
ple probabilistic CFG. The test-set perplexity is the information-theoretic average
branching of words along the test sentences (test set), and is used as a measure of
the difficulty of a recognition task relative to a given language model. In general,
speech recognition performance is expected to increase as the test-set perplexity

decreases. Thus, a language model with low perplexity is better.

As stated earlier, terminal symbols of the CFG were phone names. Therefore,
we actually calculated the test-set perplexity per phone. A formula for the test-set
perplexity per phone, PP, is given by:

pp = 2IF (10)

1 s
LP = ——> log, P(5;) (11)
Nw o
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where Ng is the total number of phrases in the test-set, Ny is the total number
of phones in all phrases, and P(S;) is the language model probability for the i-th
phrase S;. The results of perplexity measurements are summarized in Table 2, which

supports the effectiveness of the mixture probabilistic CFG.

Table 2: Test-set perplexity

Simple probabilistic CFG | 2.77 / phone
Mixture probabilistic CFG | 2.47 / phone

4.4 Speech Recognition Experiments

We also conducted speech recognition experiments using three language models:

o Pure CFG (without production probabilities),
e Simple probabilistic CFG,
e Mixture probabilistic CFG.

As the speech recognition system, we used the HMM-LR system [11, 12], which is an
integration of hidden Markov models (HMM) [13] and generalized LR parsing [14].
The HMM-LR system is a syntax-directed continuous speech recognition system.

The system outputs sentences that the grammar can accept.

The speech recognition experiments were conducted under the speaker-dependent
condition, using discrete-type, context-independent HMMs without duration con-
trol. The results reported in Table 3 compare three language models in terms of

phrase recognition performance. The mixture model attains the best performance.

Table 3: Phrase recognition performance

Pure CFG (without production probabilities) | 83.6%
Simple probabilistic CFG 86.4%
Mixture probabilistic CFG 89.0%
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5 Conclusion

This paper proposed an improved probabilistic CFG, called mizture probabilistic

CFG, based on an idea of cluster-based language modeling. The effectiveness of

the proposed maqdel was confirmed by perplexity reduction and speech recognition

experiments.
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Abstract

Statistics-based approaches became very popular in recent NLP researches, be-
cause of their apparent advantages over linguistics or rule-based approaches.
Some even claimed that it would not be necessary to employ the latter approach
at all. Thus, it seemed necessary to evaluate such claim and the applzcabzlzty
of the former to NLP in general.

Because of the usefulness of noun phrases (NPs) in many applications, in
this paper, we present a simple statistics-based partial parser to detect the bound-
aries of mazimal-length NPs in part-of-speech tagged Chinese texts. On the basis
of our experimental results, we will show that statistics-based approaches with
purely part-of-speech tags are not adequate for NP extraction in Chinese; they
fail to handle cases with structural ambiguity. Our experiments suggest that
syntactic and semantic checking is necessary to correctly mark the boundary
of mazimal-length NPs in Chinese. We conclude with possible solutions to the
problematic cases for statistics-based approaches.

1 Introduction

Noun phrases are the basic building blocks of sentences in natural language. They

are the basic means for representing concepts in human cognition. They are also

*Department of Chinese, Translation and Linguistics, City University of Hong Kong, 83 Tat Chee
Avenue, Kowloon, Hong Kong
TDepartment of Computer Science, Tsinghua University, Beijing, PRC.
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the more appropriate translation units in language translation than words or part-
of-speech classes, as argued in Van der Eijk [7]. Furthermore, noun phrases abound
in our daily documents and conversation. Thus, extracting NPs from running texts
is very useful for many applications such as verb frame characterization, document
indexing, information retrieval, sentence parsing, machine translation, etc.

Traditionally, to obtain a noun phrase in a text means to parse the whole
sentence first, and then extract the partial tree with NP labels. However, this whole-
partial method is quite difficult and involves a great deal of complexity, since various
ambiguities cannot be resolved by syntactic or even semantic information. So recently,
phrase-oriented partial parser or phrase extractor is gradually explored in noun phrase
extraction and preposition phrase attachment (Church [4], Rausch, Norrback and
Svensson [11], Bourigault [2], Voutilainen [15], Chen and Chen [3], etc.). The majority
of the literature on NP extraction prefer statistics-based appreaches over rule-based
approaches to avoid detailed and tedious linguistic engineering. Although there are
several studies on extracting NPs in English and non-Asian languages using stochastic
methods, studies on extracting Chinese NPs have not been reported thus far.

In this paper, a probabilistic partial parser is proposed to extract maximal-
length noun phrases in Chinese, which will be used in an information retrieval system.
Our research aims at examining the applicability of stochastic methods in parsing
Chinese. On the basis of our experimental results, we argue that merely statistics-
based approaches with part-of-speech tags are not adequate for maximal-length noun
phrase extraction in Chinese, and it is necessary to employ syntactic and semantic

information and some kind of rule-based techniques in detecting the boundary of NPs.

2 Prévious Work

Church [4] proposes a part-of-speech tagger and a simple non-recursive noun phrase
extractor. His noun phrase extractor brackets the “minimal-length noun phrase”
(non-recursive) in part-of-speech tagged texts according to two probability matrices:
starting NP matrix and ending NP matrix; the same methodology has been used by
Garsde and Leech [9] in their probability parser. By calculating the probabilities of
inserting an open or close bracket between all pairs of parts of speech, Church achieves
a recall rate of 98%, i.e., only 5 out of 248 noun phrases are missed. Although the
recall rate is pretty high, the test corpus is too small, and only minimal-length non-

recursive NPs are tested.
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Rausch, Norrback and Svensson [11] design a nuclear noun phrase extractor
which takes part-of-speech tagged Swedish texts as input and inserts brackets around
noun phrases, i.e., sequences of determiners, premodifiers and nominal phrase. Their
system can identify 85.9% of all nuclear noun phrases in a 6,000 word long text
collection with a precision of 84.3%.

Bourigault [2] reports a tool, LECTER, for extracting terminologies from
French texts, and it can extract mazimal-length noun phrases. His system can rec-
ognize 95% of all noun phrases, that is, 43500 out of 46000, from the test corpus.
However, no figures are given on how much ‘garbage’ the system suggests as noun
phrases.

Voutilainen [15] also announces an NPtool to acquire maximal-length noun
phrases. It uses a lexicon with part-of-speech tags and head information, and two rule
bases (one is NP-hostile; the other is NP-friendly) for the task. The two mechanisms
produce two NP sets and the intersection set of them will be labeled as the final NP.
The recall is 98.5-100% and the precision is 95-98% in different domains, which is
validated manually by some 20000 words. But as pointed in Chen and Chen ([3]),
the recall is only about 85% according to the sample text listed in his appendix.

Chen and Chen [3] design a new and more sophisticated mechanism by com-
bining the statistical method and rule-based method for extracting simple English
NPs based on the SUSANNE corpus [13]. They use a probabilistic partial parser
with dynamic programming to find out the best liner chunk sequence for the tagged
input sentences, and then assign a syntactic head and a semantic head to each chunk
with the help of linguistic knowledge. Then the plausible maximal noun phrases are
extracted and connected according to the information of syntactic head, semantic
head and a finite state mechanism with only 9 states. The average precision is 95%.
Due to the difficulty of distinguishing different NP types such as mazimal-length NPs,
minimal-length NPs, etc., the average recall is hard to measure, and Chen and Chen
only give a suggestive recall of 96% for simple NPs which contain no prepositional
phrases (except for the of-phrase) or relative clauses. That is, the recall will be much
lower if all types of NPs are considered.

Since all the researches discussed so far deal with English and non-Asian lan-
guages and seem to suggest that statistics-based approaches are adequate for ex-
tracting NPs (except for Voutilainen [15], which employs rule-based methods), it is
necessary to examine the applicability of statistics-based approaches to languages like

Chinese. In the following, after briefly discussing the complexity of noun phrases, we
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will present our experiments on extracting maximal-length NPs in Chinese using a
statistics-based partial parser, and discuss the results and their implications to the

viability of statistics-based approaches to natural language processing.

3 The Complexity of NPs

Noun phrases in English are usually composed of a determiner, an adjective, and
a noun, though the first two elements are optional. They can also be modified by
prepositional phrases (PPs) and relative clauses. When they are modified by PPs,
a PP-attachment ambiguity may arise, as exemplified in (1), the PP in which can
modify either the NP or the verb.

(1) John [v saw] [wp the girl] [pp with a telescope].

The PP-attachment problem is a very complex issue, and requires utilizing lexical,
syntactic, semantic, and pragmatic information, so statistics-based approaches do not
necessarily have advantages over rule-based approaches in dealing with such problem.
NPs with relative clauses also increase the complexity of noun phrases. Because
of the word order in English, it is not easy for a statistics-based parser to mark the
boundary of relative clauses and the maximal-length NPs. There is also the structural

ambiguity induced by the so-called garden-path sentences, as exemplified below:
(2) John told [yp the boy] [rc the dog bit] [s Sue liked him].

Simply using statistical information cannot rule out the possibility that Sue is ana-
lyzed as the object of the verb bit, which is the reason for a human parser to backtrack
when the verb liked is encountered.

Since previous studies on English NP extraction employing statistical methods
did not cover NPs with PP or relative clause modification (though Chen and Chen
include of-phrases in the extracted NPs), they cannot provide solid evidence for the
claim that statistical methods are superior to rule-based methods.

In Chinese all the modifiers of NPs precede the head noun. The PP-attachment
problem and garden-path sentences induced by relative clauses are avoided in the
‘language. Thus, Chinese presents itself as a testing case for us to examine whether the
statistics-based approach can simplify the parsing problem and avoid the complexity

of the whole-part method mentioned in the introduction section.
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4 Extracting Maximal-length Chinese NPs

4.1 The Corpus

In our current experiments, we use a news report corpus of 30 files which contain
16660 words, 3278 NPs, and 750 sentences. On the average, there are 22 words in a
sentence (not including punctuations). All the files have been tagged by TAGGER, a
part-of-speech tagging system, developed by Tsinghua University, Beijing, China [1].
The tag set, designed by Beijing University, China [16], contains 24 general categories
and 110 part-of-speech tags. The following shows a snapshot of the tagged corpus with
marked NP boundaries, where symbol ‘8’ marks the beginning of a sentence, and the
English characters after symbol ‘#’ indicate the part of speech of the Chinese word
before ‘#°.1

$ [ ft #rn | X #p F Hutz [ MIFN #ng | W #d # #usdi B #vgo F #Hutz » |
AFE #ng | —0F #d 88 #a , [ BN #b W #s W8 #rng | BY #ven F #utz |
B0 #npf B Hvg B Husde BF #ng |

$ [ X #rn % #qni 52 #mx # #ng & #a it #a BT #ng M #Husde R #ng | B
#1114 #vgn & #utz [ B #ng | -

4.2 Method

Our experiment consists of two parts: training and testing. Of the 30 files, we use 25
of them for training and close test, and the rest 5 for open test. First, we manually
marked all the maximal-length NPs in the 25 files using “[” for left boundary and “]”
for right boundary. We found conjoined NPs and many NPs with PP and/or relative
clause modification in our corpus. ‘

Second, we trained our NP extraction program (NPext) using the 25 files
with all the maximal-length NPs marked to acquire statistical information about the
probability of any two categories for marking left and right boundaries. Thereafter,
NPext marked the maximal-length NPs in the 25 files without the boundary markers.
Since NPext marked the left and right boundaries independently, we need to pair
them, and several pairing methods were examined. Finally, we conducted the open
test on the rest 5 files.

1The description of the part-of-speech tags is given in the appendix.
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Table 1: Probability of Starting an NP

a ng P vgn
a 0 0.017 0 0
ng | 0.031 | 0.021 0 0
p | 0.650 | 0.728 | 0.833 | 0.139

vgn || 0.804 | 0.723 | 0.333 | 0.438

4.3 Training

Following Church [4], we acquired two matrices which contain statistical information
about the probability of having a left or right NP boundary between any two part-
of-speech tags. Suppose that w; and w;y, are two adjacent words in the sentence, t;
and t;,; are their part of speech, respectively, and N Pg and N Pg are the left and
right boundaries. Then the probabilities are defined as below:

P(NPglt;,t;y1) = probability of a left boundary
freq(ti, NPB, ti-}-l)
freq(ti ti)
P(NPg|ti,tiy1) = probability of a right boundary
freq(ti, NPE, ti+1)
freq(ti tiy1)

A sample is shown in Tables 1 and 2 for the four common part-of-speech categories in

the corpus: a (adjective), ng (general noun), p (preposition) and vgn (verb with an
NP object). The first row is the ¢;41; the first column is the ¢;; and the other entries
are probabilities.

From Tables 1 and 2, we can see that “p” and“vgn” are most likely to start
an NP, and “ng” to end an NP. Note that in Table 1 there are values larger than zero
in the pairs “p” and “p”, “vgn” and “p”, and “vgn” and “vgn” in Chinese; this is
different from English, as shown in Church [4]. The reason is that, unlike English,
all the modifiers precede the head noun in Chinese. As a result, Chinese has NPs
with the word order “PP N” or “Relative-C1 N”, where “Relative-Cl” can start an

NP with a verb of the category “vgn”.

4.4 Testing

Using the knowledge acquired from the training phase, we conducted close tests on the

25 files used for training, and open tests on the 5 remaining files. In both tests, NPext
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Table 2: Probability of Ending an NP

a ng P vgn
0

a 0 0 0
ng || 0.57 [ 0.028 | 0.744 | 0.837
p 0 0 0 0
vgn 0 0 0 0

Table 3: Results for Candidate Boundaries

Close Test | Open Test

Correct | left 2717 494
No. right 2722 523
Wrong | left 4040 770
No. right 2882 510
NP No. 2723 555
Recall | left 99.7 89.1
% right 99.9 94.2
Precision | left 40.2 39.0
% right 48.6 50.6

first found the candidate boundaries of all NPs by marking left and right boundaries
independently, and subsequently, it obtained the final NPs through pairing the left

and right boundaries.

4.4.1 Finding Candidate Boundaries

When the probability is larger than a threshold, an appropriate boundary marker
is inserted. For instance, for the word pair 7 #p ‘at’ and #¥#& #ng ‘school’, if the
threshold is set to 0.4, ”[” will be inserted between % and ##, but not ”]”, since
P(NPgl|p,ng) is 0.728 which is larger than the threshold 0.4, and P(NPg|p,ng) is zero,
which is less than the threshold. Table 3 shows the results for candidate boundaries

when the threshold is set to zero.

4.4.2 Pairing Left /Right Boundaries

Since the statistical method only depends on statistical information, the marked

left /right boundary can be incorrect. Furthermore, there may be more left bound-
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Table 4: Recall After Pairing

Forward Backward
Combinations % %
left | right || close | open || close | open
ML ML 79.7 | 67.7 || 79.1 | 67.8
*MP | MP 81.9 | 69.4 || 81.8 | 69.1
ML MP 79.6 | 67.6 || 79.8 | 67.8
MP ML 80.7 | 69.1 || 80.6 | 68.7

aries marked than right boundaries, or the other way round. In order to get correct
maximal-length NPs, two methods, mazimal length (ML) and mazimal probability
(MP), were employed to pair the candidate left/right boundaries. The maximal prob-
ability method chooses the candidate boundary with the highest probability, while
the maximal length method selects the left and right pair with the maximal length.
For example, suppose that we have three left boundaries and two right boundaries
marked for a candidate NP, then we will choose the outmost boundaries as the left
and right boundaries, if we apply the maximal length method to both left and right
boundaries. But, if we use the maximal probability, then the boundaries with the
highest probability will be chosen as the left and right boundaries, respectively.

By varying the direction of pairing: forward and backward, and using different
combinations of the two methods: ML and MP, we had eight ways of pairing the left
and right boundaries. Tables 4 and 5, respectively, show the recall and precision of
the final maximal-length NPs, where the candidate boundary set was acquired with
a threshold of 0.1.2

- The comparison of the eight pairing strategies leads to the following conclu-

sions:

e There does not exist much difference between the two directions of pairing:
forward and backward, which means that, for Chinese, the characteristic of

starting an NP and ending an NP is almost the same.

ZNote that our precision and recall were calculated based on the definitions given in Chen and
Chen, [3] repeated below, where “a” represents the number of NPs marked by both NPext and the
human evaluator, “b” the number of NPs marked by NPext only, and “c” the number of NPs marked

by the human evaluator only.
Precision = a/(a+ b) * 100% (1)

Recall = af(a+c) * 100% (2)
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Table 5: Precision After Pairing

Forward Backward
Combinations % %
left | right || close | open || close | open
ML ML 77.1 | 68.9 || 77.3 | 70.3
MP MP 78.0 | 67.3 || 77.3 | 69.7
ML MP 76.9 | 68.8 || 77.2 | 70.3
*MP | ML 78.1 | 70.6 || 78.7 | 71.3
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Figure 1: Recall and Precision With Different Thresholds

e Table 4 suggests that the combination of maximal probability for both left and
right boundaries with the forward direction leads to the best recall, while Table
5 indicates that the combination of maximal probability for left boundary and
maximal length for right boundary with the backward direction gives us the

best precision; both are marked by ‘*’ in the tables.

We also calculated the precision and recall of the close and open tests with thresholds
varying from 0 to 1 for obtaining the candidate left and right boundaries. Figure 1
shows us the experimental results after pairing. We can see from Figure 1 that the

threshold of 0.1 gives us the best precision and recall for both close and open tests.
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Figure 2: Precision and Recall for Close Test

4.5 Experiment Evaluation

This is the first attempt to find maximal-length Chinese noun phrases using statistical
methods based on boundary probabilities. During the research, we found that the
best recall and precision for close test are 81.9% and 78.7%, and the best ones for
open test, 69.4% and 71.3%, as shown in Tables 4 and 5. Although the corpus size is
relatively small, our results are reliable. This is justified by further experiments with
varying training set. Results of these experiments show that the recall and precision
for both close and open tests stablized within the 25 training files. The recall and
precision for close tests emerged when the number of training files reached around 12,
as shown in Figure 2. Similarly, those for open test stablized at around 22 training
files, as shown in Figure 3.

Table 6 lists the distribution of the errors made by our NPext program. The
error types are explained below with examples except for the “others” category; the
errors in this type were mainly caused by wrong tags marked in the corpus and

wrongly marked boundaries for training.’

A: The correct analysis should be two consecutive NPs, i.e., NP1 and NP2, but

NPext combined them into one. Typical cases are the double subject and object

3We did not give the English translation for our examples, since it is not necessary to understand
the content of the sentences for making our point; simply checking the tags and subscripts of the
brackets is enough to verify our claims.
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Figure 3: Precision and Recall for Open Test

Table 6: Error Distribution

Error || NP missed || NP marked wrong
types | No.| % || No. %

A 60 | 13.3 || 30 4.16

B 91 | 20.1 || 186 25.76

C 87 | 19.3 || 205 28.4

D 10 | 22 | 10 1.39

E 9 | 20 9 1.38
Others || 195 | 43.1 | 282 39.1
Total | 358 | 100 || 722 100
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: This type involves sequences like “p” “vgn

constructions in Chinese. Below are two examples with the correct analysis

followed by the wrongly marked one.

Correct: [vp1 FHH #) 614 #ng| [vpe L# #vg WE #ng | X #a.

Wrong: [vp FMH # 611 #ng L8k #vg BE #1dg | KX #a.

Correct: ... % #vgn 7 #utl [np1 Bl #rn] [vp2 BA #vg B #usde BH #ng]
Wrong: ... % #vgn 7 #utl [vp Bl #rn A #vg 8 #usde B #ng]

The two NPs: NP1 and NP2 in the correct sentences above were wrongly merged

into one NP, as indicated by the bracketed NPs in the wrong sentences.

: This type is the opposite of type A, i.e., the correct analysis is one NP, but it

was marked as two NPs: NP1 and NP2.

Correct: ... 2 #vy [np HHE #vg B #vg B #usde X8 #ng — #mx F #ng].
Wrong: ... R #vy [vp1 BHE #vg B #vg B #usde X8 #ng] [vp2 — #mx
#F #ng].

Our program NPext incorrectly split the one NP in the correct sentence above

into two NPs: NP1 and NP2.

The correct analysis is an NP containing a relative clause (RC), but NPext split

it into a verb and an NP, so the result is a verb phrase (VP), not an NP.

Correct: ... 7 #pzal [yp[re WL #ng F #f B #vgn £R #ng MV #ng] #
#usde HE #ng Tok #ng] & #d F #vi BE #a -

Wrong: ... 7 #pzal Wik #ng 7 #{ [vp[v B #ven | [vp £F #ng B #ng #
#usde WFE #ng Tl #ng || & #d 7 #vi BHE #a

kN1

This type involves compounds and sequences like “vgn” “vgn” “ng”. The correct

boundary should be between “vgn” and “vgn” for the sentence below.

Correct: ... 3HE #ven [ % #ven # #ng 48 #vg F #x AHL #ng B #nvg |
Wrong: ... 5 #vgn W #vgn [ % #ng 48 H#vg F #x 48 #ng B #nvg |

? “ng”, and the correct boundary

should be between “p” and “vgn”, but NPext wrongly marked it between “vgn”

and “ng”. That is, the result should be P + NP, but it was marked as P + VP.

Correct: ... 5% #p [vp[rc BE #vgn H& #ng| B #usde X #ng] BK #vgo.
Wrong: ... M #p [vp[v BE #vgn| [vp HE #ng 8 #usde AR #ng]] HE #vgo.
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4.6 Discussion

By carefully examining the errors made by NPext, we see that most of them are
structurally ambiguous. Figure 4 shows the possible structures for the sequences in
(3) below, which are the possible sources for the error types mentioned earlier; note

that (3a) and (3b) cover the error types A and B, and (3c) corresponds to error type
C.

(3) = NNA b. VNN ¢ VNusdeN

Pattern (3a) has two possible structures (a) and (b) in Figure 4, (3b), (¢) and (d),
and (3c), (e) and (f). Note that (c) in Figure 4 is the double object configuration,
but (d) is the single object configuration. The tag usde in (e) and (f) is a relative
clause marker, or in general a modifier marker in Chinese. Structure (e) gives us an
NP with a relative clause, but (f), a VP. Thus, we see that the sequences in (3) are
ambiguous, but statistics-based approaches cannot differentiate them.

One of the reasons is that both structures for an ambiguous sequence are
equally plausible, so using statistical information the system or program will have an
equal chance in making wrong or correct prediction. For the sequence in (3c), the
situation is even worse. The statistical information prefers structure (f) in Figure 4,
since the probability for having a left boundary between a verb and an N is 0.723,
as shown in Table 1, but the probability for a right boundary between an N and a

usde is 0.005. Consequently, it is very unlikely for our statistics-based program to
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favor structure (e) in Figure 4. That is, for sequences like (3c), an analysis of an NP
with a relative clause is very unlikely. This is the reason why the C type error is
very high, as shown in Table 6. Even though one could collect statistical information
for more detailed tag classification, which may reflect semantic differences of some
syntactic categories, we see no easy and clear ways to collect statistical information
which could differentiate the structures of (e) and (f) in Figure 4 for sequence (3c).
Furthermore, although it is very difficult for a statistics-based parser to analyze
the “V N” sequence in (3c) as a relative clause, it is relatively easy for a rule-based
system to obtain that, since we can detect the patterns of relative clauses once a
‘usde’ is encountered. For instance, we can write a simple procedure to determine
whether the sequence in (3c) contains a relative clause by appealing to relative clause
rules or patterns.* The same conclusion can be applied to the sequence in (3b).
Hence statistics-based approaches are not adequate to make the necessary dis-
tinction, and some kind of rule-based approaches is necessary in extracting maximal-
length NPs in Chinese. Therefore, statistics-based approaches and rule-based ap-
proaches are complimentary, and should both be employed in parsing natural lan-

guages.

5 Conclusion

In this paper, we have proposed a simple statistics-based maximal-length NP extrac-
tor for Chinese. Our experiments showed that statistics-based approaches were not
adequate for maximal-length NP extraction in Chinese, since the best recall is 69.4%
and the best precision, 71.3% for open tests. Therefore, it is not enough to have just
the part-of-speech information and the probabilities of beginning an NP and ending
an NP for NP extraction. Rule-based patterns, syntactic and semantic information
should also be utilized in resolving structural ambiguities for the sequences of tags
such as those, as listed in (3), which are the most problematic cases in NP extraction
for Chinese, and thus a combination of statistics and rules and patterns should fare

better than approaches which only employ one of them.

“Here, we ignore the possibility that rule-based approaches need to check semantic factors to
decide whether a relative clause analysis is feasible. But it suffices to say that statistics-based
approaches do not have any advantage over rule-based approaches on this matter.

150



Acknowledgement

The work reported in this paper is partially supported by the Hong Kong Research
Grant Council under the 1994/95 Earmarked Grant for Research Initiative (RGC Ref

no. CUHK 258/94E).

The Part of Speech of Chinese Used by the

A

System
nf 5359
ng Bl 1A
Vg —zhid
vga R
va, Byzhis
vh Zhia“4”
b R B0iA
mf 30
mo  FE“E”
qng  ABEE”
gnf  BIEED
qvn  HBIHER
p rif)
d Bid
cps  HEMT
uszh “Z”
ussu  “Fr”
utg ‘A
0 E gL
k E%
X Hih
References

npf
%
VEO
Vgs
Ve

Vv

mb
qni
gqnm
gnt
rn
pba
cf
chc
ussi
ussb

upb

xch

A%
B i
FHE
e
B
F. KiEE
R
g
A
EEA

i gi0pc gl
LSkl LRwil
i (%)
EIE
A+-ATIANEE [A)
“q g
-

e

Y id]

R
e

npu

vgn
vgd

vi

HiAE%

Kb BFiE
T
e
HEhiE
yiZgh
(053 8]
HE
AR
AEE
HEET
HiARE
B (i, ™)
S
GIERL
g

wp

"

“A

Briagi%
fEiFRiE
g

npr

vgv
Vel
vy

mg
mh
qnk
qnv
qvp
rd
pzal
cpc
usde

usdf

utz

hn

HARTAR
Zhif “2”
i
Hrig “”
Tk EIA
AEET
THEER
BT
#
FES
gy

@y

gy
EiA
BIAE
JE

[1] Bai, Shuan-Hu. (1992) Studies and implementation of probability-based auto-

University, Beijing, China (in Chinese).

151

matic part-of-speech tagging for Chinese corpora. Master’s report, Tsinghua



2]

3]

[4]

[10]

[11]

[12]

[13]

Bourigault, Didier. (1992) Surface grammatical analysis for the extraction of
terminological noun phrases. In Proceedings of COLING-92, pages 977-981,

Nantes, France.

Chen, Kuang-hua and Hsin-Hsi Chen. (1994) Extracting noun phrases from

large-scale texts: A hybrid approach and its automatic evaluation.

Church, K. (1988) A stochastic parts program and noun phrasé parser for un-
restricted text. In Second Conference on Applied Natural Language Processing,

pages 136-143. Association of Computational Linguistics, Austin, Texas.

Church, K. and P. Hanks (1989) Word association norms, mutual information,

and lexicography. Computational Linguistics, 16(1):22-29.

Church, K. and W. Gale, et al. (1989) Parsing, word associations and typical
predicate-argument relations. In Proceedings of the 1989 DARPA Speech and
Natural Language Workshop.

van der Eijk, P. (1993) Aﬁtomating the acquisition of bilingual terminology. In
Proceedings of FACL’93, Utrecht, the Netherlands.

Feng, Zhiwei. (1988) The complex feature in the description of Chinese sentences.
Chinese Information Processing, 4(3):20-29 (in Chinese).

Garside, Poger and Geoffrey Leech. (1985) A probabilistic parser. In Proceedings
of Second Conference of the European Chapter of the ACL, pages 166-170.

Magerman, D. and M. Marcus. (1990) Parsing a natural language using mu-
tual information statistics. In Proceedings of the 28th National Conference on
Artificial Intelligence.

Rausch, Norrback, and Svensson. (1992) Excerpering av nominalfraser ur

lopande text. Ms., Stockholms Universiet, Institutionen for linfvistik.

Salton, Gerard and Maria Smith. (1989) On the application of syntactic method-

ologies in automatic text analysis. ACM.

Sampson, Jeofray. (1995) English for the Computer: The SUSANNE Corpus and
Analytic Scheme. Oxford University Press, Oxford, UK.

152



[14]

[15]

Sheridan, Paraic and Alan F. Smeaton. (1992) The application of morpho-
syntactic language processing to effective phrase matching. Information Pro-

cessing and Management, 28(3).

Voutilainen, Atro. (1993) NPtool: a detector of English noun phrases. In Proceed-
ings of Workshop on Very Large Corpora: Academic and Industrial Perspectives,
pages 48-57.

Yu, S. W. (1992) The design of modern Chinese grammatical electronic dictio-
nary. In Proceedings of the International Conference on Chinese Information

Processing (in Chinese).

153



THEORETICAL AND EFFECTIVE COMPLEXITY
IN NATURAL LANGUAGE PROCESSING

Jean-Yves MORIN

Al Program

Department of Linguistics and Translation
University of Montreal
P.OB. 6128, Station "Centre Ville"
Montreal (Quebec)
H3C 317
CANADA

FAX: (1-514) 343-2284
email: morinjy@iro.umontreal.ca

Abstract
In this paper, we first review some theoretical complexity results relevant to NLP and
we show both their interest and inherent limitations. We then argue for a notion of
effective complexity and, we try to identify effective sources of complexity and
sources of determinism in patural language processing. Finally, we show how the
former can be tamed by using the latter in order to guarantee effectiveness of

language computations.

Theoretical complexity

In the last few years, there has been some interest in applying the techniques of
algorithmics, and especially complexity theory (CT) in order to characterize the
computational properties of modern grammatical formalisms: LFG (Berwick, 1982),
GPSG (Barton, 1985), Barton et al., 1987), Ristad, 1986a, b, ¢, d, 1990b), 2-level
morphology (Barton, 1986, Barton et al., 1987), prosodic morpho(phono)logy
(Ristad, 1990a, 1994), etc.

Here is a summary of some the results of this "language complexity game," as Ristad,

1993) has called it.
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(1) The UNIVERSAL RECOGNITION PROBLEM (URP)! for lexical
functional grammars (Bresnan, 1983 ed.) is NP-hard (Berwick, 1982),
Barton et al., 1987, ch. 4).

(2) URP for two-level morphology (Karttunen, 1983), Koskenniem,
1983) is NP-cbmplete (Barton, 1986), Barton et al., 1987, ch. 5).2

(3) URP for ID/LP grammars is NP-cornplete (Barton, 1985), Barton et
al., 1987,ch. 7).

(4) URP for unordered CFGs is NP-complete (Barton et al., 1987,
appendix A).

(5) URP for classical GPSG (Gazdar et al., 1985) is EXP-POLY-hard
(Barton et al., 1987, ch. 8), Ristad, 1986a, b, c, d, 1990b).

(6) URP for R-GPSG is NP-complete (Barton et al., 1987, ch. 9), Ristad,
1990b).3 |

(7) The problem of morpheme sequence generation and morpheme

sequence recognition for prosodic morphology ("prosodic composition”

1 Barton et al. (1987) contrast the FIXED RECOGNITION PROBLEM (FRP) and the UNIVERSAL
RECOGNITION PROBLEM (URP). They consider URP to be more representative. In the case of FRP,
the language is fixed and the grammar does not constitute a parameter of the problem. In the case of
URP, the grammar is a parameter of the problem. They argue that grammars should constitute a
parameter, because of their importance.

2 Koskenniemi & Church (1988)

3 R-GPSG (for Revised GPSQ@) is a restricted version of GPSG characterized by limitations on almost
all components: limitations on the depth of syntactic categories (unit feature closure: category-valued
feature can take only atom-valued features as value), limitations on the length of ID-rules, limitations

on the interaction of metarules (unit closure), simple defaults replacing both (FCRs and FSDs) and

limitations on UIPs (especially the Head Feature Convention).
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and "prosodic recognition” , in Ristad's terminology) are NP-complete

(Ristad, 1990a, 1994) 4

But, the applicability of these results is fairly limited for many reasons.

(A)  Coarseness of CT. Complexity theory gives us only a very coarse--
grained classification of the complexity (or cost) of computational problems in terms
of bounds (orders of complexity) in the worst-case : O(higher bound), Q (lower
bound) and ® (both higher and lower bound). It would be more useful to have a fine-
gfained characterization of problems for example, in terms of average (or most
frequent) case(s), but such a characterization is not (yet) available.’

(B)  Descriptive complexity. In the case of natural language computations,
descriptive complexity (the complexity of grammars) seems much more important

than algorithmic complexity (the complexity of the algorithms using them).6 There

4 These problems are defined in the following way by Ristad (1994):
"The Morpheme Composition Problem for prosodic morphology ("Prosodic Compositioﬁ") is to decide
whether the phonological correlates of a given set of morphemes can be composed into an executable
phonological structure, according to a given morphological dictionary”. (Ristad (1994: 193) V
"Therefore, the Possible Word Problem for prosodic morphology ("Prosodic Recognition”) is to decide
whether a given sequence of phonemes is subsumed by the phonetic correlate of some combination of
the morphemes listed in the morphological dictionary of a particular human language". (Ristad, 1994:
196)
On prosodic morphology, see, for instance, McCarthy (1981) or McCarthy & Prince (1990).
5 Perrault (1984) had ah;eady made this point. An analysis of overall cost (or even redeemable cost),
taking into account possible optimizations of complex but frequent cases (precompilétion,
memoization) might also be interesting.

6 For example, given a O(IGI2 * n3) bound (which is the actual bound for Earley's algorithm) in any
parser with substantial coverage, the size of the grammar |G| can easily be larger than 106 symbols

(recall that in CFG-based algorithms, the lexicon must be entirely spelled out, with all inflectional and
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have been many interesting developments in the field of descriptive (or Kolmogorov)
complexity recently.” But, to our knowledge, application of Kolmogorov complexity
or related approaches to natural language computations (as opposed to formal
languages)® has been fairly limited.9 The reasons for this should be obvious.
Descriptive (Kolmogorov) complexity deals with the shortest possible descriptions of -
objects.l0 In the case of natural language, it is very hard, if not impossible, to prove

that something is the shortest possible description, even for a single phenomenon.11

(C)  Most of the results_concern grammatical formalisms.
Partiality of grammatical formalisms. It should be obvious that any grammatical
formalism is partial, in the sense that it will always be possible to write grammars in

a formalism which are not possible grammars of human languages. Trivially,l2 this

derivational morphology expanded) will almost always dominate the n3 factor, except for large values
of n (n = 100) seldom if ever encountered in practice.

7 Cf. Kolmogoroy (1965), Solomonoff (1964), Chaitin (1987) for classical works and Li & Vitanyi
(1993) or Watanabe (1992 ed.) for arich sample of recent developments.

8 Cf. Li& Vité.nyi (1993) and Boekee et al. (1982).

9 Cf. Rissanen & Ristad (1994) for an application of the MDL (minimum description length) principle
to the acquisition of metrical phonology.

10 Furthermore, the theory of descriptive complexity makes use of sophisticated mathematical tools
with which most linguists (including fhe present author) are not thoroughly familiar.

11 1f one were to adopt a principle-and-parameters approach, ﬁhen it might be possiblg to define the
shortest description of a given vector of binary parameters. The problem with this kind of appfoach is
that a lot is hidden in the interpretation of the parameters and this would have to be spelled out in order

for Kolmogorov complexity to be applicable.
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can be done for any grammar G by reducing its lexical component to only one lexical
form f, and then associating with this form all the lexical types {ti, t, ..., tn} defined
by the original grammar: f € {t, tp, ..., tm} thus creating a one-word, perfectly

ambiguous grammar, where all sentences are strings of f's.

(D)  The results concerning grammatical formalisms are essentially
negative.
It has been shown, for example, that the URP (universal recognition problem) is NP-
hard for classical LFG (lexical functional grammar) and EXP-POLY-hard for
classical GPSG (Barton et al., 1987), thus showing that these two formalisnis are

potentially intractable (i.e., not inherently efficient, qua formalisms).

(E) * The reductions used in these demonstrations are not perfectly faithful.
@) They are not always spelled out rigorously in full detail.13
(i)  They are based on artificially constructed data, which could
never appear in actual natural languages or descriptions thereof.14
(i)  They make crucial use of empty categories.!>
(iv)  They deal only with abstract grammar formalisms and do not

take into account substantive constraints, which effective grammars also respect.

12 Assuming, uncontroversially, that any grammatical formalism will allow lexical information to be
represented in some way, relating some representation of form (phonological, graphemic, etc.) with
grammatical information.

13 Manaster-Ramer (1994) makes much the same point.

14 1t could even be argued that the fact that such data present difficulties for a given formalism is a
quality, not a defect.

15 Which, it should be noted, are not an essential component of LFG, GPSG or HPSG, as opposed to

GB.
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Nonetheless, the mere fact that such reductions are possible within a grammatical
formalism is indicative. It allows us to discover that some constraints (substantive or
formal) are implicitly respected by effective descriptions but are not explicitly stated
either as part of the formalism itself or as substantive constraints attached to it. For
instance, for GPSG (Gazdar et al., 1985) and HPSG (Pollard & Sag, 1994), one can
mention:

(a) the implicit limitation on the length of (the right-hand side of) ID-rules
(GPSG) or ID-schema (HPSG);

(b) - functiénal constraints on the contents of ID-rules or ID-schemal6

" (¢) endocentricity of ID-rules or ID-schemal?

(d)  dispensability of empty categories!8
Empty categories are not an essential component of information-based grammatical
theories (as opposed to configurational theories, like GB). In information-based
grammatical theories, global dependencies are linked to lexical expectations, which
do mot have to be computed but just searched. A trace empty node, which can be
hypothesized just about anywhere in GB, corresponds to an element of a SUBCAT
list, which is part of stored lexical entries and reduced only by actually occuring
elements (complements, or fillers).

(e) universal projection of lexical information
The universal projection of lexical information states that all lexical categories are

projected, not only major categories (but minor categories do not have autonomous

16 Daughter nodes in ID-constraints (rules or schema) are typed (e.g. lexical, head, complement,
adjunct, filler, etc.)
17 Although this is not much of a constraint by itself, as Kornai & Pullum (1990) have demonstrated

for all versions of X-bar theory, it is sufficient to exclude some perverse use of ID-rules.

18 Cf. Pollard & Sag (1994, ch.9). ;
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projections).1? This simply captures the intuition that all lexical items in a string carry
grammatical information, i.e., there are no useless words. It also avoids projection
paradoxes (i.e. is a noun phrase an NP or a DP?) and the proliferation of functional
projections, characteristic of GB approaches (where distinct information has to

correspond to distinct nodes), with all the empty nodes they presuppose.

19 That is, the projection of a minor category must be unified with that of a major category. For
instance, in a sequence DET(erminer) QUANT(ifier) CL ASS(ifier) N, all four categories have a
projection DETP, QUANTP, CLASSP and NP, but only NP is autonomous. Therefore, there is only one
NP node holding the grammatical information of all four projections :

DETP = QUANTP = CLASSP = NP.

Cf. Morin (1989).
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® off-line parsability (or bounded projection.)
Off-line parsability (Kaplan & Bresnan, 1983) excludes non branching cyclic
derivations, which could lead to undecidability. A grammar is off-line paréable if it
does not allow derivations of the form: A =" A =" a (or, in terms of parse trees,
cyclic trees of the form: [4 ... [a @] ... ], where ... contains only further brackets.) If .
such derivations (or parse trees) were allowed, the same string  could be assigned an
infinite number of structures and parse trees could be infinitely deep for a given
string.20
A grammar obeys bounded projection if and only if :
@) any local tree admitted by the grammar is either a projection (i.e., [xi... X! ...]
), an adjunction (i.e., [ o B] ) or a coordination (i.e., [y & a7 ... 0] ) tree,
(ii) projections are bounded: there is a maximal value (2 in our model) of max for
any projection Xmax) and
(iii) it does not allow empty categories.
This constraint is much stronger than OLP, it thus also guarantees decidability.
Also, on the positive side, CT results help us identify some aspects of grammatical
formalisms (e.g., empty catégories, empty derivations) as potentially problematic.
Empty categories allow a coniplex hypothesis space to grow indefinitely,

independently of the length of the input. Empty derivations allow derivation trees to

20 Shieber gives a formal definition of OLP, which is more general than‘the traditional LFG C(aplan
.& Bresnan, 1983: 266) one, while being applicable to abstract constraint-based grammars (where,
informally, tree-nodes are labeled by trees). v/ <0> is, informally, the label of the root of tree T and p
is a monotonic weakening function (like subsomption).

"Definition 57 A grammar G is off-line parsable if and only if there exists a finite-ranged function p on
models such that po(M) = M for all M and there are no parse trees t admitted by G such that p(t / <0>)
= p(t'/ <0>), for some 7' a sub-parse tree of ¢ with identical yield". (ShieBer, 1992: 81)

Haas (1989) defines a constraint of depth-boundedness, which is stronger than OLP, but weaker than

bounded projection.
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grow indefinitely, independently of the length of the input. Moreovef, it encourages
us to consider natural language computations at a more abstract level than the usual
algorithmic level, in Marr's (1980) terminology, namely the computational level,
where problems are defined purely in terms of input and output, independently of the
specific algorithms and data structures used.

There are also some results, concerning specific language computation problems,
which purport to be defined more or less independently of any given formalism.

(I) URP for agreement grammars (simple grammars embodying both
agreement and lexical ambiguity) is NP-complete (Barton et al., 1987, ch. 3, Ristad &
Berwick, 1989).

(II) The anaphora resolution problem is NP-complete (Ristad, 1993).

These reductions seem to suggest that natural language computaﬁons are inherently
NP-complete. How can we explain then (unless P = N P) that actual language
processing by humans is normally quite efficient? One would have to resort to
mysterious performance factors which would not degrade performance (like the more
usilal performance limitations), but, on the contrary, improve it, acting as they would

as oracles or accelerators 21

21 Ag a matter of fact, Ristad's position on this problem is not very clear (as Manaster-Ramer (1994)
also notes in his review of Ristad, 1993). On the one hand, he virulently attacks the traditional
competence-performance distinction, while, on the other hand, he uses something quite similar to
account for the fact that natural language computations are not intractable, after all. A much simpler
way out would be to assume that humans do not use only linguistic knowledge in language

computations, but other sources of information, which act as sources of determinism, counteracting the

sources of complexity present in natural languages.
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Effective complexity

A different (but complementary) approach to the study of complexity tries to identifyv
inherent sources of complexity in natural languages, as opposed to sources of
complexity which are simply artifacts of the particular formalisms used.

It also tries to identify means to effectively cope with complexity problems and to -
reduce the disastrous effects of such complex computations by insulating them in
precisely defined locations to avoid complex interaction dependencies, or by
identifying sources of determinism that effectively constrain natural language

computations.

Sources of grammatical complexity??

We can identify many inherent sources of grammatical complexity in natural
languages.

First, there is lexical complexity.

The number of lexical items in any wide-coverage model is quite large (= 10®, where
4 < n =< 6, using conservative estimates). The information associated with each of
these items is complex.23 Furthermore, lexical items can be ambiguous, the same
form being associated with many types.2* The structure of the lexicon itself can also
be quite complex (with defaults, simple or multiple inheritance, lexical types, lexical

rules, etc.). But an interesting feature of lexical information is that most of it can be

22 There is no room here to discuss semantic and pragmatic complexity.

23 Inan explicit (but purely linguistic) lexicon, like the DEC for French, (Mel'cuk et al., 1984-...), for
example, each lexical entry corresponds to pages of (fairly succinctly coded) information.

24 Here, we use the word 'type' in an informal sense, to refer to any particular combination of

_grammatical information.
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precompiled and stored.25 Thus, at runtime, lexical retrieval can produce, in linear
time, all the types associated with a given form. If a form is ambiguous, a disjunctive
type will be retrieved.

Then, there is syntactic complexity.

At the level of phrase structure, any natural language exhibits a large number of
grammatical constructions (local trees, in an information-based framework), with
many possible values for each of the constituents (nodes in the local tree) of any
construction. There is also phrase structure ambiguity: active ambiguity (many
possible constituents fora given type of object) and passive ambiguity (many possible
types of which a given type can be a constituent).

At the relational level, there are grammatical, thematic and rhematic relations, as well

as binding relations (global dependencies, control, rection, anaphora, etc.).

Sources of determinism: natural partitions

If all these sources of complexity could interact freely, and thus combine
multiplicatively, language computations would obviously be intractable. But, we
would like to suggest that there are also inherent sources of determinism in natural

languages, which make it possible to partition the space of objects and constraints in

25 Most of it, but not all of it. For mildly inflected languages, like the Romance languages, storing
precompiled inflected forms seems to be feasible and could result in an order of magnitude increase of
the size of the lexicon. (We can mention that, at the end of the nineteenth century, Bescherelle hand-
co?npiled all the inflected forms of some 8000 French verbs, resulting in a two volume dictionary of
verbal forms.) Recall that most of the space in the lexicon is used for grammatical information, not for
forms, and inflected forms share most of this information. For highly inflected languages, (like Latin,
Russian, Basque, Finnish, etc.), precompilation of forms does not look like such a good idea, but
precompilation of morphological processes could reduce on-line cor;lputaﬁons to very simple

(deterministic) processes.
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such a way that many of these sources of complexity could combine additively
instead of multiplicatively.

Lexical objects and syntactic constraints

A first kind of partition, already implicit in traditional conceptions of language, is the
partition of linguistic entities into lexical objects (stored im the lexicon) and
grammatical constraints (represented in the grammar). In practical terms, since
lexical objects are, for the most part, precompiled, this suggests a partition of parsing,
for example, in two distinct phases.
First, lexical initialiézation (retrieving all stored lexical information for all the
segments of a string w = Wy W2 ... Wy
lex(w) = lex(wy) lex(wn) ... lex(wm)
and then parsing proper (applying gramma’riéal constraints to find an analysis for w).
parse(lex(wj) lex(wy) ... lex(wy)) = o
Many parsing algorithms (including bottom-up filtering (Blache, 1990, Blache &
Morin, 1990)) use such a partition.26 Such a partition is useful inasmuch as lexical
information is stored, and not computed. Even if a lot of ambiguous or disjunctive
information is retrieved in this phase, it does not involve any computations.
Therefore, trying to disambiguate at this point would simply reduce the size of the
lex(w;) 's, potentially removing information which will have to be recovered at a later

point. It is just not worth the effort.2?

26 I exical initialization could even be done in parallel, since lexical access for a form is completely
independent of lexical access for the other forms. Cf. Sabot (1988) for the details of such a proposal.

27 On the other hand, in some cases like speech recognition, or for languages like Chinese (where
words are not separated in writing) or like Basque or Finnish (where morphological computations are
needed), it might be the case that the lexical initialization part should itself be further decomposed. Cf.
Gan (1994) for an interesting integrated model of word segmentation in written Chinese, where,

instead of predefined partitions like the ones we are suggesting, partitions are defined on-line, by

taking into account the "computational temperature of the system". When computational temperature is
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Phrase structure constraints and functional constraints

Another type of partition, which is implicit in work inspired by LFG (Bresnan, 1983
ed.), or by GPSG (Gazdar et al., 1985), but much less sd in HPSG (Pollard & Sag,
1994), is the one between phrase structure and functional constraints.

Maxwell & Kaplan (1993) discuss the interface between these two types of
constraints, which have very different computational properties, CFG-phrase structure
parsing being polynomial in the size of the input string, while known general
~ constraint satisfaction algorithms are exponential in the size of the constraint system.
They show that simpie composition or simple interleaving (on-line pruning of phrasal
edges not satisfying a set of functional constraints in an active chart) are both
exponential in the worst case, while non interleaved pruning (caching the constraint
solutions on each edge) is polynomial but involves a lot of copying overhead. What
they suggest instead is factored extraction:‘extract'mg a concise set of functional
constraints from the active chart and passing them to a constraint solver. First, a chart
is built, based only on the context-free backbone grammar. Then a set of constraints is
recursively extracted (starting at the root node) and combined conjunctively (except
for ambiguous nodes, where they are combined disjunctively) and reduced using
various classical techniques.

But what makes the strategy particularly interesting is that it uses specific linguistic
knowledge in the reduction phase. Since heads and their projections share all
constraints (this is itself a constraint, expressed in LFG by the equation 1 = |), head
constraints are substituted for their projections. Therefore, in the case of ambiguous

constituents with the same head, the disjunction can be reduced to only the constraints
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coming from the effective differences.2® This is a special case of what we call
propagation constraints below.

Further partitions of PS-constraints

Immediate dominance and linear precedence constraints
Phrase structure constraints can themselves be further partitioned. A natural dividing
line is between ID and LP constraints. Again, ID-rules or schema could be used
directly to parse input and LP constraints to filter ungrammatical combinations. A
variant of this general strategy, bottom-up filtering (Blache, 1990, Blache & Morin,
1990), precompiles LP relations in exclusion tables that act as prefilters on ID-rules.

Decomposition, adjunction and coordination constraints
It is a well-known fact that adjunction (and coordination which is just a particular
kind of adjunction with tighter constraints) enormously complicate the search space
of a parser. It might be interesting to separate the straight decomposition rules with
lexical heads from both of these types. D-rules constrain the obligatory unification of
minor category phrasal projections with permissible (and accessible) major category
phrasal projections and the attachment of subcategorized complements. A-rules and
C-rules constrain adjunction and coordination of lexical or phrasal categories. We can
then have a partition of the parse function where we first do strict decomposition :

4

decomposition(lex(wj) lex(wy) ... lex(wy,)) = g

high, anything goes, so to speak, and low-level constraints are applied, more or less at random. When
computational temperature cools down and some structures have crystallized, only high-level
constraints are applicable, if this does not work, temperature goes up again and so on, so forth.

28 They also discuss the necessity of moving some functional constraints into the context-free part in
order for factored extractipn to be efficient, since their strategy is very sensitive to the specific form ot

the grammar used, as demonstrated in their experiments. Propagation constraints are more general

(and, hopefully, robust) in that respect.
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and then apply adjunction and coordination in an interleaved manner, but only if
needed.2?

adjunction-coordination(o’) = (o}
In other words, only D-rules are always active (and their applicability is bound by the
number and nature of lexical foms lex(w;) in the representation to be parsed. A-rules
and C-rules are only activated when no more D-rules are applicable and there are still
unattached constituents. C-rules also need the presence of specific markers. In that
way, adjunction-coordination never interferes with decomposition and the
composition of décomposition and adjunction-coordination is additive, not
multiplicative.
An interesting feature of D-rules is that they only need to refer to coarse- or medium-
grained grammatical information : parts of speech, projection level, functional
constraints (SUBCAT, SPEC-OF, ADJUNCT-OF, etc.) and all this information is
directly accessible in lexical entries and does not have to be computed.
Furthermore, once we adopt the hypothesis of universal projection of lexical
information and bounded projection, it becomes possible, to strictly bound the
number n of possible nodes in a parse tree given a sequence of i lexical forms (n < 3i)
(n = 2i for decomposition nodes and n < i-1 nodes for adjunction-coordination nodes).
Of course, this presupposes that global dependencies are never expressed through

empty categories.

Propagation constraints and coherence constraints

Fine-grained grammatical information is treated only in propagation and coherence

constraints.

29 Adjunction is needed only if a constituent is intrinsically an adjunct (e.g. a clitic, a sentential Comp,
etc.) or is left unattached by decomposition (e.g. a2 non selected PP, an appositive NP, etc.).
Coordination is needed only if a conjunction is detected (some constituent must also have been left

unattached, since this is a special case of adjunction).

|
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Propagation constraints apply to local trees. They guarantee that some types of
information are propagated from daughters to mother (and vice-versa) in a local tree
(but never between siblings). Given type abstraction over objects and grammatical
information, they have the following form:

k(8(x)) = k(&)
where T is a local tree,

d, &' are abstract types of nodes (e.g. MOTHER, DAUGHTER, FILLER-
DAUGHTER, etc.) and

K is an abstract category type (a path in more traditional terminology).30
For example:

HM(T)) = H(HD(z)) |
The head (H) value of the mother (M) is identical with the head value of the head
(HD).

MINORM(T)) 2 MINOR(LEXD(t))
The MINOR value of the mother is an extension of the MINOR value of the lexical
daughters (LEXD).
Coherence constraints, on the other hand, guarantee that every node in the final
product is coherently labeled. Coherence constraints correspond more or less to FCRs
in GPSG. They have the following form.

a D B
where a and § are elementary constraints on categories (disjunctive and negative
combinations are excluded, but conjunctive and doubly implicative combinations are
allowed, since they are deterministic).
For example:3!

[LEVEL : phrasal] o

30 In our approach, paths are invisible. They are named by abstract types. So, changes in the

representation do not affect access to proper values.

31 These rules are part of our description of quantified NP's in Chinese (Morin & Ren, 1992).
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(ICLASS: ] < [QUANT : B])

A (phrasal) object is classified if and only if it is quantified.

It should be noted that propagation constraints and coherence constraints not need

not take into account the origin of the relevant grammatical information.32 Constraints

can thus be applied blindly and locally again reducing non determinism. Furthermore,
coherence constraints never instantiate anything, they just check their input and filter

it out if they are not satisfied (unless we allow constraint relaxation). There is no free

instanciation, any value appearing in a structure is entirely constraineci, either by

lexical or by grammatical constraints.33

Conclusion

In this paper, we have discussed some notions of complexity and some sources of
effective complexity in natural language processing. We tried to show that, once
certain hypotheses are adopted, sources of determinism in natural languages become
apparent, and it is possible to use these results to partition the space of grammatical

and lexical constraints in such a way as to guarantee efficient parsing.
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In segmentation of Chinese, two competing approaches have been often used
separately: the rule-based approach and the statistical approach. Each approach
has its advantages and disadvantages. In this paper we describe a hybrid
approach which unifies them in a single flexible segmentation process in which
items stored in the dictionary or identified by heuristic rules are assigned a
default probability. By varying the default probability value, the hybrid
approach can cover a wide range of approaches from the purely statistical one to
the purely rule-based one. Our experiments on two torpora show that by a
proper setting of the default probability, the hybrid approach gives much better
results than statistical or rule-based approaches alone. A text retrieval system is
then adapted to the segmented Chinese texts. Preliminary results of the retrieval

system are reported.

1. Introduction

Natural language processing is an important issue in many areas such as Information
Retrieval (IR). IR systems for Indo-European languages are widely used in libraries,
information centers and increasingly across the information web in computer networks. An
IR system aims to select the texts from a corpus which are relevant to a given query [1].
Typically, a system determines the relevant documents according to the frequency of
occurrences of the words of the query within the documents and the corpus. In Indo-
European languages, the identification of words is a trivial task, but in Chinese, it is
difficult because there is no separation between words in Chinese texts. Thus traditional
approaches for IR cannot be directly applied to Chinese.

One might think that, as there is no available separation of words in Chinese, text
retrieval can operate on a character string basis. This approach has been used in some
experimental systems for Japanese text retrieval [2, 3] for which the same problem is

encountered as for Chinese texts. However, this approach would lead to a great deal of
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incorrect matching between queries and documents due to the almost free combination of
characters in sentences. To take an example, if one wants to retrieve documents about 5 %
(recognition), then it is possible to find a document containing the sentence 4ibiAH 3
B3 A (he knows other people) by the character-based approach. In addition, character-
based retrieval would lead to an explosion of index file size due to the great number of
character combinations as searching keys.

We believe that Chinese text retrieval should operate on segmented texts in order to
gain efficiency and quality in the retrieval operation. Moreover, this approach can benefit
much from the development of information retrieval for Indo-European languages.

The process of segmentation has been the subject of much intensive research in the
area of computer-based analysis of Chinese for the past decade. These approaches may be
classified into two main groups: the rule- and dictionary-based approach and the statistical
approach. Approaches in the first group rely on knowledge defined by human experts
(dictionary and heuristic rules) in segmentation. These approaches only make use of general
knowledge on Chinese words: the words included in the dictionary are often the most usual
ones, and the heuristic rules correspond to common word structures. On the other hand,
approaches of the second group use specific statistical information about the corpus or
application area. These two approaches have often been used separately in automatic
segmentation processes, except in a few ones such as [4]. This does not correspond to the
human segmentation process in which both general knowledge and specific information are
used.

In this paper, we describe a hybrid approach for segmentation of Chinese which
uses dictionary, heuristic morphological rules and statistical information in a single process.
The basic idea is to consider general knowledge as background knowledge, and to place
specific statistical information in front of it. This idea is achieved simply by assigning a
default probability to items stored in the dictionary or identified by the heuristic rules.

This approach has a high flexibility: By varying the default probability value, the
hybrid approach can cover a wide range of approaches from the purely statistical approach
to the purely rule-based approach.

" We tested our approach with two corpora: We have shown that for both corpora, the
hybrid approach yields better results than the two competing approaches alone. We further
adapted a general IR system, SMART, to our segmented Chinese texts. The performance of
the IR system for Chinese is evaluated with respect to different segmentation approaches. It

is shown that the segmentation quality has a great impact on the retrieval quality.

2. Statistical approach vs. Rule- and dictionary-based approach

Dictionary-based approaches [5-14] operate according to a very simple concept: a correct
segmentation result should consist of legitimate words (in a restrictive sense, those in a
dictionary). In general, however, several legitimate word sequences may be obtained from a

Chinese sentence. The maximum-matching (or longest matching) algorithm is often used
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then to select the word sequence which contains the longest (or equivalently, the fewest)
words. This algorithm may be described as follows:

An input character string is compared with the contents of the dictionary so that all
sequences of characters constituting recognized lexical items can be highlighted. Words are
linked from beginning to end of the input string, with several candidate word chains being
proposed. Among all possible word chains, the one with the fewest and thus the longest
words is considered to be the best segmentation.

The above approach is often extended by a set of heuristic morphological rules [7]: a
character string which is not stored in the dictionary, but may be derived from the rules, is
also a possible word candidate. Typically, heuristic rules are set for identifying words
having some common structures such as affix structure (XA {t. - popularize) or nominal
pre-determiner structure (—J -~ A - hundred people).

Rule- and dictionary-based approaches have the advantage of being simple, general
and often efficient: The heuristic knowledge built into the system corresponds closely to
knowledge about linguistic phenomena occurring in Chinese words and this knowledge is
represented in a straightforward way, allowing human experts to verify its correctness. It
has been shown that a simple rule-based approach may often achieve a performance
comparable to that of a sophisticated statistical approach.

However, a prerequisite for high-quality results in rule- and dictionary-based
segmentation is a dictionary which is complete. It is unrealistic to suppose that a truly
complete Chinese dictionary will be available because of the enormous size such a potential
dictionary would imply, its domain dependency (certain strings may be words in some
domains while not in others), and the fact that new words are constantly being produced
(the creative aspect of language).

Although the maximum-matching algorithm may solve the major part of
segmentation ambiguity, several possible segmentation results may still remain because they
have equal lengths. To solve the remaining ambiguity, it has often been suggested that
syntactic, semantic, or even pragmatic analysis should be used [6]. In practice, however,
we do not have enough knowledge for the last two analyses to be feasible at the present
time. Even for the syntactic analysis, although one succeeded in analyzing the core part of
Chinese syntax [15], it still seems to lack of syntactic rules in Chinese that have a good
coverage and are as rigorous as in Indo-European languages. In IR context, especially, as
texts may be written in different styles and concern various areas, this solution is difficult to
materialize now. Instead of using sophisticated linguistic analyses, we suggest to use
statistical information as an alternative solution.

Statistical approaches [16-21] do not need pre-established dictionary and rules. They
rely on statistical information such as word and character (co-)occurrence frequencies in the
text which may be obtained automatically from training data set manually. One of the

advantages of statistical approaches is their capacity to cope with the particularities of
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application areas through the statistical information. The simplest statistical approach is as
follows:

Given a manually segmented training document set, the probability of a character
string § to be a word is calculated as follows:

number of occurrences of S being segmented as a word in the training set

p(S) =
number of occurrences of S in the training set

Given an input string to be segmented, the best solution is composed of a sequerce of
potential words S; such that IT; p(S,) is the highest.

Many statistical approaches make use of more complex, typically first-order
Markov, models. Although statistical approaches avoid the tedious task of establishing a
dictionary and heuristic rules, they require a great deal of manually segmented texts to train
the model. The training data are also difficult to set up (often not much easier than setting up
a dictionary). Moreover, inconsistency is often unavoidable and difficult to check in manual
segmentation, affecting the reliability of the statistical information obtained. In addition, the
acquisition of statistical information is not cumulative. Probabilities need to be revised
constantly. From this point of view, there is no clear advantage for statistical approaches on
data preparation.

Through the above analysis, we can see that rule- and dictionary based approaches
and statistical approaches have quite complementary properties: The former is general but
application-insensitive; the latter is specific but the statistical information cannot be
generalized. It is natural then to suggest a hybrid approach which combines them in a single
approach in order to compensate the drawbacks of each approach with the advantages of the
other. '

Hybrid approaches have been used by a few researchers. Fan and Tsai 4], for
example, describe a statistical approach which incorporates a dictionary. The probability of
a dictionary entry is first assumed to be 1, then revised by a relaxation process using
statistical information. However, the relaxation process will not apply to the words on
which there is no statistical information, that is, the relaxation process may have a poor
coverage. If uncovered words‘appear, the segmentation accuracy may be serio‘ﬁsly affected.
In our hybrid approach,ka default probability much lower than 1 is assigned manually to all
the lexical items in the dictionary. We do not have the problem of poor coverage. If
statistical information is also available, it can be integrated readily with human established

dictionary.
3. A hybrid segmentation approach

From a cognitive point of view, statistical data provide a sort of short term knowledge about
the application context, whereas the vocabulary stored in a dictionary may be seen as long

term knowledge generally accepted by people. When people segment Chinese texts, both

178



types of knowledge are used: Usually, a correct segmentation may be determined
unambiguously by cutting the sentence into usual legitimate words. In some circumstances,
however, unusual words or new words may be used. In this case, people usually look into
the context (or application area) in order to determine whether an unusual or new string may
be a word. Although in human examination of context, syntactic, semantic and pragmatic
analyses may be appealed, statistical information about the utilization of words (in the same
area) also provide useful indication. This latter information can be incorporated into a
computer-based analysis. Our hybrid segmentation process works in a similar way:

A dictionary is used asa repository of background knowledge. Each entry in the
dictionary is assigned a default probability. If statistical data are available, we can also
establish a statistical dictionary which consists of a set of potential words together with their
probability to be valid words in the given corpus. The two dictionaries can then be merged

together in a statistical segmentation process such that both kinds of information are used.

Merging dictionary with statistic information

Although statistical approaches and rule-based approaches have often been seen as
two competing ones, they are indeed compatible. In fact, a rule-based approach using
longest-matching algorithm may also be seen as a special case of statistical segmentation:
each potential word in the input string which is stored in the dictionary or derived from a
heuristic rule, is assigned an equal probability (less than 1). Then the maximum-matching
algorithm is equivalent to a statistical approach which chooses the segmentation result of the
highest probability. For example, for the phrase H#E X %2 (Chinese literature), there may
be the following segmentation possibilities according to the dictionary:

TE XF
FE X 5
F EX

FE X

FEH X Z ,

If each potential word is assigned equal probability values p (<1), then the first
segmentation which contains the fewest words will have the highest probability p?. The
other possible results will have lower probabilities (p3 or p#). This result is the same as with

¥

g

2y
s,

i

the maximum-matching algorithm.

The rule- and dictionary-based approach being seen as a special statistical approach,
it is then possible to combine them in a single hybrid segmentation process. In such a
hybrid approach, if statistical information about a dictionary item is available, it is used in
priority; otherwise, the default probability is assigned to that item. By varying the default
probability value, we can change the relative importance of the statistical information and the
dictionary. When the default probability value isset to 0, the hybrid approach will not take
into account the words stored in the dictionary. Consequently, the hybrid approach becomes
a purely statistical approach. On the other hand, when the default probability value is very
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high (near 1, but <1), the hybrid approach will consider almost exclusively the words
stored in the dictionary. Thus we obtain the rule-based approach in this case. We see that
the hybrid approach can cover a wide range of approaches from the purely statistical

approach to the purely rule-based approach, as illustrated by the following figure:

statistical rule-based
e
approach approach

hybrid
approach

Figure 1. Comparison of the three approaches

In rule-based approaches, if a character is not grouped with its neighboring
characters, that individual character is usually considered to be a word. In fact, a single
character has much less chance to be a word than a compound string included in a
dictienary, as noted by Bai {22]. Bai labels a single character not in the dictionary as a
“semi-word” in order to distinguish it from a word in the dictionary. In his approach, the
latter is used in preference to the former. In our approach, we apply the same principle: a
single character is assigned the probability p/2 where p is the default probability assigned to
dictionary items.

Heuristic rules

Apart from the dictionary, a set of heuristic rules is also incorporated into our
segmentation process in order to identify and segment words which follow some rules (for
example, numbers and dates). In this paper we only deal with the following two groups of
morphological rules. More discussion about heuristic rules may be found in [7].

Nominal pre-determiner structure

Words corresponding to this structure frequently occur in Chinese, for example, |
(every week), X —ME] (this time). In order to establish a set of heuristic rules for this

structure, we first define the following categories of single characters:

- determiners: X (this), I (thar) . (this) & (this) H (its, his, her)
5 (each) & (every) & (some) B (first) ...
- ordinal-number markers: ¥ (number)
- cardinal numbers: 2 (zero) — (one) & (one) — (two) R (two)
+ (ten) B (hundred) F (half) ...
- classifiers:  Bf (class) 3 (band) 4. (bag) ¥ (cup) 3 (generation) 2 (book)
4 (group) 1% (time) B (layer) 4 (year) B (month) H (day)...
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The following rules cover a major part of the words in this structure (where [...]

indicates optional status and [...]" an optional arbitrary repetition):

ordinal cardinal [classifier] — pre-det B8 (first week) £ ( second)

determiner [cardinal]” classifier — pre-det X —[al (this time) 82 (every layer)

cardinal [classifier] — pre-det +—(eleven) —HI—(in 199])
—H & (hundred books)

Apart from these general rules, some special cases are also considered. For example, some
determiners (&, B ) cannot be followed by an ordinal as in §—{&, & —*#, but can be
followed by a classifier suck as B & (first time), &4 (each group).

Affix structure
In our segmentation, for a word to be considered as having an internal affix
structure, both of the following conditions should be true:

1. The first (last) character should be a possible prefix (suffix). For example:

prefix: A (big) s (small) 5. (general) g (vice) ...

suffix: A (person) {7 (plural mark) #¢ (right) € (association) 4.(-ize/-ization), ...
2. The remaining characters should form a known word.

Most internal affix structures fit these conditions. However, the second condition is not
always true. For example the string . H22 8 (vice general manager) cannot be identified
to be a single word having a duplicated prefix structure g + &, + £ due to the second
condition. The setting of this condition is to prevent classifying some strings incorrectly as a
word such as for the string ¥ AN (protect human rights). Without the second
condition, this string may be identified as a single word formed from the word 3" by
adding two successive suffixes A and #, which may mean "the rights of protectors". This
latter case occurs more frequently in our corpora than the former. Thus we keep the
condition for a practical reason. However, we are aware that this condition should be

replaced later by other more refined conditions.
4, Implementation

In order to give a more thorough view of our system, we describe several implementation

details in this section.
Dictionary organization

Both manual dictionary and statistical information are stored in a run-time dictionary.

In order to increase efficiency in dictionary look-up, this dictionary is organized as an open
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hash table. The first Chinese character C; (2 bytes) of a word is used to calculate a unique
location Hash(C, ) in the hash table. Each location in the hash table points to a list of words
starting by the character. The following figure shows a fragment of the run-time dictionary
(where i is the hash address for A and i+1 for &, i.e. Hash(A) =i and Hash(Z) = i+1;
and the real number are probabilities of the words):

i A 4l AR (0852 | Ja| ABE|10 | dw| A+ | 0895
i+1) B 1 mE 0852 | el BUURE |10 | o

Figure 2. Organization of the run-time dictionary

Our manual dictionary contains over 91 000 entries. A few thousand new words are
identified in the statistical information. These new words are mainly names of non-Chinese
people and countries, or words that can be identified by heuristic rules and are not included

in the manual dictionary.

The organization of the segmentation process
The segmentation process is similar to a purely statistical approach. Given an input

string to be segmented, the following two main sub-processes arc applied to it:

1. Dictionary look-up:
This sub-process associates to each character in the input string a list of the
candidate words, together with their probability, which are substrings of the
input string starting from this position.

2. Find the best combination of the candidate words:
This sub-process combines the word candidates to cover the entire input

string and chooses those combinations that have the highest probability.

The first sub-process is quite straightforward. The complexity of the algorithm is mainly

determined by the combination procedure. The following recursive algorithm is used:
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Procedure best-combine(C,...C,C
/* Cy..CCopy
1. For each word candidate C,...C; at the beginning:

i+1"'Cn);
..C,, is the input string */

a) find the set of the best combinations for the remaining string
Ci+1...Cn:
R := best-combine(C

b) for each S in R:

- combine the word candidate C,...C; with S,

-Cp),

i+1°

- assign the probability p(Cy...C*p(Sy) to the segmentation
starting by the word C,...C; followed by Sy;
2. Return the set of combinations covering the string that have the highest
probability together with that probability.

We give some examples to illustrate the segmentation process. These examples show the
actual process of the hybrid segmentation with the default probability set to 0.001.

Example 1: XeftfniEmE

1. After the dictionary look-up, the following word candidates, together with their
probability, are associated to each character in the strin g:
K4 1.000000, k 0.016073

2 0.029028

#i% 0.955782, #t 0.001081

¥ 0.001000, ¥ 0.000500

#FW 0.001000, 1 0.944933

;  WFE 1.000000, i 0.000500

£: # 0.001000

W:  WHE 0936073, 1 0.023973

B: H 0.000500

X RH DA

2. The combination procedure is applied recursively to the input string such that word
sequences are built from end to beginning. For the substring H, there is only one
possibility with probability = 0.005. For the substring ¥ H, two combinations are

possible:
ME 0936073
m H 0.000013

Only the best one (3§ H) is used for further combination with characters before it. So for
the substring $3i H, the only retained.combination is # IfH. For the substring
X1 H, we have again two possibilities, but only i¥#F JiH will be retained. This

combination process is to be applied until the first character of the input string has been

combined. Finally, the following correct segmentation is chosen as the best result:
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e X fo WE TE
which is of the highest probability.

We notice that although there are several combinations for the substring
HWRRE G fr WE, #t W WE, 1 X #) that would all remain as
possible solutions in a rule-based approach, our hybrid segmentation is able to determine
the correct one using the statistical information: #1iX #1 X#. This example shows the
contribution of statistical information.

Example 2: 1993fE8H17H §47/233 2
In our implementation, special attention has been paid to the determination of complex pre-
determiner strings that contain Chinese and ASCII characters as in this example. A string of
ASCII numbers (and some other kinds of special strings) is considered as an inseparable
token.

After the dictionary look-up, the following word candidates are associated:

1993: 19934 0.001000, 1993 0.001000

. 4 0.683775

8: 8H 0.001000, 8 0.001000

H: H 0935073

17: 178 0.001000, 17 0.001000

H: H 0.767800

B $4772338 0.001000, § 0.533917

47/233: 47/2333 0.001000, 47/233 0.001000

2: 5 0.869823

$#H: $® 0955782, $t 0.001081

W: ¥ 0.000500
The candidate words 19934, 8H, 17H, ¥47/233%, 47/233%5 are all identified as pre-
determiner structures. They are assigned the default probability.

Finally, the selected result is the following:

19934F 8F 17H 472338 g

5. Experiments

We tested our hybrid approach on two corpora, both from the United Nations. We
segmented both corpora manually. Automatic segmentation results are compared with the
manual one to evaluate their accuracy. Each corpus is splitinto a training set and a test set.
The training set has been used to calculate the probability for potential words (see section 2

for the calculation). The characteristics of the corpora are highlighted in the following table:
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Corpora | Size (Kbyte) | training set test set
Corpus 1 164 149 15
Corpus 2 1270 1247 272

Table 1. Characteristics of the corpora

Different default probability values have been used in the hybrid segmentation. The
following table shows the number of errors using the hybrid approach to segment the
training set and the test set of corpus 1 (similar observations have been obtained on Corpus
2):

default probability No. of errors in No. of errors in

p for items from | segmenting training |segmenting test set

manual dictionary | set (34433 words) (3487 words)
0 52 1346
0.00001 50 272
0.0005 50 105
0.001 50 104
0.005 62 103
0.01 73 101
0.02 106 109
0.05 152 105
0.1 196 103
0.2 292 99
0.3 381 112
0.4 479 133
0.5 552 142
0.9999 3405 324

Table 2. Influence of the default probability in the hybrid segmentation

We can see in this table that both competing approaches alone do not yield satisfactory
results, either for the training set or for the test set. In the case of the pure statistical
segmentation (p=0), the segmentation of the training set is very good. This is reasonable
because the approach is trained by the same data. When the approach is appliéd to the test
data, however, we observed a high ratio of error (38.6%). This is mainly because the
training data do not completely cover the test set. This observation is consistent with the
remark we made earlier that for a statistical approach to yield good results, it is essential that
the training data has a good coverage of the application area.

On the other hand, in the case of the purely dictionary- and rule-based approach
(p=1), the error ratio is almost the same for the training data and test data. The segmentation
accuracy is around 90%. In comparison with the other reports of near 99% of accuracy
using such an approach, we note that in our corpora, there are quite a number of names of
non-Chinese people or countries. Our current segmentation does not incorporate rules for
the detection of such names. This subject has been investigated in some other studies, for

example [23].
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In the case of truly hybrid approach (when the default probability is between 0 and 1
exclusively), better results are obtained. The best results correspond to the setting of the
default probability between 0.001 and 0.1. In some cases (between 0.00001 and 0.001),
we even observed a performance on the training data better than the purely statistical
approach.

The following graph shows the variation of segmentation accuracy of the hybrid
approach on the test data in both corpora. The default probability value varies from O to near
1. We can draw the conclusion that the hybrid approach is significantly better than the two
competing approaches alone. When the default probability is set between 0.001 and 0.1, we

obtain the best results for both corpora about 97% accurate).

100

accuracy

50

0.00001
0.01
0.02 1
0.05

0.1

default probability for dictionary entries

Figure 3. Segmentation accuracy for different approaches

6. Application to Text Retrieval

The problém of Chinese text retrieval has been investigated in [24, 25]. However, These
studies mainly concerns the segmentation of Chinese texts rather than their retrieval. To our
knowledge, there is no general IR System built for Chinese texts until now.

In this study, we try to build a complete IR system for Chinese texts. Note that
when Chinese texts have been segmented, traditional IR approaches may be adapted to their
retrieval. This is the approach we took: we adapted the SMART [26] system in our
implementation. SMART is a text retrieval system developed in Cornell University. This
system compasses a variety of tools for text tokenizing, word statistic measuring, and query

evaluation.

Implementation
The application of SMART to index and retrieve segmented Chinese texts may seem
to be easy and direct. However, as SMART is designed for English texts, it does not deal
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with non-ASCII characters such as Chinese characters. To adapt it to Chinese texts, two
solutions are possible:

1. extend the character set considered by SMART to cover non-ASCII characters;

2. encode Chinese texts by ASCII characters.

In our current implementation, the second solution is used. Chinese characters are encoded
in HZ format in which each Chinese character is encoded by two ASCII characters. A
Chinese character string is delimited within ~ { and ~} in order to make difference from
ordinary (non quoted) ASCII characters. For example, the following string

SMART {FERFEFHR
is encoded in HZ as the ASCII string: SMART ~{PEQ” <1KwO5M3~}.

The problem with the encoded HZ texts is that Chinese characters are often encoded
by symbols such as punctuation markers (7, !, . %, ...). As SMART checks for tokens
according to English writing, Chinese characters are often incorrectly cut in the direct
application. To solve this problem, we modified the SMART tokenizing program in order to
deactivate the original tokenizing process and replace it with a new one which keeps the
delimited Chinese codes together.

In indexing, SMART ignores the words which are considered as common-words. A
list, called stop-list, of such words is set up for English. We enhanced the English stop-list
by about 300 common Chinese words. These words are often adverbs and prepositions that
are not important for IR purposes. We also included in the stop-list the Chinese symbols

such as punctuation markers. Here are some items included in the stop-list:

KE, i, %, W, E I, A, f8 A 1, ®, BRIE 1

The indexing process of SMART may now be applied to the Chinese texts (documents and

queries) in order to extract important keywords from them.

Experiments

The adapted retrieval system has been verified by using the test set of Corpus 2. The
test data are composed of 797 relatively independent paragraphs. We consider each
paragraph as an independent document in our experiments. A set of 10 queries in Chinese in
the domain of the these documents has been set up and manually evaluated by examining
through the documents. The query evaluation of the system is compared with the manual
evaluation in order to evaluate the system’s performance in terms of precision and recall

defined as follows:

the number of relevant document retrieved

recall =
the number of relevant documents in the corpus

the number of relevant document retrieved

precision =
the number of document retrieved
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We applied the modified SMART system to the results of three different
segmentation process: the purely statistical approach, the purely rule-based approach and the
hybrid approach with default probability = 0.001. For document indexing, we used #*idf
scheme for keyword weighting [1]. Queries are evaluated using a simple Boolean retrieval
method.

The following figure shows the variation of the precision ratio over the recall ratio

for the three segmentation approaches.

statistic
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0.5 ¢+
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0.3 1
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0.1 +
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0.2 4
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0.3 4
0.35 -+
0.4 L
0.6 +
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0.7 1
0.75 4+
0.8 1
0.85 |
0.9 4
0.95 1|

Figure 4. Evaluation of the retrieval performance

It can be seen that the hybrid segmentation leads to the best retrieval performance. This may
be seen more clearly in the following table in which we give the average precision of the
retrieval with respect to the three segmentation processes. The average precision is the
common measure used for IR systems which is the average of precision ratios when the
recall ratio = 0%, 5%, 10%, 15%, 20%, ..., 100% respectively. The following table shows

the comparison of the system’s performance with respect to the segmentation processes.

Segmehtation approach | Average precision
statistical 56.79
hybrid (p = 0.001) 68.24
rule/dictionary-based 62.86

Table 3. Retrieval performance
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We can compare this table with Figure 3 and see that the retrieval performance is strongly
consistent with that of the segmentation. The same ranking is maintained for both
segmentation and retrieval: the hybrid approach, the rule- and dictionary-based approach,
and finally the statistic approach. This leads to the conclusion that Chinese texts should be
segmented with a high quality segmentation process if one expects a high retrieval

performance.
7. Future work

In this paper, we described a hybrid segmentation approach which makes use of both
human-defined knowledge and statistical information. In comparison with other
segmentation approaches, this approach is marked by its high flexibility: it can cover both
the statistical approach and the rule-based approach by varying the default probability
assigned to manually established lexical items. The hybrid framework allows us to see that
statistical information and man-defined lexical knowledge represent two extreme cases in
segmentation, but they are not incompatible, thus can be combine in a single process.

We also tried to adapt a general information retrieval system, SMART, to retrieve
segmented Chinese texts. Our adaptation shows the feasibility of using IR systems designed
for Indo-European 1anguéges to Chinese.

As one of the subjects for our future work, we plan to enhance our segmentation
process by incorporating more heuristic rules, in particular, for dealing with proper names.
In a previous work, we investigated this subject [27] but it has not been integrated into the
present implementation.

On Chinese text retrieval, there is a lot to be done. In an attempt to obtain better
recall we will investigate the application of word stemming to Chinese words in such a way
that comparison becomes possible between % 4 and & A& tt, HA% and HAH). This goal
may be achieved by considering heuristic morphological rules as for segmentation.
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PIEBRBNFRBARTASLE  REAR TS E&£FEF AL ZE FFLIE LK —
BEFRAEMAMRAFE T BRAX G ENRREFTLARL —RIHHIEFTR
FOHERT e gLl A AT IR ETFOsH o A —BH %
REHN c AERWMOBRNAREY "4, FHE > BALFTHEAAA
ey Th | FOEEILEAANLEBER TS L &AL AR
PR ETFRFGBERA > BREFALRRAORIER I o
REREFFEITOARRLRE ZEZRAEFARBFNER - (E1F R AT G
FFAHRGTEME s MEREFTHRE o F —BRRFRZTH EMAFER
MERRTHMBAATIREL (2) | — AKX P XA THELEY
)N BHE R R EAETORETF S AP X BREGIERS 0 A
XEFRAFEEARNAES EERGXENERTFTHELE BEfMEmTHA
BETREGEARE - ATHRBG T EPEIFERMBEBA T XL ERHIFEs
% o
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3. BHRFETEA

XFEBTOREIAG - EPNXFFLANEFOELT > ARTHMNAGE
RO XFREENFNE  AEHRET AT ARHERARRET R 4
AREAHSEAREIETXPHXF > #HAWBFHERE » AXTRESFE
TH#EFe9MA ( lexical association ) » 773§ lexical association &
—HREAAFFORARAERY I RRRFTFOEST > FELREETFRFANGF
TR E L —AEFERE S |1 ¢ lexical association #91FR > M EimIEEEAE
EHLTAREA - L ZARGF c BRFPREZTFHALTREL —FF
Mﬁﬂ’ﬁ¢ék% AAEFXBERGFFHTARABLAR G F R > i
BABAIGELHRRBAT > EREAMTAEAXERTET T SRR BR > i
EMRABATRARBRFRBEWRAMAR > A§HER AR EF
X EPTHBAERAGREXOHREREE o FBHAPXHERATF
HERTASHENF > ARABRL —HAOBFRET » WEGERBGE
FEmETHIXERES o
BT REH I oAHARRAL > RARMAAFNERTHOEEHTABZT IR
A AR KB B 0 AT T RAFRAR T EAE R GG - KNXE
49 % —# partial parsing #BA KA HZHEFAREBETHRERRANRG > &
FERBRGRE R ARMPTHRI 5 7 ik 2 RHKE THRX o fEy
WX LREZMNAES T HAOHFE (3) (4) BHFIRHEHER o sBRES
A THEL N-gram model 6585 » & N=3 BB AL ERAMFH Rk
X o B4 N-gram model Bﬂﬁﬁiﬁi‘__x%xat—ﬁ‘w’“fﬁ Fl & st X #
REFZMER  BERERXFIOHERT » ZRXUEEALEHA > Amidsi
METHABEFT AR ER IR R ZR UEEA R ZHGFHRN o £
(5) ¥HEREAAAMER R =B CER X BBE7 XU ELEE » Rk
BEFHM o PRI XA R R RAT KR ISR T FAX A T REAA
Beytadrm R L AR AKRE > ER AR T FOELETHERS » HEH
R e MAE ; ArhiRz % > T — % BAH G485 R EE L& H B 6918
Vo BRFEIGRBAHNFANLENRELZIBL  ANRRELH RN R
B o B THRAFTFETHERAGEHLEEIRSG » KNLEATR LS A F X
B B HEHFAMNINFE A N ARALERSEESL FH A ENH
REBEEK o WEXN ST ERS ﬁy”t,)l./ﬁ%’éﬂﬁ)"ﬁﬁ & Tl ¥
Questions set » H IR EFBE T4  ZEIHATAGBETLEEREN =
ERATREBTHELZRIAMYETH > HEFEF TEAMEH LA S EHMNE
KRBT F AT » B RN EER T4 A 69 Questions £AF B A S%AMBE R
BAr P aydEAe T A FHEEMEITAM S EAY s BRRANFLEY
WRIEF B TERGERFATHRNASAEEBEETHEGELKRE - &
ERR a8 re s XN FHENAEMFA Questions set PEFE R FH 24
Question > r‘F’j- HAH > RBEBEAROHE -5 NEIL o 2B XEFFHO#
HEXELEASETERLHMA Greedy algorithm » 4 Z 64 H BT IE B 3% A
Gini criterion (6] ° Z2AFH e BHREBOELE RE YK LN H
BRF TR NEBEMNA Z 21649 Question &4 > TIRA A KM F AR
E 3, N-gram model > 5 %M N-gram model ToyAHFREHTEELLSLRE

227



THROBASE WLEERABEE LSRRI ABEHREE R L Ty EHH
/§ s EEREETHEA T TARES AR REAZNEAGEH EERIAEL
BFAMWEMANERLT » RRRBALE —BRBUYER o

4. FRERAHR

ERRMNANBERIEROFREREN > FAEGEROAENEFEB T8
SBFEBFE S ZFE  W@FHNRLFE WAL RNENRAARA
WEKHTH > BEBENEEFHNS 3D Ba o FEMNSE 260 B 0 FEYGE 400
B o piHMX BB mEEEEE (7) % ¥R AT "5, F£
11400 & > mAH EF#e "5 ) F£ 12200 § » KM EREHHAR
12200 & 6984 o R EETH S KT | F—F L HFHEH Ty T FEAT
TTELTM I BFEGI AR FNHRAER FEEA - LR Rk —T
FHHRETHINOAL 3000 d "5, FEFEERTE 8% » X BH
MAFHRATAEEMERAGADRE Y ZALEAFSHEERENT > o
"H7 ) AFMAAERAZFET » Bl R RN GRIBEFE F % Fr L A
%%Ehﬁ%ﬁﬁﬂ MFEERPREFMR R FESRRESBH T4, FabK
BERA Wl AT E SR "f*%z—’r B 0 RAGKATER BRI E A
#5%% (8] £+ 0 2o, 11 5iLE > 54 39 ZAAXHEEHE » 44
20 AKX A7 o AR TAT B AT Question AEBLHFAMEEFERAE
Ay i~ TEARENER  HFEERIW T &) FHEF
EATE>S "2, ~ "#, & "H, AREEEF > nBFRAEFOE
—mEE e FH TR O NEAF  LANATEREEGE - 0E TE
FH B O EAR AAEFTEARLARG T AR FFEATRABAE
BEE o ERBEMX ) P B L2 F BBkl
o

R T TiAEREREGTFETHEIN PR ETREAMFLERZLE > 4
AFPERREAHNIAHORE  AERGEEEIAELREEHETHARERX
%éi%ﬁﬂﬁ%$ﬁ¥ A AR ETRAMFIN YRR EAZNG S
80% » 2*AmEd lexical association PRIFFGYLEREERFTIRS S 85%
Ao

5 - \QJD: F%

FHEINWEERHZIEORAGEH T TUARELEA —BERARGR L SERHHE
245 1300 MAARBFTR M40l BFRAFHT HEFMEURFTLFLER
Ao EERGEFTFEFTHAGMATAZE T Moy — KRRt o AXATREH
R EFEINT ERECTHBAELPREBSRARARE > hTHRER
FEREETAREER NS 85% BIGAKFRIERG TH 206 AL o L ¥ Fay
AR ARG HNRE > REARSHTRALAE TRAZBENFRANRL ; &
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R AT EEREBEAN s THAALCE ST FTORAERMMYETLRE
THRE o
*X%%hfﬁ%%ﬁiﬁﬁﬁﬁﬁﬁﬁ\%M&mﬁﬁ%i$$ 5 S
BRAREMAFYRETFT  BFRBERIAEGTRE»#He T —HFA, X "T—
A5 BHEREEABRNEAAROETREARYBTFRE

BHX B EEHRAMEESL LIEL '%%Haaﬁfﬂ&%$ﬂﬁ%h
FEATQBE L HEB T ERAEFRAFH IS RES c LAHRBEXE
1 TR RATHARRAE T i Lodds T iaEsh o

(1) ik ARMLHEN > " PXETGmEFERFR, o ;

(2] K.J.Chen, S.H.Liu, L.P. Chang and Y.H. Chin, ’° A Practical
Tagger for Chinese Corpora ’’, ROCLING 1994, pp.111-126.

(3] Michelle Wang and Julia Hirschberg, '’ Automatic Classification
of Intonational Phrase Boundaries ’’, Computer Speech and Language
1992 vol.6, pp.175-196.

(4) VW.J.wang, N.Campbell, N.Iwahashi and Y.Sagisaka, ” Tree-based
Unit Selection for English Speech Synthesis ”, ICASSP 1993, pp. 191-
194.

(5] ExX4 > BB "RFEABIWERZTFRE > ERSEHFRT A
kL o :

(6] L.Breiman, J.H.Friedman, R.A.Olsen and C.J.Stone,
Classification And Regression Trees ”, Monterey. CA: Wadsworth, 1984.
(7] F&e: > T4z R%E> r‘?5(5(’]%ﬂ“ﬁii$§iiﬁiﬂ§5§éﬁ——JLfFji??
1 > RBIETEHFR > AR E o

(8) &&F#H > "FXXHABEFARFRIARERA,, » BaRBALHEL
WX o
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-2 TR, Feya B EE

& A BRALEH EFTAHF B | ETAHFOE
BT 1133 0 1133
BZ 91 89 2
-3 124 124 0
- 769 756 | 13
- TS 10 0 10
-T2 228 13 215
- 301G R AT 7 0 7
Y- 41 40 1
BT 97 11 86
w168 X 4% 316 6 310

Ro~ERAoEBHEAS TE ) FEHGY

EHAE AHH TR E A £
4R 62.18% 80%
iﬂdi&g‘g 6260% 79175% J
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3109,1891

#O~#115%

4397 @ 123,698

o AN, 2wk

Z #0~#117

R/ ik R

E #2,#4,#117

Pk

B —~ 2R TEE
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ACELPA A Bz X ) 8EL T
BHEALZEARAXE

r

XFE O RBE > EKY
BRI RE BRI EZHF RN
chwul@server?2.iie.ncku.edu.tw

i &

EARHX P &ﬁﬂ#%&%% EHEFTHEBEELT M
FAEBZ2ALEHR R dmETERLZIRAS  FH 8+ —@wkd
EF¥|AEA AREAHRAOEAREFY T SARNZ 1 8 Y
—HFREERFENRY > HREEEZ T EAHMASH > A E X
GMEEFTHR ARG EAFFTAOARBREY R -—HEW

BEFHFAAEEHEAELOAE - 4 KMNRET -2HAF
MAEEAERAEN T E > BREFAERAHCELPEFTEAE T X
B R E LA 2@ 20 BRRXXZTIFAZE AFHTH
Az @m&s 96.6% mAARE TG ForAaFR"T . AL
gt T 84.4% -

— %%

—RAR B FERNFTRAERET AR | F—ANEELINT
RREAGZETRERFALKE TR FRAGKA X - g BAKE
ARG BEEE O MEWMBEPT B —AFEFEASTANABEMK
EFEERI BERZIESTS %éﬁé%\ﬁﬂ\%%%%i’ﬁ%&
MAEVEXGHETERAGKZIFT o 5 —HEFFTEATA  TAHELR
EEAOREBELAAARAANGERACERZY  AABREALAZTITARE
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AHRAERBRAXGHHROEZET LR LRAZLT AR mAAX
Z 5 (pitch) ~ F#&k(duration) ~ ¥ 3% (energy) ~ %4 (pause) & 4
A(intonation) ¥ HHMM o E—MBEAAF RO RREREG > 42
MEZRBREME DN TREAEEX BRRAKEEREAL KX
ARXFARIXOMETARRABALRAEARFT X °

B BERABEMBFTTUAS AZME > FEK %4 (Vaveforn
coding) » 4% % #4 (Parameter coding) ZRA X %A (Hybrid
coding) o A B HF X > fﬂiz@mé%ﬁi (Time domain) » 4m
DM ~ DPCM ~ ADM & ADPCM % » R RAWREEHRHEZ TR » TR
EAARSFTHENZET EREZER - SHEBITALBAABARL (
Frequency domain) » A A B A A S M A& A# > 4w Linear
Prediction Coding (LPC) % » 8 R T A AL S RE X » 12743

N FHEABRTF B%ﬁéfjé RAEXNGHARS S LaRiEF EHEE -
42 Multi Pulse Excited Coding (MPE) % Code Excited
Linear Prediction Coding (CELP) % o

A XMBEFEO XL gMBEFT AL £ E2AA 408 BEZEZTFH
B A (tone) 1L > AKX ANEZTEAREL  AAAKMTEALK
BT 1410 EhAMEFOABET (SwHFREHE) > HRAHKEE
LHFAMNETHABLN (CELP) 3 RGE2RAELAGARFTHLAR T H
M BMAZBEARGHARESXESE LRGEETiE 3.3 o

BEETLARAEAL  BFRAKMAMKI LB (Rule-based) Xk
F’ﬁﬂ4ﬂ?ﬁ]%i%§éﬁ 2l ERXLERIALIESIHARENZTTEH » &

—HFEFTERLEARYIE AAXABXT > AMET -FRER
(Bayeslan Network) BELHHER » HEZEZZTHHMmASH » K
%"ﬁi@iﬁji"’ﬁm'ftzﬁﬂf% o BEAAEBEAHEBT T ORE YA
Aoy H BRPk# (excitation pulse) ﬁuyl\vﬁl’fé s A Em B s
MREFEFEZHEAR S RM o
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-~ A % E B

AALREAEHENEL  WwB(—) v RMN&KEETdHH
A 1410 EERZBELTH > A0 TORREAGEL  HFREAX
11.025k ey B EHE R FBHEBEFT T HHFHFTERINIREL
20 A F > mBBEFEHRAEFRELE 0.27 mse #HFME 1410 B
BE45#Hit® CELP B3 8BEMARE $BEILFEBEARLKS
REALEHEF o Z4 AMNBETHOFFHTY (final) > A
B BARE (pitch position) » ABRBIEFAELRE » EH 3
AHTFAEAETHET o

\ﬁﬁ

\“"

#5141018 H
HEEE

B (—) REXEGRBALAHEZ AR

AXRBAIGLEERATE RMUETH AT GHRHEEF
R wE v E 4 BEFTEH > ML R BRI &8 K-
means AR BT B Bk ER ARG T R AR ST K
Ao AH RO FREFOEL 2% THAGKTHEANLALRAY
zZR ABE(Z) o
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A IR BT
o i
"

B(=) %BHGEHFEATHRE LA

RAEAGHERE %ﬁl(ﬂ)mf’i%ﬁﬁ@T:

X G oW AR R ST R O X 6 F P AT E E R M E
I R EERSFHEEM S ULRE 4 ER RSB F
g Edrh RESESFHFRGETHE
EAEAMLAARS RE-RHERN o ARESE -FRKARK
RH RN FAHALAB R S T8 T KARBEESEEEN
Boey R OB S # o

BEAEXHE S  REFEALEAALAZZERHBETARSEE
TR B o
VEETALARE AR A S HETER (CELP) FF 6 M BH
FAEEOESERSFEBBERETERE S o
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TNy
BRIREIAL 3
[ E E 8 3 [ F R MEE H

[ EBEEE S j]< J| EHE ML |

B (=) Xa#MELT LKA

HEXOHr MO FTRB B (@) FF o F— 85 KREHF (
Word Identification ) c T EHMKE STk FHI L ERETZE
c N B EAREREAE AN G BEFERLEBE FKRE
PETL I E o REHALRTRZEFA AL BH TSI

A BRYEORMERE R LS R HEBETLEURMNABZTLLEY
ﬁﬁ,uﬁﬁ~%£§%x@ﬂﬁ%%’im% A — 2 5k Bl R o A
X oM T ELEEAE bR T AL AN T o AR GKALF L
AW BRO-EHBEONL S AAEE —HHe T H o

BTAXMB R EREET LAY RYEEELT 4 MR
S—EAAMETFR RO R& TEABTXFRAHERATEARL
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() X & a4 R

BHET  BRE O RERREFRARE ANAHFTERORTF
RERLIEMOR TR BEAZKLFTORTARLF > ERAGLG T
EABREFR > BB IZHRSEFAZLER AR TR TABLHE > Rk

THEEFHEREEFT RN AERMOHEETRETY  HALRFRY
BECAEZTHEAEA T I ZAFR=HFFHF W EAFFeEL 5
— A r’_-J > r;f:_l o B3R o

W o~ FEHAER A

$4.1 #k~FFABHEGRAE
TEERGTERERBEER L EAHEALSAREANBER

BEmARAE T LrAHREELBUVERBLARLEGAE LA £ X

Ko BBAALREANBIENRE  EMNOAEZHAHG L

FARYFEERTR P RE TR ZABIESOREF F > 3P o

-
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TAHAE—MBEREL A2408B A5 — B FE(frane) » LR E&F
ey LPC 2% > i E3EE (Cepstrun) #E - HEFHNABRIE
AT EZEEEREEEIORET KA RBEFEEMEFTE
MERAMRIDORBEIE ERTABIE ) §RMNFEAEFT R
EHBEETREE ALY RE RMK%(Excitation Impulse) £ » # 4
EEERRBEE RAEGRFELT > AR (£) o

—/J s,-—|\ j SJL
S0 ST
¥ &
TS (S Se] (S]]
et

(2 ) B ARMBHERBENBIEARLE T K

i

REAELEZHOAEL A EBHGHARALHEEZTABRE-—EEEHET
ToZABRHANRETHEARASEAARZE ) EETAEREE AN
TR CRAHT ANHLEARBAREMTRAAFHEREE » W
2 (—) mw e

1% T 53R ’ ; ° ? !

4 eF M {480ms (500ms [520ms |[540ms [560ms

2 (- ) B FHEasrEr M A

EHATH  RBEATHRIAGERGT R T ERAFROAE .
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(1 ) BBANKAGHE XYHEBFE-FR  BHFAARTRE
BRBA-BANTEEEMR > MAFEHRSE HAKTE
BRaeERFZ o

(2) 9RZHRFT R BRIFEo

(3 ) BEFRAYAFE > Plweg ~ & ~F >~ 3 ~f - FFEF >
HEIT R BRAITE O EEERT-—MBFHF K

(3 ) #AZAT ~ R T mABEZIZHE o

(4 ) MXanhideg fMa - ~E%a -G48 gHAELET L
BREEHERAYD

$4.2 FaesaA%E

AAEEBFTXEFTHRALA @ FERREF > 22 5k TH
CHEERRRRNOLAE  BEFNFRACA XSO A w H AR
RET > RIAHATEY Al KARESHAIFTZIHK > RT 12 08K
##HH A (pitch contour pattern) RRER R EAFEAL R
T BRERssaos - RRAARGHRA ZHEROFASE
#HT=8>%F8H () °

HA-BEFTOABRG > THAEZRS FXRMR
(0rthnormal Ploynomial Expansion)[lﬂj%};ﬂ:—ﬁa‘ﬁ&é
— Wy h B 3=(0,,0,0,,0,) 0 R R T AR B R o B R
HAFEBAEFTHRAY S > #FA Aok agEREFT K

a=(ay,a,,a,,a,) o

RERARAMEAOAE > ARAALFSAEE (£) > &
BRARLALEAA T SAERL S BEGRHA T K & 4
HReRAOR A ABEBRAB ALK - HRAAE L0 %K
M o RS LA o b REAMEGREELARAD

240



Bl % & & 4 /m & %k (pitch synchronous overlap and
add, PSOLA)[(11]) o

Pitch Frequency
(Hz)

300 t

250

| /?QA/\\fch\\

150

—

100 |

50

ARETEK HEAR

HERBE FECES 38+

B AL B IR A HBEA
B3R 280

i

g (L) F5EBAFEAR
E ~#B|EALE E A B

BAEELHYAEHBHALE R TS -F R -FEAEEFAE
48 ABEHXHOBEBETEAGY > BF ALK AMEA KX 8 LA
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(Rule-based) RATHEAWAELLR > AR I AL XN
AEWNXIRBTFTER BRXA-—HBFFHLAERYTHE 5 —F
B EFRAENEARETE SN RNAEZTA S EHRA > B
TREMATROGEAL  FEAXERLN AR ERAER
s BEEAHEAMANRAE (anbiguous)®y B A 4 o B b & 1
HRABRPFHIBRABRSAZN  RAEBWEHAEFRE — & A K
EMEFF AR ARE X o RBAEEILZ MG MAE o AR
#HAHF KX ®@B (Bayesian Network)R#ZE L S HFH K o

FREBR T —EARAFFE KT E(Bayes’ Theorem) ZEH AR @R
A A2 BT sk A (Input slab) » & # B
(Gaussian slab) » & & B (Mixture slab) & # # &
(Aposteriori slab) c B () THKEBMHEHKE o

L)

B (AN) % k RAGARESB LS

AAL s AAWMB AL - BAX > HALBRLSLLOSHBENH
(Gaussian Distribution) ##E A c BAHM AN NH K GG E S >
SHEFROE-HAERR—BIHIH L PHEREERTESEH
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ForoEZAMBEEAIAIREL - HBEQGEIHAAEALSBRTHEEME o # X
MBHAEIRANRELRBE NG E X AR E -85 C; +
H Ry HE P(C X)) REAKXE® (Bayesian Theorem):

PCX|C)P(C)
P(X)

P(C|X) =

£ FP(X): mE X HRGBEP(C;): BAMAM C; %
P(XICi): A#A C; > BAGE X et % . 2oRMHHA
—ERABHME S ERARENB T EE M E T LB YA AE
EHMA o HATHBO RN —KARE —& GAM > REBEFTAL
Foh ¥t % — A PGAM > RIRAMBAMNKET A AN L - SHMB AR
BHBARBROFNIMEALERR T o

AXBARLEEAHAT > EMBA TR EFA(tone) > M E 3 —
BMHARERE > TR EAHAE - ERRESNF > AETRERM AR
BT HRARABAE - HMABNAFTRERZFAXG T 48HOFHKFH>
AAWEA F-RASHABENNT -~ FHREAHRT > A-QEEIF
HpgE e €d=(0,,0,,0,,0,)) kT F_ASERFTRET—BFH X
Bpg o> 2 AT - FHRASGEHANE > AR T —FAAMHR
REAMRRBARYT  RERBASLENRAFRZFAXG F L E R L
Tegfa E o TEMHARMNTASHFREABREEABRERERE 24
B O(A) > EARATHSH

k% k #3#F(tone) ;
N:% k BB AARGTRINLE
Cl: % k #Aw%E | MAARGHKA

M: &5 B v FRMNERK,
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Gi:&#R¥ws i @FHA;

X1 % q aWm A AHHa €,

Xq,1 :Xa ¥ F 1 ASFH;

wij i RBRER T Node i S H B+ Node j wymifd |

HA—WAGE Xq » RHRENB T TN G 0@ %p(X,|G)> &
MA-—BASHEEFEIBRFE > 0T !

pOXIGH = N[ X uf0h] =] jp(z()]

L D RMAHBOEN LR ETINE FTRAUNMEAREL B Z% >
ﬁii’.mﬁﬁ@ﬁ?zmn z_fb‘]éﬁim#éﬁﬁ_’ EFTEzrbn H‘i‘]zmn mﬂﬁﬁ%—%‘;
s FE AKX AT C

M
p(X |CF) Z p(X IGyw,

N
Me 5

N [Xw“]j"clj‘]wij
1

~
"

L ABAC ¥ a6 Bas s T Gl e @ B ke
SIC v BB F2ME o REREAXLE T TaMERLR
G

p(X,ICHP(CF)
p(X,)

p(CHX )=

Ra#mAGBRINA T  MAGEGRE p(X) ZHRHY > ALK
T A
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p(CHIX,)=p(X,|ICHp(C))

rxdw p(CF) Enmn Cld ol shfh A o8 Sk A 4 331 R4 A8 %
P2 Mo Bk REAAHAMEAREEENC > PR EMLERY
3k BB 2R B o

MR HTHE(intelligibility)f A K& (naturalness)
BERFTEFELGHAR FRH LA 20 A BEAAW T | Ao

&3 7T PC/AT 486 AETAH ~8-bit A FH FudA A b Hlo\ > kg
FEA s A% EALRX (250k bytes) ~#EEHR (360k bytes)
ERBEALEMHE (939K bytes) o ATHAEN AT G KMAKXEH
HMAXGUFPHFRE SRR BEAREFT RAAFLALAZT IR L
%o M BIHAZIABE AT RAGK T EE G RBERKE R
ETHHRIMOELEE  MHAFRTHRAEG TR c EARXE & > 8
A FARGHRA XX B AGIRAKE TEAZ L LHEAERSFT A% R
S EEHBHRLE BUALSBBERENALBA RAET ALK K
Fl—fr Xt BRAFARBEBARBHLAGOBTREEITFSY 7
SHUEENE "B, - TH, -~ TT, RS wmitoc RRSERETA
(=) & R (Z) c ATHE @ A28 KB HHEATAE
B P 96. 6% THA » > A®MI2E A BRHH AR T L F Y
9T 1% THE - RMNEARETO THAREL L - AARAFT '@ #
RI2@ABRGHRAMASL > AFR TT, A L8456 T 84.4%> A4
A AloahBRmik At 2% £5% T T, AL®Es 79.6%
fFrmb B A& EZTAREDFRMAEGLE > KM TAERLR R %8 H
BMETLREABREBH FHUHKR o
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¥ & 1410 92.8%
—F ¥ 200 95.4%
ZFF 200 98.7%
W F 3 200 99.1%

4 F 100 97.3%

- 39 96.6%
(A)THEFTETRER

= F% (100 45% 34% 8% 13%
Z53%# 100 32% 37% 16% 15%
W FFE 100 30% 44% 9% 17%
ag-F 1100 25% 36% 17% 21%
%2 L ) 207% 52% 16% 12%

39 84.4% 15.6%

(BREF@ETRER

R (=) ERAI2AXABAHH|R AN TRER

246




% 3 1410 94.4%
= F % 200 95.4%
= F 3 200 98.9%
w9 F 3 200 99.1%

& F 100 97.6%

E 3 97.1%

(a)THAEFBBERER

=% (100 | 39% 30% 15% 16%
=Z5% 100 | 31% 34% 15% 20%
wEE [100] 26% 33% 19% 225
5% 100 20% 33% 22% 25%
mx | 5 | 19% 35% 28% 18%
F I 79. 6% 20.4 %

(WBaREFBERER

2 (Z) AR 12X BHFHANTHRER
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§6.2 &%

EABXY » HAEARLYELRAENHA L FEHEABE
FHARRRAAMNEANBARA A THHNPHEEZYEL 222
B BRABRPIRLZET RE-EFRABEAAZUXLOBEBTEZHL T
AR FE2R@aiy o

B R E ) R MEE RN A AT EAEER
B A%  HA R TFHEE s kb EENF T £LAB
MEERENHRT c BE > FBTARETE > A ST HEKE
FTEAHM B RRBREM FAARAELTEHEBREHETH AR
 ERXABBERIAYBIEARFTUEMALFRE M AL
BAALEAY > PSOLA BE XM EEE > WAL THRAER
R PFIEEREAE R FHFPEIRECBRABEL LY X
 WHBEWMAL Al RAMNAN R EmE —M@#% 5 K@K%
(low-pass filter) XA £ 2R AEHLEERF RSN
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