
Proceedings of NAACL-HLT 2018, pages 770–775
New Orleans, Louisiana, June 1 - 6, 2018. c©2018 Association for Computational Linguistics

Punny Captions: Witty Wordplay in Image Descriptions

Arjun Chandrasekaran1 Devi Parikh1,2 Mohit Bansal3
1Georgia Institute of Technology 2Facebook AI Research 3UNC Chapel Hill

{carjun, parikh}@gatech.edu mbansal@cs.unc.edu

Abstract

Wit is a form of rich interaction that is often
grounded in a specific situation (e.g., a com-
ment in response to an event). In this work,
we attempt to build computational models that
can produce witty descriptions for a given im-
age. Inspired by a cognitive account of hu-
mor appreciation, we employ linguistic word-
play, specifically puns, in image descriptions.
We develop two approaches which involve re-
trieving witty descriptions for a given image
from a large corpus of sentences, or generat-
ing them via an encoder-decoder neural net-
work architecture. We compare our approach
against meaningful baseline approaches via
human studies and show substantial improve-
ments. We find that when a human is sub-
ject to similar constraints as the model regard-
ing word usage and style, people vote the im-
age descriptions generated by our model to be
slightly wittier than human-written witty de-
scriptions. Unsurprisingly, humans are almost
always wittier than the model when they are
free to choose the vocabulary, style, etc.

1 Introduction
“Wit is the sudden marriage of ideas which before
their union were not perceived to have any rela-
tion.” – Mark Twain. Witty remarks are often
contextual, i.e., grounded in a specific situation.
Developing computational models that can emu-
late rich forms of interaction like contextual hu-
mor, is a crucial step towards making human-AI
interaction more natural and more engaging (Yu
et al., 2016). E.g., witty chatbots could help re-
lieve stress and increase user engagement by being
more personable and human-like. Bots could au-
tomatically post witty comments (or suggest witty
responses) on social media, chat, or messaging.

The absence of large scale corpora of witty cap-
tions and the prohibitive cost of collecting such a
dataset (being witty is harder than just describing

(a) Generated: a poll (pole)
on a city street at night.
Retrieved: the light knight
(night) chuckled.
Human: the knight (night)
in shining armor drove away.

(b) Generated: a bare (bear)
black bear walking through a
forest.
Retrieved: another reporter is
standing in a bare (bear) brown
field.
Human: the bear killed the
lion with its bare (bear) hands.

Figure 1: Sample images and witty descriptions from 2
models, and a human. The words inside ‘()’ (e.g., pole
and bear) are the puns associated with the image, i.e.,
the source of the unexpected puns used in the caption
(e.g., poll and bare).

an image) makes the problem of producing con-
textually witty image descriptions challenging.

In this work, we attempt to tackle the challeng-
ing task of producing witty (pun-based) remarks
for a given (possibly boring) image. Our approach
is inspired by a two-stage cognitive account of hu-
mor appreciation (Suls, 1972) which states that a
perceiver experiences humor when a stimulus such
as a joke, captioned cartoon, etc., causes an incon-
gruity, which is shortly followed by resolution.

We introduce an incongruity in the perceiver’s
mind while describing an image by using an un-
expected word that is phonetically similar (pun)
to a concept related to the image. E.g., in Fig. 1b,
the expectations of a perceiver regarding the image
(bear, stones, etc.) is momentarily disconfirmed
by the (phonetically similar) word ‘bare’. This
incongruity is resolved when the perceiver parses
the entire image description. The incongruity fol-
lowed by resolution can be perceived to be witty.1

1Indeed, a perceiver may fail to appreciate wit if the pro-
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We build two computational models based on
this approach to produce witty descriptions for an
image. First, a model that retrieves sentences con-
taining a pun that are relevant to the image from a
large corpus of stories (Zhu et al., 2015). Second,
a model that generates witty descriptions for an
image using a modified inference procedure dur-
ing image captioning which includes the specified
pun word in the description.

Our paper makes the following contributions:
To the best of our knowledge, this is the first work
that tackles the challenging problem of produc-
ing a witty natural language remark in an every-
day (boring) context. We present two novel mod-
els to produce witty (pun-based) captions for a
novel (likely boring) image. Our models rely on
linguistic wordplay. They use an unexpected pun
in an image description during inference/retrieval.
Thus, they do not require to be trained with witty
captions. Humans vote the descriptions from the
top-ranked generated captions ‘wittier’ than three
baseline approaches. Moreover, in a Turing test-
style evaluation, our model’s best image descrip-
tion is found to be wittier than a witty human-
written caption2 55% of the time when the human
is subject to the same constraints as the machine
regarding word usage and style.

2 Related Work
Humor theory. General Theory of Verbal Hu-
mor (Attardo and Raskin, 1991) characterizes lin-
guistic stimuli that induce humor but implement-
ing computational models of it requires severely
restricting its assumptions (Binsted, 1996).
Puns. Zwicky and Zwicky (1986) classify puns
as perfect (pronounced exactly the same) or im-
perfect (pronounced differently). Similarly, Pepi-
cello and Green (1984) categorize riddles based on
the linguistic ambiguity that they exploit – phono-
logical, morphological or syntactic. Jaech et al.
(2016) learn phone-edit distances to predict the
counterpart, given a pun by drawing from auto-
matic speech recognition techniques. In contrast,
we augment a web-scraped list of puns using an
existing model of pronunciation similarity.
Generating textual humor. JAPE (Binsted and
Ritchie, 1997) also uses phonological ambiguity
to generate pun-based riddles. While our task in-
volves producing free-form responses to a novel

cess of ‘solving’ (resolution) is trivial (the joke is obvious) or
too complex (they do not ‘get’ the joke).

2 This data is available on the author’s webpage.

stimulus, JAPE produces stand-alone “canned”
jokes. HAHAcronym (Stock and Strapparava,
2005) generates a funny expansion of a given
acronym. Unlike our work, HAHAcronym oper-
ates on text, and is limited to producing sets of
words. Petrovic and Matthews (2013) develop
an unsupervised model that produces jokes of the
form, “I like my X like I like my Y, Z” .
Generating multi-modal humor. Wang and Wen
(2015) predict a meme’s text based on a given
funny image. Similarly, Shahaf et al. (2015)
and Radev et al. (2015) learn to rank cartoon cap-
tions based on their funniness. Unlike typical, bor-
ing images in our task, memes and cartoons are
images that are already funny or atypical. E.g.,
“LOL-cats” (funny cat photos), “Bieber-memes”
(modified pictures of Justin Bieber), cartoons with
talking animals, etc. Chandrasekaran et al. (2016)
alter an abstract scene to make it more funny. In
comparison, our task is to generate witty natural
language remarks for a novel image.
Poetry generation. Although our tasks are differ-
ent, our generation approach is conceptually simi-
lar to Ghazvininejad et al. (2016) who produce po-
etry, given a topic. While they also generate and
score a set of candidates, their approach involves
many more constraints and utilizes a finite state
acceptor unlike our approach which enforces con-
straints during beam search of the RNN decoder.

3 Approach
Extracting tags. The first step in producing a con-
textually witty remark is to identify concepts that
are relevant to the context (image). At times, these
concepts are directly available as e.g., tags posted
on social media. We consider the general case
where such tags are unavailable, and automatically
extract tags associated with an image.

We extract the top-5 object categories pre-
dicted by a state-of-the-art Inception-ResNet-v2
model (Szegedy et al., 2017) trained for image
classification on ImageNet (Deng et al., 2009). We
also consider the words from a (boring) image de-
scription (generated from Vinyals et al. (2016)).
We combine the classifier object labels and words
from the caption (ignoring stopwords) to produce
a set of tags associated with an image, as shown in
Fig. 2. We then identify concepts from this collec-
tion that can potentially induce wit.
Identifying puns. We attempt to induce an incon-
gruity by using a pun in the image description. We
identify candidate words for linguistic wordplay
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Figure 2: Our models for generating and retrieving image descriptions containing a pun (see Sec. 3).

by comparing image tags against a list of puns.

We construct the list of puns by mining the web
for differently spelled words that sound exactly the
same (heterographic homophones). We increase
coverage by also considering pairs of words with 0
edit-distance, according to a metric based on fine-
grained articulatory representations (AR) of word
pronunciations (Jyothi and Livescu, 2014). Our
list of puns has a total of 1067 unique words (931
from the web and 136 from the AR-based model).

The pun list yields a set of puns that are as-
sociated with a given image and their phonolog-
ically identical counterparts, which together form
the pun vocabulary for the image. We evaluate our
approach on the subset of images that have non-
empty pun vocabularies (about 2 in 5 images).

Generating punny image captions. We intro-
duce an incongruity by forcing a vanilla image
captioning model (Vinyals et al., 2016) to decode
a phonological counterpart of a pun word associ-
ated with the image, at a specific time-step dur-
ing inference (e.g., ‘sell’ or ‘sighed’, showed in
orange in Fig. 2). We achieve this by limiting the
vocabulary of the decoder at that time-step to only
contain counterparts of image-puns. In following
time-steps, the decoder generates new words con-
ditioned on all previously decoded words. Thus,
the decoder attempts to generate sentences that
flow well based on previously uttered words.

We train two models that decode an image de-
scription in forward (start to end) and reverse
(end to start) directions, depicted as ‘fRNN’ and
‘rRNN’ in Fig. 2 respectively. The fRNN can de-
code words after accounting for the incongruity
that occurs early in the sentence and the rRNN is
able to decode the early words in the sentence af-
ter accounting for the incongruity that can occur
later. The forward RNN and reverse RNN gener-
ate sentences in which the pun appears in each of

the first T and last T positions, respectively.3

Retrieving punny image captions. As an al-
ternative to our approach of generating witty re-
marks for the given image, we also attempt to
leverage natural, human-written sentences which
are relevant (yet unexpected) in the given con-
text. Concretely, we retrieve natural language
sentences4 from a combination of the Book Cor-
pus (Zhu et al., 2015) and corpora from the NLTK
toolkit (Loper and Bird, 2002). The retrieved
sentences each (a) contains an incongruity (pun)
whose counterpart is associated with the image,
and (b) has support in the image (contains an im-
age tag). This yields a pool of candidate captions
that are perfectly grammatical, a little unexpected,
and somewhat relevant to the image (see Sec. 4).
Ranking. We rank captions in the candidate pools
from both generation and retrieval models, accord-
ing to their log-probability score under the image
captioning model. We observe that the higher-
ranked descriptions are more relevant to the image
and grammatically correct. We then perform non-
maximal suppression, i.e., eliminate captions that
are similar5 to a higher-ranked caption to reduce
the pool to a smaller, more diverse set. We report
results on the 3 top-ranked captions. We describe
the effect of design choices in the supplementary.

4 Results
Data. We evaluate witty captions from our ap-
proach via human studies. 100 random images
(having associated puns) are sampled from the val-

3For an image, we choose T = {1, 2, ..., 5} and beam
size = 6 for each decoder. This generates a pool of 5 (T) ∗ 6
(beam size) ∗ 2 (forward + reverse decoder) = 60 candidates.

4To prevent the context of the sentence from distracting
the perceiver, we consider sentences with < 15 words. Over-
all, we are left with a corpus of about 13.5 million sentences.

5Two sentences are similar if the cosine similarity be-
tween the average of the Word2Vec (Mikolov et al., 2013)
representations of words in each sentence is ≥ 0.8.
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idation set of COCO (Lin et al., 2014).
Baselines. We compare the wittiness of descrip-
tions generated by our model against 3 qualita-
tively different baselines, and a human-written
witty description of an image. Each of these evalu-
ates a different component of our approach. Reg-
ular inference generates a fluent caption that is
relevant to the image but is not attempting to be
witty. Witty mismatch is a human-written witty
caption, but for a different image from the one be-
ing evaluated. This baseline results in a caption
that is intended to be witty, but does not attempt to
be relevant to the image. Ambiguous is a ‘punny’
caption where a pun word in the boring (regular)
caption is replaced by its counterpart. This cap-
tion is likely to contain content that is relevant to
the image, and it contains a pun. However, the pun
is not being used in a fluent manner.

We evaluate the image-relevance of the top
witty caption by comparing against a boring ma-
chine caption and a random caption (see supple-
mentary).
Evaluation annotations. Our task is to gener-
ate captions that a layperson might find witty. To
evaluate performance on this task, we ask people
on Amazon Mechanical Turk (AMT) to vote for
the wittier among the given pair of captions for
an image. We collect annotations from 9 unique
workers for each relative choice and take the ma-
jority vote as ground-truth. For each image, we
compare each of the generated 3 top-ranked and
1 low-ranked caption against 3 baseline captions
and 1 human-written witty caption.6

Constrained human-written witty captions. We
evaluate the ability of humans and automatic
methods to use the given context and pun words
to produce a caption that is perceived as witty. We
ask subjects on AMT to describe a given image
in a witty manner. To prevent observable struc-
tural differences between machine and human-
written captions, we ensure consistent pun vocab-
ulary (utilization of pre-specified puns for a given
image). We also ask people to avoid first person
accounts or quote characters in the image.
Metric. 3, we report performance of the gener-
ation approach using the Recall@K metric. For

6This results in a total of 4 (captions) ∗2 (generation +
retrieval) ∗4 (baselines + human caption) = 32 comparisons
of our approach against baselines. We also compare the wit-
tiness of the 4 generated captions against the 4 retrieved cap-
tions (see supplementary) for an image (16 comparisons). In
total, we perform 48 comparisons per image, for 100 images.

Figure 3: Wittiness of top-3 generated captions vs.
other approaches. y-axis measures the % images for
which at least one of K captions from our approach
is rated wittier than other approaches. Recall steadily
increases with the number of generated captions (K).

K = 1, 2, 3, we plot the percentage of images
for which at least one of the K ‘best’ descriptions
from our model outperformed another approach.
Generated captions vs. baselines. As we see in
Fig. 3, the top generated image description (top-
1G) is perceived as wittier compared to all base-
line approaches more often than not (the vote is
>50% at K = 1). We observe that as K in-
creases, the recall steadily increases, i.e., when we
consider the top K generated captions, increas-
ingly often, humans find at least one of them to
be wittier than captions produced by baseline ap-
proaches. People find the top-1G for a given image
to be wittier than mismatched human-written im-
age captions, about 95% of the time. The top-1G is
also wittier than a naive approach that introduces
ambiguity about 54.2% of the time. When com-
pared to a typical, boring caption, the generated
captions are wittier 68% of the time. Further, in a
head-to-head comparison, the generated captions
are wittier than the retrieved captions 67.7% of the
time. We also validate our choice of ranking cap-
tions based on the image captioning model score.
We observe that a ‘bad’ caption, i.e., one ranked
lower by our model, is significantly less witty than
the top 3 output captions.

Surprisingly, when the human is constrained to
use the same words and style as the model, the
generated descriptions from the model are found
to be wittier for 55% of the images. Note that in a
Turing test, a machine would equal human perfor-
mance at 50%7. This led us to speculate if the con-

7Recall that this compares how a witty description is con-
structed, given the image and specific pun words. A Turing
test-style evaluation that compares the overall wittiness of a
machine and a human would refrain from constraining the
human in any way.
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(a) Generated: a bored
(board) bench sits in front of
a window.
Retrieved: Wedge sits on
the bench opposite Berry,
bored (board).
Human: could you please
make your pleas (please)!

(b) Generated: a loop
(loupe) of flowers in a glass
vase.
Retrieved: the flour (flower)
inside teemed with worms.
Human: piece required for
peace (piece).

(c) Generated: a woman sell
(cell) her cell phone in a city.
Retrieved: Wright (right)
slammed down the phone.
Human: a woman sighed
(side) as she regretted the
sell.

(d) Generated: a bear that is
bare (bear) in the water.
Retrieved: water glistened
off her bare (bear) breast.
Human: you won’t hear a
creak (creek) when the bear
is feasting.

(e) Generated: a loop
(loupe) of scissors and a pair
of scissors.
Retrieved: i continued
slicing my pear (pair) on the
cutting board.
Human: the scissors were
near, but not clothes (close).

(f) Generated: a female ten-
nis player caught (court) in
mid swing.
Retrieved: i caught (court)
thieves on the roof top.
Human: the man made a
loud bawl (ball) when she
threw the ball.

(g) Generated: a bored
(board) living room with a
large window.
Retrieved: anya sat on the
couch, feeling bored (board).
Human: the sealing (ceil-
ing) on the envelope resem-
bled that in the ceiling.

(h) Generated: a parking
meter with rode (road) in the
background.
Retrieved: smoke speaker
sighed (side).
Human: a nitting of color
didn’t make the poll (pole)
less black.

Figure 4: The top row contains selected examples of human-written witty captions, and witty captions generated
and retrieved from our models. The examples in the bottom row are randomly picked.

straints placed on language and style might be re-
stricting people’s ability to be witty. We confirmed
this by evaluating free-form human captions.
Free-form Human-written Witty Captions. We
ask people on AMT to describe an image (using
any vocabulary) in a manner that would be per-
ceived as funny. As expected, when compared
against automatic captions from our approach, hu-
man evaluators find free-form human captions to
be wittier about 90% of the time compared to 45%
in the case of constrained human witty captions.
Clearly, human-level creative language with un-
constrained sentence length, style, choice of puns,
etc., makes a significant difference in the witti-
ness of a description. In contrast, our automatic
approach is constrained by caption-like language,
length, and a word-based pun list. Training mod-
els to intelligently navigate this creative freedom
is an exciting open challenge.
Qualitative analysis. The generated witty cap-
tions exhibit interesting features like alliteration
(‘a bare black bear ...’) in Fig. 1b and 4c. At
times, both the original pun (pole) and its counter-

part (poll) make sense for the image (Fig. 1a). Oc-
casionally, a pun is naively replaced by its counter-
part (Fig. 4a) or rare puns are used (Fig. 4b). On
the other hand, some descriptions (Fig. 4e and 4h)
that are forced to utilize puns do not make sense.
See supplementary for analysis of retrieval model.

5 Conclusion
We presented novel computational models in-
spired by cognitive accounts to address the chal-
lenging task of producing contextually witty de-
scriptions for a given image. We evaluate the mod-
els via human-studies, in which they significantly
outperform meaningful baseline approaches.
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