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Preface

Welcome to the NAACL HLT 2009 Student Research Workshop and Doctoral Consortium! We are
pleased to continue this established tradition at ACL conferences.

The Student Research Workshop and Doctoral Consortium provides a venue for student researchers
in Computational Linguistics, Natural Language Processing, and Human Language Technologies to
present their work and receive feedback from the community. Unlike regular conference sessions, the
workshop welcomes work in progress. In the tradition of previous doctoral consortia, we recruited
expert panelists to provide a brief commentary on each oral presentation. We hope that as a result of
this workshop, the student participants are able to obtain exposure to the NAACL community and that
it helps with their future careers in this field.

This year we received 29 submissions from 11 countries. With a strong program committee of 86
reviewers, from advanced graduate students to senior experts in their field, we were able to keep the
individual reviewing load light and assign to each paper a team of three to six reviewers. Most papers
were reviewed by two student reviewers and two established researchers.

We would like to thank the reviewers for understanding the spirit of the workshop and giving careful
and constructive reviews. We hope their comments will be helpful to all the students who submitted
their work.

A grant from the U.S. National Science Foundation enables us to provide financial support to all
presenters to assist them in their travel to and attendance of the conference. We gratefully acknowledge
this generous contribution.

Finally, we would also like to thank the general chair of NAACL HLT 2009, Mari Ostendorf, the
program committee chairs, Michael Collins, Lucy Vanderwende, Doug Oard, and Shri Narayanan,
the publicity chairs Matthew Stone, Gokhan Tur, and Diana Inkpen, the publications chairs, Christy
Doran and Eric Ringger, the local arrangements chairs, James Martin and Martha Palmer, and the ACL
Business Manager, Priscilla Rasmussen, for all the support they have provided in the organization of
this workshop.

The faculty advisors and co-chairs of the NAACL HLT 2009
Student Research Workshop and Doctoral Consortium:

Carolyn Penstein Rosé
Anoop Sarkar

Svetlana Stoyanchev
Ulrich Germann
Chirag Shah
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Abstract

This paper examines the applicability of clas-
sifier combination approaches such as bagging
and boosting for coreference resolution. To
the best of our knowledge, this is the first ef-
fort that utilizes such techniques for corefer-
ence resolution. In this paper, we provide ex-
perimental evidence which indicates that the
accuracy of the coreference engine can po-
tentially be increased by use of bagging and
boosting methods, without any additional fea-
tures or training data. We implement and eval-
uate combination techniques at the mention,
entity and document level, and also address is-
sues like entity alignment, that are specific to
coreference resolution.

1 Introduction

Coreference resolution is the task of partitioning a
set of mentions (i.e. person, organization and loca-
tion) into entities. A mention is an instance of textual
reference to an object, which can be either named
(e.g. Barack Obama), nominal (e.g. the president) or
pronominal (e.g. he, his, it). An entity is an aggre-
gate of all the mentions (of any level) which refer to
one conceptual entity. For example, in the following
sentence:

John said Mary was his sister.

there are four mentions: John, Mary, his, and
sister.
John and his belong to the one entity since they

refer to the same person; Mary and sister both
refer to another person entity. Furthermore, John
and Mary are named mentions, sister is a nomi-
nal mention and his is a pronominal mention.

In this paper, we present a potential approach for
improving the performance of coreference resolu-
tion by using classifier combination techniques such
as bagging and boosting. To the best of our knowl-
edge, this is the first effort that utilizes classifier
combination for improving coreference resolution.

Combination methods have been applied to many
problems in natural-language processing (NLP). Ex-
amples include the ROVER system (Fiscus, 1997)
for speech recognition, the Multi-Engine Machine
Translation (MEMT) system (Jayaraman and Lavie,
2005), and part-of-speech tagging (Brill and Wu,
1998; Halteren et al., 2001). Most of these tech-
niques have shown a considerable improvement over
the performance of a single classifier and, therefore,
lead us to consider implementing such a multiple-
classifier system for coreference resolution as well.

Using classifier combination techniques one can
potentially achieve a classification accuracy that is
superior to that of the single best classifier. This
is based on the assumption that the errors made by
each of the classifiers are not identical, and there-
fore if we intelligently combine multiple classifier
outputs, we may be able to correct some of these er-
rors.

The main contributions of this paper are:

• Demonstrating the potential for improvement in
the baseline – By implementing a system that
behaves like an oracle, we have shown that the
output of the combination of multiple classifiers
has the potential to be significantly higher in ac-
curacy than any of the individual classifiers.

• Adapting traditional bagging techniques – Mul-
tiple classifiers, generated using bagging tech-
niques, were combined using an entity-level sum
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rule and mention-level majority voting.
• Implementing a document-level boosting algo-

rithm – A boosting algorithm was implemented
in which a coreference resolution classifier was
iteratively trained using a re-weighted training
set, where the reweighting was done at the doc-
ument level.
• Addressing the problem of entity alignment –

In order to apply combination techniques to
multiple classifiers, we need to address entity-
alignment issues, explained later in this paper.

The baseline coreference system we use is sim-
ilar to the one described by Luo et al. (Luo et al.,
2004). In such a system, mentions are processed
sequentially, and at each step, a mention is either
linked to one of existing entities, or used to create a
new entity. At the end of this process, each possible
partition of the mentions corresponds to a unique se-
quence of link or creation actions, each of which is
scored by a statistical model. The one with the high-
est score is output as the final coreference result.

2 Classifier Combination Techniques

2.1 Bagging
One way to obtain multiple classifiers is via bagging
or bootstrap aggregating (Breiman, 1996). These
classifiers, obtained using randomly-sampled train-
ing sets, may be combined to improve classification.

We generated several classifiers by two tech-
niques. In the first technique, we randomly sample
the set of documents (training set) to generate a few
classifiers. In the second technique, we need to re-
duce the feature set and this is not done in a random
fashion. Instead, we use our understanding of the in-
dividual features and also their relation to other fea-
tures to decide which features may be dropped.

2.2 Oracle
In this paper, we refer to an oracle system which
uses knowledge of the truth. Here, truth, called the
gold standard henceforth, refers to mention detec-
tion and coreference resolution done by a human for
each document. It is possible that the gold standard
may have errors and is not perfect truth, but, as in
most NLP systems, it is considered the reference for
evaluating computer-based coreference resolution.

To understand the oracle, consider an example in
which the outputs of two classifiers for the same in-
put document are C1 and C2, as shown in Figure 1.
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Figure 1: Working of the oracle

The number of entities in C1 and C2 may not be the
same and even in cases where they are, the number
of mentions in corresponding entities may not be the
same. In fact, even finding the corresponding entity
in the other classifier output or in the gold standard
output G is not a trivial problem and requires us to
be able to align any two classifier outputs.

The alignment between any two coreference la-
belings, say C1 and G, for a document is the best
one-to-one map (Luo, 2005) between the entities of
C1 and G. To align the entities of C1 with those of
G, under the assumption that an entity in C1 may
be aligned with at most only one entity in G and
vice versa, we need to generate a bipartite graph
between the entities of C1 and G. Now the align-
ment task is a maximum bipartite matching prob-
lem. This is solved by using the Kuhn-Munkres al-
gorithm (Kuhn, 1955; Munkres, 1957). The weights
of the edges of the graph are entity-level alignment
measures. The metric we use is a relative mea-
sure of the similarity between the two entities. To
compute the similarity metric φ (Luo, 2005) for the
entity pair (R,S), we use the formula shown in
Equation 1, where (∩) represents the commonal-
ity with attribute-weighted partial scores. Attributes
are things such as (ACE) entity type, subtype, entity
class, etc.

φ(R,S) =
2 |R ∩ S|
|R|+ |S| (1)

The oracle output is a combination of the entities
in C1 and C2 with the highest entity-pair alignment
measures with the entities in G.1 We can see in Fig-
ure 1 that the entity G-E1 is aligned with entities C1-
EA and C2-EP. We pick the entity with the highest
entity-pair alignment measure (highlighted in gray)
which, in this case, is C1-EA. This is repeated for

1A mention may be repeated across multiple output entities,
which is not an unwarranted advantage as the scorer insists on
one-to-one entity alignment. So if there are two entities con-
taining mention A, at most one mention A is credited and the
other will hurt the score.
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Figure 2: Entity alignment between classifier outputs

every entity in G. The oracle output can be seen in
the right-hand side of Figure 1. This technique can
be scaled up to work for any number of classifiers.

2.3 Preliminary Combination Approaches
Imitating the oracle. Making use of the existing
framework of the oracle, we implement a combina-
tion technique that imitates the oracle except that in
this case, we do not have the gold standard. If we
have N classifiers Ci, i = 1 to N , then we replace
the gold standard by each of theN classifiers in suc-
cession, to get N outputs Combi, i = 1 to N .

The task of generating multiple classifier combi-
nation outputs that have a higher accuracy than the
original classifiers is often considered to be easier
than the task of determining the best of these out-
puts. We used the formulas in Equations 2, 3 and 4
to assign a score Si to each of the N combination
outputs Combi, and then we pick the one with the
highest score. The function Sc (which corresponds
to the function φ in Equation 1) gives the similarity
between the entities in the pair (R,S).

Si =
1

N − 1

∑

j = 1 to N
j 6= i

Sc(Combi, Cj) (2)

Si = Sc(Combi, Ci) (3)

Si =
1

N − 1

∑

j = 1 to N
j 6= i

Sc(Combi, Combj) (4)

Entity-level sum-rule. We implemented a basic sum-
rule at the entity level, where we generate only one
combination classifier output by aligning the entities
in the N classifiers and picking only one entity at
each level of alignment. In the oracle, the reference
for entity-alignment was the gold standard. Here,
we use the baseline/full system (generated using the
entire training and feature set) to do this. The entity-
level alignment is represented as a table in Figure 2.

Let Ai, i = 1 to M be the aligned entities in one
row of the table in Figure 2. Here, M ≤ N if
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Figure 3: Mention-level majority voting

we exclude the baseline from the combination and
M ≤ N + 1 if we include it. To pick one entity
out of these M entities, we use the traditional sum
rule (Tulyakov et al., 2008), shown in Equation 5, to
compute the S(Ai) for each Ai and pick the entity
with the highest S(Ai) value.

S(Ai) =
∑

j = 1 to N
j 6= i

Sc(Ai, Aj) (5)

2.4 Mention-level Majority Voting
In the previous techniques, entities are either picked
or rejected as a whole but never broken down fur-
ther. In the mention-level majority voting technique,
we work at the mention level, so the entities created
after combination may be different from the entities
of all the classifiers that are being combined.

In the entity-level alignment table (shown in Fig-
ure 3), A, B, C and D refer to the entities in the base-
line system and A1, A2, ..., D4 represent the enti-
ties of the input classifiers that are aligned with each
of the baseline classifier entities. Majority voting is
done by counting the number of times a mention is
found in a set of aligned entities. So for every row
in the table, we have a mention count. The row with
the highest mention count is assigned the mention in
the output. This is repeated for each mention in the
document. In Figure 3, we are voting for the men-
tion m1, which is found to have a voting count of 3
(the majority vote) at the entity-level A and a count
of 1 at the entity-level C, so the mention is assigned
to the entity A. It is important to note that some clas-
sifier entities may not align with any baseline clas-
sifier entity as we allow only a one-to-one mapping
during alignment. Such entities will not be a part of
the alignment table. If this number is large, it may
have a considerable effect on the combination.

2.5 Document-level Boosting
Boosting techniques (Schapire, 1999) combine mul-
tiple classifiers, built iteratively and trained on
re-weighted data, to improve classification accu-
racy. Since coreference resolution is done for a
whole document, we can not split a document fur-
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ther. So when we re-weight the training set, we
are actually re-weighting the documents (hence the
name document-level boosting). Figure 4 shows an
overview of this technique.

The decision of which documents to boost is
made using two thresholds: percentile threshold
Pthresh and the F-measure threshold Fthresh. Doc-
uments in the test set that are in the lowest Pthresh

percentile and that have a document F-measure less
than Fthresh will be boosted in the training set for
the next iteration. We shuffle the training set to cre-
ate some randomness and then divide it into groups
of training and test sets in a round-robin fashion such
that a predetermined ratio of the number of training
documents to the number of test documents is main-
tained. In Figure 4, the light gray regions refer to
training documents and the dark gray regions refer
to test documents. Another important consideration
is that it is difficult to achieve good coreference res-
olution performance on documents of some genres
compared to others, even if they are boosted signif-
icantly. In an iterative process, it is likely that doc-
uments of such genres will get repeatedly boosted.
Also our training set has more documents of some
genres and fewer of others. So we try to maintain, to
some extent, the ratio of documents from different
genres in the training set while splitting this training
set further into groups of training and test sets.

3 Evaluation

This section describes the general setup used to con-
duct the experiments and presents an evaluation of
the combination techniques that were implemented.
Experimental setup. The coreference resolution
system used in our experiments makes use of a Max-
imum Entropy model which has lexical, syntacti-
cal, semantic and discourse features (Luo et al.,

Table 1: Statistics of ACE 2005 data
DataSet #Docs #Words #Mentions #Entities

Training 499 253771 46646 16102
Test 100 45659 8178 2709
Total 599 299430 54824 18811

Table 2: Accuracy of generated and baseline classifiers
Classifier Accuracy (%)

C1 − C15 Average 77.52
Highest 79.16
Lowest 75.81

C0 Baseline 78.53

2004). Experiments are conducted on ACE 2005
data (NIST, 2005), which consists of 599 documents
from rich and diversified sources. We reserve the
last 16% documents of each source as the test set,
and use the rest of the documents as the training set.
The ACE 2005 data split is tabulated in Table 1.
Bagging A total of 15 classifiers (C1 to C15) were
generated, 12 of which were obtained by sampling
the training set and the remaining 3 by sampling
the feature set. We also make use of the base-
line classifier C0. The accuracy of C0 to C15 has
been summarized in Table 2. The agreement be-
tween the classifiers’ output was found to be in the
range of 93% to 95%. In this paper, the metric used
to compute the accuracy of the coreference resolu-
tion is the Constrained Entity-Alignment F-Measure
(CEAF) (Luo, 2005) with the entity-pair similarity
measure in Equation 1.
Oracle. To conduct the oracle experiment, we train
1 to 15 classifiers and align their output to the gold
standard. For all entities aligned with a gold entity,
we pick the one with the highest score as the output.
We measure the performance for varying number of
classifiers, and the result is plotted in Figure 5.

First, we observe a steady and significant increase
in CEAF for every additional classifier, because ad-
ditional classifiers can only improve the alignment
score. Second, we note that the oracle accuracy is
87.58% for a single input classifier C1, i.e. an abso-
lute gain of 9% compared to C0. This is because the
availability of gold entities makes it possible to re-
move many false-alarm entities. Finally, the oracle
accuracy when all 15 classifiers are used as input is
94.59%, a 16.06% absolute improvement.

This experiment helps us to understand the perfor-
mance bound of combining multiple classifiers and
the contribution of every additional classifier.
Preliminary combination approaches. While the
oracle results are encouraging, a natural question is
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Figure 6: A real example showing the working of
mention-level majority voting

how much performance gain can be attained if the
gold standard is not available. To answer this ques-
tion, we replace the gold standard with one of the
classifiers C1 to C15, and align the classifiers. This
is done in a round robin fashion as described in Sec-
tion 2.3. The best performance of this procedure is
77.93%. The sum-rule combination output had an
accuracy of 78.65% with a slightly different base-
line of 78.81%. These techniques do not yield a sta-
tistically significant increase in CEAF but this is not
surprising as C1 to C15 are highly correlated.
Mention-level majority voting. This experiment is
conducted to evaluate the mention-level majority
voting technique. The results are not statistically
better than the baseline, but they give us valuable
insight into the working of the combination tech-
nique. The example in Figure 6 shows a single
entity-alignment level for the baselineC0 and 3 clas-
sifiers C1, C2, and C3 and the combination output
by mention-level majority voting. The mentions are
denoted by the notation ‘EntityID - MentionID’, for
example 7-10 is the mention with EntityID=7 and
MentionID=10. Here, we use the EntityID in the
gold file. The mentions with EntityID=7 are “cor-
rect” i.e. they belong in this entity, and the others
are “wrong” i.e. they do not belong in this entity.

The aligned mentions are of four types:

• Type I mentions – These mentions have a highest
voting count of 2 or more at the same entity-level
alignment and hence appear in the output.

• Type II mentions – These mentions have a high-
est voting count of 1. But they are present in
more than one input classifier and there is a tie
between the mention counts at different entity-
level alignments. The rule to break the tie is
that mentions are included if they are also seen
in the full system C0. As can been seen, this rule
brings in correct mentions such as 7-61, 7-63,
7-64, but it also admits 20-33,20-39 and 20-62.
In the oracle, the gold standard helps to remove
entities with false-alarm mentions, whereas the
full system output is noisy and it is not strong
enough to reliably remove undesired mentions.
• Type III mentions – There is only one mention

20-66 which is of this type. It is selected in the
combination output since it is present in C2 and
the baseline C0, although it has been rejected as
a false-alarm in C1 and C3.
• Type IV mentions – These false-alarm mentions

(relative to C0) are rejected in the output. As can
be seen, this correctly rejects mentions such as
15-22 and 20-68, but it also rejects correct men-
tions 7-18, 7-19 and 7-30.

In summary, the current implementation of this
technique has a limited ability to distinguish correct
mentions from wrong ones due to the noisy nature
of C0 which is used for alignment. We also observe
that mentions spread across different alignments of-
ten have low-count and they are often tied in count.
Therefore, it is important to set a minimum thresh-
old for accepting these low-count majority votes and
also investigate better tie-breaking techniques.
Document-level Boosting This experiment is con-
ducted to evaluate the document-level boosting tech-
nique. Table 3 shows the results with the ratio
of the number of training documents to the num-
ber of test documents equal to 80:20, F-measure
threshold Fthresh = 74% and percentile threshold
Pthresh = 25%. The accuracy increases by 0.7%,
relative to the baseline. Due to computational com-
plexity considerations, we used fixed values for the
parameters. Therefore, these values may be sub-
optimal and may not correspond to the best possible
increase in accuracy.

4 Related Work

A large body of literature related to statistical meth-
ods for coreference resolution is available (Ng and
Cardie, 2003; Yang et al., 2003; Ng, 2008; Poon and
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Table 3: Results of document-level boosting
Iteration Accuracy (%)

1 78.53
2 78.82
3 79.08
4 78.37

Domingos, 2008; McCallum and Wellner, 2003).
Poon and Domingos (Poon and Domingos, 2008)
use an unsupervised technique based on joint infer-
ence across mentions and Markov logic as a repre-
sentation language for their system on both MUC
and ACE data. Ng (Ng, 2008) proposed a genera-
tive model for unsupervised coreference resolution
that views coreference as an EM clustering process.
In this paper, we make use of a coreference engine
similar to the one described by Luo et al. (Luo et al.,
2004), where a Bell tree representation and a Maxi-
mum entropy framework are used to provide a natu-
rally incremental framework for coreference resolu-
tion. To the best of our knowledge, this is the first ef-
fort that utilizes classifier combination techniques to
improve coreference resolution. Combination tech-
niques have earlier been applied to various applica-
tions including machine translation (Jayaraman and
Lavie, 2005), part-of-speech tagging (Brill and Wu,
1998) and base noun phrase identification (Sang et
al., 2000). However, the use of these techniques for
coreference resolution presents a unique set of chal-
lenges, such as the issue of entity alignment between
the multiple classifier outputs.

5 Conclusions and Future Work

In this paper, we examined and evaluated the ap-
plicability of bagging and boosting techniques to
coreference resolution. We also provided empir-
ical evidence that coreference resolution accuracy
can potentially be improved by using multiple clas-
sifiers. In future, we plan to improve (1) the entity-
alignment strategy, (2) the majority voting technique
by setting a minimum threshold for the majority-
vote and better tie-breaking, and (3) the boosting
algorithm to automatically optimize the parameters
that have been manually set in this paper. Another
possible avenue for future work would be to test
these combination techniques with other coreference
resolution systems.
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Abstract

Cross Document Coreference (CDC) is the
problem of resolving the underlying identity
of entities across multiple documents and is a
major step for document understanding.

We develop a framework to efficiently
determine the identity of a person based on
extracted information, which includes unary
properties such as gender and title, as well as
binary relationships with other named entities
such as co-occurrence and geo-locations.
At the heart of our approach is a suite of
similarity functions (specialists) for matching
relationships and a relational density-based
clustering algorithm that delineates name
clusters based on pairwise similarity. We
demonstrate the effectiveness of our methods
on the WePS benchmark datasets and point
out future research directions.

1 Introduction

The explosive growth of web data offers users both
the opportunity and the challenge to discover and
integrate information from disparate sources. As
alluded to in the title, a search query of the common
name “Mark Johnson” refers to as many as 70
namesakes in the top 100 search results from the
Yahoo! search engine, only one of whom is the
Brown University professor and co-author of an
ACL 2006 paper (see experiments). Cross document
coreference (CDC) (Bagga and Baldwin, 1998) is a
distinct technology that consolidates named entities
across documents according to their real referents.
Despite the variety of styles and content in different
text, CDC can break the boundaries of documents
and cluster those mentions referring to the same

∗Contact author: jhuang@ist.psu.edu

Mark Johnson. As unambiguous person references
are key to many tasks, e.g. social network analysis,
this work focuses on person named entities. The
method can be later extended to organizations.

We highlight the key differences between our
proposed CDC system with past person name
search systems. First, we seek to transcend the
simple bag of words approaches in earlier CDC
work by leveraging state-of-the-art information
extraction (IE) tools for disambiguation. The
main advantage is that our IE based approach has
access to accurate information such as a person’s
work titles, geo-locations, relationships and other
attributes. Traditional IR approaches, on the other
hand, may naively use the terms in a document
which can significantly hamper accuracy. For
instance, an article about Hillary Clinton may
contain references to journalists, politicians who
make comments about her. Even with careful word
selection, such textual features may still confuse the
disambiguation system about the true identity of the
person. The information extraction process in our
work can thus be regarded as an intelligent feature
selection step for disambiguation. Second, after
coreferencing, our system not only yields clusters
of documents, but also structured information
which is highly useful for automated document
understanding and data mining.

We review related work on CDC next and
describe our approach in Section 3. The methods
are evaluated on benchmark datasets in Section 4.
We discuss directions for future improvement in
Section 5 and conclude in Section 6.

2 Related Work

There is a long tradition of work on the within
document coreference (WDC) problem in NLP,
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which links named entities with the same referent
within a document into a WDC chain. State-of-
the-art WDC systems, e.g. (Ng and Cardie, 2001),
leverage rich lexical features and use supervised
and unsupervised machine learning methods.

Research on cross document coreference began
more recently. (Bagga and Baldwin, 1998) proposed
a CDC system to merge the WDC chains using the
Vector Space Model on the summary sentences.
(Gooi and Allan, 2004) simplified this approach by
eliminating the WDC module without significant
deterioration in performance. Clustering approaches
(e.g. hierarchical agglomerative clustering (Mann
and Yarowsky, 2003)) have been commonly used
for CDC due to the variety of data distributions
of different names. Our work goes beyond the
simple co-occurrence features (Bagga and Baldwin,
1998) and the limited extracted information (e.g.
biographical information in (Mann and Yarowsky,
2003) that is relatively scarce in web data) using
the broad range of relational information with the
support of information extraction tools. There
are also other related research problems. (Li et
al., 2004) solved the robust reading problem by
adopting a probabilistic view on how documents are
generated and how names are sprinkled into them.
Our previous work (Huang et al., 2006) resolved
the author name ambiguity problem based on the
metadata records extracted from academic papers.

3 Methods

The overall framework of our CDC system works
as follows. Given a document, the information
extraction tool first extracts named entities and
constructs WDC chains. It also creates linkages
(relationships) between entities. The similarity
between a pair of relationships in WDC chains
is measured by an awakened similarity specialist
and the similarity between two WDC chains is
determined by the mixture of awakened specialists’
predictions. Finally, a density-based clustering
method generates clusters corresponding to real
world entities. We describe these steps in detail.

3.1 Entity and Relationship Extraction

Given a document, an information extraction
tool is first used to extract named entities and

perform within document coreference. Hence,
named entities in each document are divided into
a set of WDC chains, each chain corresponding
to one real world entity. In addition, state-of-
the-art IE tools are capable of creating relational
information between named entities. We use an
IE tool AeroText1 (Taylor, 2004) for this purpose.
Besides the attribute information about the person
named entity (first/middle/last names, gender,
mention, etc), AeroText also extracts relationship
information between named entities, such as
Family, List, Employment, Ownership, Citizen-
Resident-Religion-Ethnicity, etc, as specified in the
Automatic Content Extraction (ACE) evaluation.
The input to the CDC system is a set of WDC chains
(with relationship information stored in them) and
the CDC task is to merge these WDC chains2.

3.2 Similarity Features
We design a suite of similarity functions to
determine whether the relationships in a pair of
WDC chains match, divided into three groups:
Text similarity. To decide whether two names
in the co-occurrence or family relationship match,
we use SoftTFIDF (Cohen et al., 2003), which has
shown best performance among various similarity
schemes tested for name matching. SoftTFIDF is
a hybrid matching scheme that combines the token-
based TFIDF with the Jaro-Winkler string distance
metric. This permits inexact matching of named
entities due to name variations, spelling errors, etc.
Semantic similarity. Text or syntactic similarity is
not always sufficient for matching relationships. For
instance, although the mentions “U.S. President”
and “Commander-in-chief” have no textual overlap,
they are semantically highly related as they can be
synonyms. We use WordNet and the information
theory based JC semantic distance (Jiang and
Conrath, 1997) to measure the semantic similarity
between concepts in relationships such as mention,
employment, ownership and so on.

1AeroText is a text mining application for content
analysis, with main focus on information extraction
including entity extraction and intrasource link analysis
(see http://en.wikipedia.org/wiki/AeroText).

2We make no distinctions whether WDC chains are
extracted from the same document. Indeed, the CDC system
can correct the WDC errors due to lack of information for
merging named entities within a document.
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Other rule-based similarity. Several other
cases require special treatment. For example, the
employment relationships of Senator and D-N.Y.
should match based on domain knowledge. Also,
we design rule-based similarity functions to handle
nicknames (Bill and William), acronyms (COLING
for International Conference on Computational
Linguistics), and geographical locations3.

3.3 Learning a Similarity Matrix

After the similarity features between a pair of
WDC chains are computed, we need to compute
the pairwise distance metric for clustering. (Cohen
et al., 2003) trained a binary SVM model and
interpreted its confidence in predicting the negative
class as the distance metric. In our case of using
information extraction results for disambiguation,
however, only some of the similarity features are
present based on the availability of relationships
in two WDC chains. Therefore, we treat each
similarity function as a subordinate predicting
algorithm (called specialist) and utilize the
specialist learning framework (Freund et al., 1997)
to combine the predictions. Here, a specialist is
awake only when the same relationships are present
in two WDC chains. Also, a specialist can refrain
from making a prediction for an instance if it is
not confident enough. In addition to the similarity
scores, specialists have different weights, e.g. a
match in a family relationship is considered more
important than in a co-occurrence relationship.

The Specialist Exponentiated Gradient (SEG)
(Freund et al., 1997) algorithm is adopted to learn
to mix the specialists’ prediction. Given a set
of T training instances {xt} (xt,i denotes the
i-th specialist’s prediction), the SEG algorithm
minimizes the square loss of the outcome ỹ in an
online manner (Algorithm 1). In each learning
iteration, SEG first predict ỹt using the set of awake
experts Et with respect to instance xt. The true
outcome yt (1 for coreference and 0 otherwise) is
then revealed and square loss L is incurred. SEG
then updates the weight distribution p accordingly.

To sum up, the similarity between a pair of

3Though a rich set of similarity features has been built for
matching the relationships, they may not encompass all possible
cases in real world documents. The goal of this work, however,
is to focus on the algorithms instead of knowledge engineering.

Algorithm 1 SEG (Freund et al., 1997)
Input: Initial weight distribution p1;

learning rate η > 0; training set {xt}
1: for t=1 to T do
2: Predict using:

ỹt =
∑

i∈Et
pt

ixt,i∑
i∈Et

pt
i

(1)

3: Observe true label yt and incur square loss
L(ỹt, yt) = (ỹt − yt)2

4: Update weight distribution: for i ∈ Et

pt+1
i = pt

ie
−2ηxt,i(ỹt−yt)

∑
j∈Et

pt
j∑

j∈Et
pt

je
−2ηxt,i(ỹt−yt)

pt+1
i = pt

i, otherwise
5: end for

Output: Model p

WDC chains wi and wj can be represented in a
similarity matrix R, with ri,j computed by the SEG
prediction step using the learned weight distribution
p (Equation 1). A relational clustering algorithm
then clusters entities usingR, as we introduce next.

3.4 Relational Clustering

The set of WDC chains to be clustered are
represented by a relational similarity matrix. Most
of the work in clustering, however, is only capable
of clustering numerical object data (e.g. K-means).
Relational clustering algorithms, on the other hand,
cluster objects based on the less direct measurement
of similarity between object pairs. We choose to
use a density based clustering algorithm DBSCAN
(Ester et al., 1996) mainly for two reasons.

First, most clustering algorithm require the
number of clusters K as an input parameter. The
optimal K can apparently vary greatly for names
with different frequency and thus is a sensitive
parameter. Even if a cluster validity index is used
to determine K, it usually requires running the
underlying clustering algorithm multiple times
and hence is inefficient for large scale data.
DBSCAN, as a density based clustering method,
only requires density parameters such as the
radius of the neighborhood ε that are universal for
different datasets. As we show in the experiment,
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density parameters are relatively insensitive for
disambiguation performance.

Second, the distance metric in relational space
may be non-Euclidean, rendering many clustering
algorithms ineffective (e.g. single linkage clustering
algorithm is known to generate chain-shaped
clusters). Density-based clustering, on the other
hand, can generate clusters of arbitrary shapes since
only objects in dense areas are placed in a cluster.

DBSCAN induces a density-based cluster by
the core objects, i.e. objects having more than
a specified number of other data objects in their
neighborhood of size ε. In each clustering step, a
seed object is checked to determine whether it’s a
core object and if so, it induces other points of the
same cluster using breadth first search (otherwise
it’s considered as a noise point). In interest of
space, we refer readers to (Ester et al., 1996) for
algorithmic details of DBSCAN and now turn
our attention to evaluating the disambiguation
performance of our methods.

4 Experiments

We first formally define the evaluation metrics,
followed by the introduction to the benchmark test
sets and the system’s performance.

4.1 Evaluation Measures
We evaluate the performance of our method using
the standard purity and inverse purity clustering
metrics. Let a set of clusters C = {C1, ..., Cs}
denote the system’s output and a set of categories
D = {D1, ..., Dt} be the gold standard. Both C and
D are partitions of the WDC chains {w1, ..., wn}
(n =

∑
i |Ci| =

∑
j |Dj |). First, the precision of

a cluster Ci w.r.t. a category Dj is defined as,

Precision(Ci, Dj) =
|Ci ∩Dj |
|Ci|

Purity is defined as the weighted average of the
maximum precision achieved by the clusters on one
of the categories,

Purity(C,D) =
s∑

i=1

|Ci|
n

max
j

Precision(Ci, Dj)

Hence purity penalizes putting noise WDC chains in
a cluster. Trivially, the maximum purity (i.e. 1) can

be achieved by making one cluster per WDC chain
(referred to as the one-in-one baseline).

Reversing the role of clusters and categories,

Inverse purity(C,D)
def
= Purity(D, C). Inverse

Purity penalizes splitting WDC chains belonging
to the same category into different clusters. The
maximum inverse purity can be achieved by putting
all chain in one cluster (all-in-one baseline).

Purity and inverse purity are similar to the
precision and recall measures commonly used
in information retrieval. There is a tradeoff
relationship between the two and their harmonic
mean F0.5 is used for performance evaluation.

4.2 Datasets
We evaluate our methods using the benchmark
test collection from the ACL SemEval-2007 web
person search task (WePS hereafter) (Artiles et al.,
2007). The test collection consists of three sets of
documents for 10 different names, sampled from
the English Wikipedia (famous people), participants
of the ACL 2006 conference (computer scientists)
and common names from the US Census data,
respectively. For each ambiguous name, the top 100
documents retrieved from the Yahoo! Search API
were annotated by human annotators according to
the actual entity of the name. This yields on average
45 different real world entities per set and about 3k
documents in total.

We note that the annotation in WePS makes the
simplifying assumption that each document refers to
only one real world person among the namesakes
in question. The CDC task in the perspective of
this paper, however, is to merge the WDC chains
rather than documents. Hence in our evaluation,
we adopt the document label to annotate the WDC
chain from the document that corresponds to the
person name search query. Despite the difference,
the results of the one-in-one and all-in-one baselines
are almost identical to those reported in the WePS
evaluation (F0.5 = 0.61, 0.40 respectively). Hence
the performance reported here is comparable to the
official evaluation results (Artiles et al., 2007).

4.3 Experiment Results
We computed the similarity features from the WDC
chains extracted from the WePS training data and
subsampled the non-coreferent pairs to generate a
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Table 1: Cross document coreference performance
(macro-averaged scores, I-Pur denotes inverse purity).

Test set Method Purity I-Pur F0.5

Wikipedia AT-CDC 0.684 0.725 0.687
ACL-06 AT-CDC 0.792 0.657 0.712
US Census AT-CDC 0.772 0.700 0.722

Global
Average

AT-CDC 0.749 0.695 0.708
One-in-one 1.000 0.482 0.618
All-in-one 0.279 1.000 0.389

training set of around 32k pairwise instances. We
then used the SEG algorithm to learn the weight
distribution model. The macro-averaged cross
document coreference results on the WePS test
sets are reported in Table 1. The F0.5 score of our
CDC system (AT-CDC) is 0.708, comparable to the
test results of the first tier systems in the official
evaluation. The two baselines are also included.
Because the test set is very ambiguous (on average
only two documents per real world entity), the
one-in-one baseline has relatively high F0.5 score.

The Wikipedia, ACL06 and US Census sets
have on average 56, 31 and 50 entities per name
respectively. We notice that as the data set becomes
more ambiguous, purity decreases implying
it’s harder for the system to discard irrelevant
documents from a cluster. The other case is true
for inverse purity. In particular, we are interested in
how the coreference performance changes with the
number of entities per name (which can be viewed
as the ambiguity level of a data set). This is shown
in Figure 1. We observe that in general the harmonic
mean of the purity is fairly stable across different
number of entities per dataset (generally within
the band between 0.6 and 0.8). This is important
because the system’s performance does not vary
greatly with the underlying data characteristics.
There is a particular name (with only one underlying
referent) that appears to be an outlier in performance
in Figure 1. After examining the extraction results,
we notice that the extracted relationships refer to
the same person’s employment, coauthors and geo-
locations. The generated CDC clusters correctly
reflect the different aspects of the person but the
system is unable to link them together due to the
lack of information for merging. This motivates us
to further improve performance in future work.

Figure 2 shows how the coreference performance
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Figure 1: Coreference performance for names with
different number of real world entities.

changes with different density parameter ε. We
observe that as we increase the size of the ε
neighborhood, inverse purity increases indicating
that more correct coreference decisions are made.
On the other hand, purity decreases as more noise
WDC chains appear in clusters. Due to this tradeoff
relationship, the F score is fairly stable with a wide
range of ε values and hence the density parameter is
rather insensitive (compared to, say, the number of
clusters K).

5 Future Work

We see several opportunities to improve the
coreference performance of the proposed methods.

First, though the system’s performance compares
favorably with the WePS submissions, we observe
that purity is higher than inverse purity, indicating
that the system finds it more difficult to link
coreferent documents than to discard noise from
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Figure 2: Coreference performance with different ε.
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clusters. Thus coreferencing based solely on the
information generated by an information extraction
tool may not always be sufficient. For one, it
remains a huge challenge to develop a general
purpose information extraction tool capable of
applying to web documents with widely different
formats, styles, content, etc. Also, even if the
extraction results are perfect, relationships extracted
from different documents may be of different
types (family memberships vs. geo-locations) and
cannot be directly matched against one another. We
are exploring several methods to complement the
extracted relationships using other information:
• Context-aided CDC. The context where an named
entity is extracted can be leveraged for coreference.
The bag of words in the context tend to be less noisy
than that from the entire document. Moreover, we
can use noun phrase chunkers to extract base noun
phrases from the context. These word or phrase level
features can serve as a safenet when the IE tool fails.
• Topic-based CDC. Similar to (Li et al., 2004),
document topics can be used to ameliorate the
sparsity problem. For example, the topics Sport
and Education are important cues for differentiating
mentions of “Michael Jordan”, which may refer to a
basketball player, a computer science professor, etc.

Second, as noted in the top WePS run (Chen and
Martin, 2007), feature development is important in
achieving good coreference performance. We aim
to improve the set of similarity specialists in our
system by leveraging large knowledge bases.

Moreover, although the CDC system is developed
in the web person search context, the methods are
also applicable to other scenarios. For instance,
there is tremendous interest in building structured
databases from unstructured text such as enterprise
documents and news articles for data mining, where
CDC is a key step for “understanding” documents
from disparate sources. We plan to continue our
investigations along these lines.

6 Conclusions

We have presented and implemented an information
extraction based Cross Document Coreference
(CDC) system that employs supervised and
unsupervised learning methods. We evaluated
the proposed methods with experiments on a

large benchmark disambiguation collection, which
demonstrate that the proposed methods compare
favorably with the top runs in the SemEval
evaluation. We believe that by incorporating
information such as context and topic, besides the
extracted relationships, the performance of the CDC
can be further improved. We have outlined research
plans to address this and several other issues.
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Abstract

Some of the Follow-Up Questions (FU Q) that
an Interactive Question Answering (IQA) sys-
tem receives are not topic shifts, but rather
continuations of the previous topic. In this pa-
per, we propose an empirical framework to ex-
plore such questions, with two related goals in
mind: (1) modeling the different relations that
hold between the FU Q’s answer and either the
FU Q or the preceding dialogue, and (2) show-
ing how this model can be used to identify the
correct answer among several answer candi-
dates. For both cases, we use Logistic Regres-
sion Models that we learn from real IQA data
collected through a live system. We show that
by adding dialogue context features and fea-
tures based on sequences of domain-specific
actions that represent the questions and an-
swers, we obtain important additional predic-
tors for the model, and improve the accuracy
with which our system finds correct answers.

1 Introduction

Interactive Question Answering (IQA) can be de-
scribed as a fusion of the QA paradigm with di-
alogue system capabilities. While classical QA is
concerned with questions posed in isolation, its in-
teractive variant is intended to support the user in
finding the correct answer via natural-language dia-
logue. In an IQA setting, both the system and the
user can pose Follow-Up Questions (FU Q). In the
second case, whenever an IQA system receives an
additional user question (note that this is what we
call a Follow-Up Question throughout this work), it
can either interpret it as being thematically related to
a previous dialogue segment (topic continuation), or

as a shift to some new, unrelated topic (topic shift).
A definition of thematic relatedness of FU Qs might
rely on the elements of the attentional state, i.e., on
the objects, properties and relations that are salient
before and after processing the user question. Topic
continuation FU Qs should be interpreted within the
context, whereas topic shift FU Qs have to be treated
as first questions and can thus be processed with
standard QA technologies. Therefore, a first task
in IQA is to detect whether a FU Q is a topic shift or
a topic continuation (Yang et al., 2006).

To help answering topic continuation FU Qs, an
IQA system would need to fuse the FU Q with cer-
tain information from the dialogue context (cf. (van
Schooten et al., 2009)). Thus, a second task in IQA
is to understand which turns in the dialogue context
are possible locations of such information, and ex-
actly what kind of information should be considered.
Knowing that a FU Q concerns the same topic as the
previous question or answer, we thus want to study
in more detail the way the informational content of
questions and answers evolves before/after the FU Q
is asked. A model of these so-called informational
transitions would provide insights into what a user is
likely to ask about next in natural coherent human-
machine dialogue.

In order to tackle any of the two IQA tasks men-
tioned above we need IQA dialogues. Most current
work on IQA uses the TREC QA data; the TREC
QA tracks in 2001 and 2004 included series of con-
text questions, where FU Qs always depended on the
context set by an earlier question from the same se-
ries. However, these data were constructed artifi-
cially and are not representative of actual dialogues
from an IQA system (for instance, system answers
are not considered at all). Real IQA data yield chal-
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lenges for an automatic processing approach (Yang
et al., 2006). Our work is based on collecting and
analyzing IQA dialogues from users of a deployed
system.

In this paper, we address the second task intro-
duced above, namely the study of common relations
between the answer to a topic continuation FU Q and
other turns in the dialogue context. Our collected di-
alogue data are from the “library help desk” domain.
In many of the dialogues, library users request in-
formation about a specific library-related action; we
are thus dealing with task-oriented dialogues. This
work is based on two hypotheses regarding relations
holding between the FU Q’s answer and the dialogue
context. For studying such relations, we want to ex-
plore the usefulness of (1) a representation of the
library-related action underlying questions and an-
swers, and (2) a representation of the dialogue con-
text of the FU Q.

2 Background

In order to understand what part of the history of
the dialogue is important for processing FU Qs,
significant results come from Wizard-of-Oz stud-
ies, like (Dahlbäck and Jönsson, 1989; Bertomeu
et al., 2006; Kirschner and Bernardi, 2007), from
which it seems that the immediate linguistic context
(i.e., the last user initiative plus the last system re-
sponse) provides the most information for resolving
any context-dependency of the FU Qs. These studies
analyzed one particular case of topic continuation
FU Q, namely those questions containing reference-
related discourse phenomena (ellipsis, definite de-
scription or anaphoric pronoun); we assume that the
results could be extended to fully specified ques-
tions, too.

Insights about the informational transitions within
a dialogue come from Natural Language Genera-
tion research. (McCoy and Cheng, 1991) provide
a list of informational transitions (they call them fo-
cus shifts) that we can interpret as transitions based
on certain thematic relations. Depending on the con-
versation’s current focus type, they list specific focus
shift candidates, i.e., the items that should get focus
as a coherent conversation moves along. Since we
are interested in methods for interpreting FU Qs au-
tomatically, we decided to restrict ourselves to use

Node type Informational transition targets
Action Actor, object, etc., of the action –

any participant (Fillmore) role; pur-
pose (goal) of action, next action in
some sequence, subactions, special-
izations of the action

Table 1: Possible informational transition targets for “ac-
tion” node type (McCoy and Cheng, 1991)

only the “action” focus type to represent the focus
of questions and answers in IQA dialogues. We con-
jecture that actions form a suitable and robust basis
for describing the (informational) meaning of utter-
ances in our class of task-based “help desk” IQA di-
alogues. Table 1 shows the focus shift candidates
for a current focus of type “action”. In this work
we concentrate on the informational transitions in-
volving two actions (i.e., including one of the focus
targets listed in bold face in the table).

3 Exploring topic continuation FU Qs
using Machine Learning

We base our study of topic continuation FU Qs on
the two main results described in Section 2: We
study snippets of dialogues consisting of four turns,
viz. a user question (Q−1), the corresponding sys-
tem answer (A−1), the FU Q and its system answer
(A0); we use Logistic Regression Models to learn
from these snippets (1) which informational (action-
action) transitions hold between A0 and the FU Q
or the preceding dialogue, and (2) how to predict
whether a specific answer candidate A0 is correct for
a given dialogue snippet.

3.1 Machine learning framework: Logistic
Regression

Logistic regression models (Agresti, 2002) are gen-
eralized linear models that describe the relationship
between features (predictors) and a binary outcome
(in our case: answer correctness). We estimate the
model parameters (the beta coefficients β1, . . . , βk)
that represent the contribution of each feature to the
total answer correctness score using maximum like-
lihood estimation. Note that there is a close rela-
tionship to Maximum Entropy models, which have
performed well in many tasks. A major advantage
of using logistic regression as a supervised machine
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learning framework (as opposed to other, possibly
better performing approaches) is that the learned co-
efficients are easy to interpret. The logistic regres-
sion equation which predicts the probability for a
particular answer candidate A0 being correct, de-
pending on the learned intercept β0, the other beta
coefficients and the feature values x1, . . . , xk (which
themselves depend on a combination of Q−1, A−1,
FU Q or A0) is:

Prob{answerCorrect} =
1

1 + exp(−Xβ̂)
, where

Xβ̂ = β0 + (β1x1 + . . .+ βkxk)

3.2 Dialogue data collection
We have been collecting English human-computer
dialogues using BoB, an IQA system which is pub-
licly accessible on the Library’s web-site of our
university1. We see the availability of dialogue
data from genuinely motivated visitors of the library
web-site as an interesting detail of our approach; our
data are less constrained and potentially more dif-
ficult to interpret than synthesized dialogues (e.g.,
TREC context track data), but should on the other
hand provide insights into the structure of actual
IQA dialogues that IQA systems might encounter.
We designed BoB as a simple chatbot-inspired ap-
plication that robustly matches user questions using
regular expression-based question patterns, and re-
turns an associated canned-text answer from a repos-
itory of 529. The question patterns and answers
have been developed by a team of librarians, and
cover a wide range of library information topics,
e.g., opening time, lending procedures and different
library services. In the context of this work, we use
BoB merely as a device for collecting real human-
computer IQA dialogues.

As a preliminary step towards automatically mod-
eling action-based informational transitions trig-
gered by FU Qs, we annotated each of the 529 an-
swers in our IQA system’s repository with the “li-
brary action” that we considered to best represent
its (informational) meaning. For this, we had de-
vised a (flat) list of 25 library-related actions by an-
alyzing the answer repository (e.g.: access, borrow,
change, deliver). We also added synonymous verbs

1www.unibz.it/library

to our action list, like “obtain” for “borrow”. If we
did not find any action to represent a system an-
swer, we assigned it a special “generic-information”
tag, e.g. for answers to questions like “What are the
opening times?”.

We base our current study on the dialogues col-
lected during the first four months of the IQA sys-
tem being accessible via the Library’s web site. Af-
ter a first pass of manually filtering out dialogues
that consisted only of a single question, or where the
question topics were only non-library-related, the
collected corpus consists of 948 user questions (first
or FU Qs) in 262 dialogue sessions (i.e., from differ-
ent web sessions). We hand-annotated the user FU
Qs in these dialogues as either “topic continuation”
(248 questions), or “topic shift” (150 questions).

The remaining FU Qs are user replies to system-
initiative clarification questions, which we do not
consider here. For each user question, we marked
whether the answer given by the IQA system was
correct; in the case of wrong answers, we asked our
library domain experts to provide the correct answer
that BoB should have returned. However, we only
corrected the system answer in those cases where
the user did not ask a further FU Q afterwards, as
we must not change on-going dialogues.

To get the actual training/test data, we had to fur-
ther constrain the set of 248 topic continuation FU
Qs. We removed all FU Qs that immediately follow
a system answer that we considered incorrect; this is
because any further FU Q is then uttered in a situa-
tion where the user is trying to react to the problem-
atic answer, which clearly influences the topic of the
FU Q. Of the then remaining 76 FU Qs, we keep the
following representation of the dialogue context: the
previous user question Q−1 and the previous system
answer A−1. We also keep the FU Q itself, and its
corresponding correct answer A0.

Finally, we automatically annotated each question
with one or more action tags. This was done by sim-
ply searching the stemmed question string for any
verb stem from our list of 25 actions (or one of their
synonyms); if no action stem is found, we assigned
the “generic-information” tag to the question. Note
that this simple action detection algorithm for ques-
tions fails in case of context-dependent questions
where the verb is elided or if the question contains
still unknown action synonyms.
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3.3 Features

In the machine learning framework introduced
above, the model is intended to predict the correct-
ness of a given system answer candidate, harnessing
information from the local dialogue context: Q−1,
A−1, FU Q and the particular answer candidate A0.
We now introduce different features that relate A0 to
either the FU Q or some other preceding turn of the
dialogue. The features describe specific aspects of
how the answer candidate relates to the current dia-
logue. Note that we do not list features relating Q−1

and A0, since our experiments showed no evidence
for including them in our models.

tfIdfSimilarityQA, tfIdfSimilarityAA: TF/IDF-
based proximity scores (ranging from 0 to 1) be-
tween two strings, namely FU Q and A0, or A−1

and A0, respectively. Based on vector similarity (us-
ing the cosine measure of angular similarity) over
dampened and discriminatively weighted term fre-
quencies. Definition of the TF/IDF distance: two
strings are more similar if they contain many of the
same tokens with the same relative number of occur-
rences of each. Tokens are weighted more heavily if
they occur in few documents2, hence we used a sub-
set of the UK English version of the Web-as-Corpus
data3 to train the IDF scores.

Features based on action sequences. To describe
the action-related informational transitions we ob-
serve between the FU Q and A0 and between A−1

and A0, we use two sets of features, both of which
are based on hand-annotated actions for answers
and automatically assigned actions for questions.
actionContinuityQA, actionContinuityAA: sim-
ple binary features indicating whether the same li-
brary action (or one of its synonyms) was identi-
fied between the FU Q and A0, or A−1 and A0, re-
spectively. lmProbQA, lmProbAA: encode Statis-
tical Language Model probabilities for action tag se-
quences, i.e., the probability for A0 having a certain
action, given the action associated with FU Q, or the
action of A−1, respectively. The underlying Statis-
tical Language Models are probability distributions

2Cf. Alias-i’s LingPipe documentation http:
//alias-i.com/lingpipe/demos/tutorial/
stringCompare/read-me.html

3http://wacky.sslmit.unibo.it

over action-action sequences that reflect how likely
certain action sequences occur in our IQA dialogues,
thus capturing properties of salient action sequences.
More technically, we use Witten-Bell smoothed 2-
gram statistical language models, which we trained
on our action-tagged FU Q data.

4 Results

For the evaluation of the logistic regression model,
we proceed as follows. Applying a cross-validation
scheme, we split our 76 FU Q training examples
randomly into five non-intersecting partitions of 15
(or 16) FU Q (with corresponding Q−1, A−1, and
correct A0) each. To train the logistic regression
model, we need training data consisting of a vec-
tor of independent variables (the various feature val-
ues), along with the binary dependent variable, i.e.,
“answer correct” or “answer false”. We generate
these training data by “multiplying out” each train-
ing partition’s 61 FU Qs (76 minus the held-out test
set of 15) with all 529 answer candidates; for each
FU Q dialogue snippet used for training, this results
in one positive training example (where A0 is the 1
correct out 529 answer candidates), and 528 nega-
tive training examples (for all other answer candi-
dates).

For each of the five training/test partitions, we
train a different model. We then evaluate each of
these models on their corresponding held-out test
set. Following the cross-validation idea through, we
also train separate Statistical Language Models on
sequences of action tags for each of the five training
splits; this ensures that the language model proba-
bilities were never trained on test data. We perform
the evaluation in terms of the mean rank that the cor-
rect answer A0 is assigned after ranking all 529 an-
swer candidates (by evaluating the logistic regres-
sion equation to yield answer scores).

In the following, we give details of different lo-
gistic regression models we experimented with. Ini-
tially, we chose a subset from the list of features
introduced above. Our goal was to retain as few
features as needed to explore our two hypotheses,
i.e., whether we can make use of (1) a representa-
tion of the FU Q’s underlying library action, and/or
(2) a representation of the immediate dialogue con-
text. By dropping uninformative features, the result-
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ing models become simpler and easier to interpret.
With this goal in mind, we applied a fast backwards
elimination routine that drops uninformative predic-
tors (cf. (Baayen, 2008, p.204)) on the five training
data splits. In all five splits, both TF/IDF features
turned out to be important predictors; in four of the
splits, also lmProbQA was retained. lmProbAA was
dropped as superfluous in all but two splits, and ac-
tionSimilarityAA was retained only in one. With
these results, the set of features we retain for our
modeling experiments is: tfIdfSimilarityQA, tfIdf-
SimilarityAA and lmProbQA.

“Complete” model: tfIdfSimilarityQA, tfIdfSim-
ilarityAA and lmProbQA We estimated logistic
regression models on the five cross evaluation train-
ing sets using all three features as predictors. Table 2
shows the mean ranks of the correct answer for the
five evaluation runs, and an overall mean rank with
the average across the five splits.

To illustrate the contribution of each of the three
predictors towards the score of an answer candi-
date, we provide the (relevant linear part of) the
learned logistic regression equation for the “com-
plete” model (trained on split 1 of the data). Note
that the “answer ranker” evaluates this equation to
get a score for an answer candidate A0.

Xβ̂ = −8.4 + (9.5 ∗ tfIdfSimilarityQA +
4.6 ∗ tfIdfSimilarityAA +
1.7 ∗ lmProbQA)

Reduced model 1: No representation of dialogue
context Only the features concerning the FU Q
and the answer A0 (tfIdfSimilarityQA, lmProbQA)
are used as predictors in building the logistic re-
gression model. The result is a model that treats
every FU Q as a stand-alone question. Across the
five models, the coefficient for tfIdfSimilarityQA is
roughly five times the size of that for lmProbQA.

Reduced model 2: No action sequences We
keep only the two TF/IDF features (tfIdfSimilari-
tyQA, tfIdfSimilarityAA). This model thus does not
use any features that depend on human annotation,
but only fully automatic features. The coefficient
learned for tfIdfSimilarityQA is generally twice as
large as that for tfIdfSimilarityAA.

Reduced model 3: No dialogue context, no action
sequences Considered as a baseline, this model
uses a single feature (tfIdfSimilarityQA) to predict
answer correctness, favoring those answer candi-
dates that have the highest lexical similarity wrt. the
FU Q.

5 Discussion

In order to better understand the relatively high
mean ranks of the correct answer candidates across
Table 2, we scrutinized the results of the answer
ranker (based on all tests on the “complete” model).
The distribution of the ranks of correct answers is
clearly skewed; in around half of the 76 cases, the
correct answer was actually ranked among the top
20 of the 529 answer candidates. However, the mean
correct rank deteriorates badly due to the lowest-
ranking third of cases. Analyzing these lowest-
ranking cases, it appears that they are often instances
of two sub-classes of topic continuation FU Qs: (i)
the FU Q is context-dependent, i.e., underspecified
or exhibiting reference-related discourse phenom-
ena; (ii) the FU Q is a slight variation of the pre-
vious question (e.g. only the wh-phrase changes, or
only the object changes). This error analysis seems
to suggest that it should be worthwhile to distin-
guish between sub-classes of topic-continuation FU
Qs, and to improve specifically how answers for the
“difficult” sub-classes are ranked.

The relatively high mean ranks are also due to the
fact that in our approach of acquiring dialogue data,
for each FU Q we marked only one answer from the
whole repository as “correct”. Again for the “com-
plete” model, we checked the top 20 answer can-
didates that ranked higher than the actual “correct”
one. We found that in over half of the cases an an-
swer that could be considered correct was among the
top 20.

Looking at the ranking results across the differ-
ent models in Table 2, the fact that the “complete”
model seems to outperform each of the three re-
duced models (although no statistical significance
could be attained from comparing the rank num-
bers) confirms our two hypotheses proposed earlier.
Firstly, identifying the underlying actions of ques-
tions/answers and modeling action-based sequences
yield important information for identifying correct
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Reduced m. 3 Reduced m. 2 Reduced m. 1 Complete model
Predictors tfIdfSimilarityQA tfIdfSimilarityQA, tfIdfSimilarityQA, tfIdfSimilarityQA,
in model tfIdfSimilarityAA tfIdfSimilarityAA,

lmProbQA lmProbQA
Split 1 141.2 108.4 112.5 96.2
Split 2 102.7 97.4 53.8 57.7
Split 3 56.7 63.7 50.5 52.7
Split 4 40.5 26.2 37.9 35.7
Split 5 153.1 105.3 129.6 89.1
Mean 98.8 80.2 76.7 66.3

Table 2: Mean ranks of correct A0 out of 529 answer candidates, across models and training/test splits

answers to topic continuation FU Qs. Secondly, as
for the role of the immediate dialogue context for
providing additional clues for identifying good an-
swers to FU Qs, our data show that a high lexical
similarity score between A−1 and A0 indicates a cor-
rect answer candidate. While (Yang et al., 2006)
point out the importance of Q−1 to provide context
information, in our experiments it was generally su-
perseded by A−1.

As for the two features relating the underlying
actions of A−1 and A0 (actionContinuityAA, lm-
ProbAA), the picture seems less clear; in our current
modeling experiments, we had not enough evidence
to keep these features. However, we plan to explore
the underlying idea of action-action sequences in the
future, and conjecture that such information should
come into its own for context-dependent FU Qs.

6 Future work

Besides annotating and using more dialogue data as
more people talk to our IQA system, we plan to
implement a state-of-the-art topic-shift detection al-
gorithm as proposed in (Yang et al., 2006), train-
ing and testing it on our own FU Q data. We will
attempt to improve this system by adding action-
based features, and then extend it to distinguish
three classes: topic shifts, (topic continuation) FU
Qs that are fully specified, and (topic continuation)
context-dependent FU Qs. We then plan to build
dedicated logistic regression models for the differ-
ent sub-classes of topic continuation FU Qs. If each
model uses a specific set of predictors, we hope to
improve the overall rank of correct answers across
the different classes of FU Qs. Also, from compar-
ing the different models, we are interested in study-
ing the specific properties of different FU Q types.
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Abstract

In this paper, we present five models for sentence
realisation from a bag-of-words containing mini-
mal syntactic information. It has a large variety
of applications ranging from Machine Translation
to Dialogue systems. Our models employ simple
and efficient techniques based on n-gram Language
modeling.

We evaluated the models by comparing the syn-
thesized sentences with reference sentences using
the standard BLEU metric(Papineni et al., 2001).
We obtained higher results (BLEU score of 0.8156)
when compared to the state-of-art results. In fu-
ture, we plan to incorporate our sentence realiser in
Machine Translation and observe its effect on the
translation accuracies.

1 Introduction

In applications such as Machine Translation (MT)
and Dialogue Systems, sentence realisation is a ma-
jor step. Sentence realisation involves generating a
well-formed sentence from a bag of lexical items.
These lexical items may be syntactically related to
each other. The level of syntactic information at-
tached to the lexical items might vary with applica-
tion. In order to appeal to the wide range of applica-
tions that use sentence realisation, our experiments
assume only basic syntactic information, such as un-
labeled dependency relationships between the lexi-
cal items.

In this paper, we present different models for sen-
tence realisation. These models consider a bag of
words with unlabelled dependency relations as input
and apply simple n-gram language modeling tech-
niques to get a well-formed sentence.

We now present the role of a sentence realiser
in the task of MT. In transfer-based approaches for

MT1 (Lavie et al., 2003), the source sentence is
first analyzed by a parser (a phrase-structure or a
dependency-based parser). Then the source lexical
items are transferred to the target language using a
bi-lingual dictionary. The target language sentence
is finally realised by applying transfer-rules that map
the grammar of both the languages. Generally, these
transfer rules make use of rich analysis on the source
side such as dependency labels etc. The accuracy of
having such rich analysis (dependency labeling ) is
low and hence, might affect the performance of the
sentence realiser. Also, the approach of manually
constructing transfer rules is costly, especially for
divergent language pairs such as English and Hindi
or English and Japanese. Our models can be used
in this scenario, providing a robust alternative to the
transfer rules.

A sentence realiser can also be used in the frame-
work of a two-step statistical machine translation.
In the two-step framework, the semantic transfer
and sentence realisation are decoupled into indepen-
dent modules. This provides an opporunity to de-
velop simple and efficient modules for each of the
steps. The model forGlobal Lexical Selection and
Sentence Re-construction (Bangalore et al., 2007)
is one such approach. In this approach, discrimi-
native techniques are used to first transfer semantic
information of the source sentence by looking at the
source sentence globally, this obtaining a accurate
bag-of-words in the target language. The words in
the bag might be attached with mild syntactic infor-
mation (ie., the words they modify) (Venkatapathy
and Bangalore, 2007). We propose models that take

1http://www.isi.edu/natural-language/mteval/html/412.html
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this information as input and produce the target sen-
tence. We can also use our sentence realiser as an
ordering module in other approaches such as (Quirk
et al., 2005), where the goal is to order an unordered
bag (of treelets in this case) with dependency links.

In Natural Language Generation applications
such as Dialogue systems etc, the set of concepts
and the dependencies between the concepts is ob-
tained first which is known as text planning. These
concepts are then realized into words resulting in a
bag of words with syntactic relations (Bangalore and
Rambow, 2000). This is known as sentence plan-
ning. In the end, the surface string can be obtained
by our models.

In this paper, we do not test our models with any
of the applications mentioned above. However, we
plan to test our models with these applications, es-
pecially on the two-stage statistical MT approach
using the bag-of-words obtained by Global Lexi-
cal Selection (Bangalore et al., 2007),(Venkatapathy
and Bangalore, 2007). Here, we test our models in-
dependent of any application, by beginning with a
given bag-of-words (with dependency links).

The structure of the paper is as follows. We give
an overview of the related work in section 2. In sec-
tion 3, we talk about the effect of dependency con-
straints and gives details of the experimental setup in
section 4. In section 5, we describe about the exper-
iments that have been conducted. In section 6, our
experimental results are presented. In section 7, we
talk about the possible future work and we conclude
with section 8.

2 Related Work

There have been approaches for sentence realisation
such as FUF/SURGE (Elhadad, 1991), OpenCCG
(White, 2004) and XLE (Crouch et al., 2007)
that apply hand-crafted grammars based on partic-
ular linguistic theories. These approaches expect
rich syntactic information as input in order to re-
alise the sentence. There are other approaches in
which the generation grammars are extracted semi-
automatically (Belz, 2007) or automatically (such as
HPSG (Nakanishi and Miyao, 2005), LFG (Cahill
and van Genabith, 2006; Hogan et al., 2007) and
CCG (White et al., 2007)). The limitation of these
approaches is that these cannot be incorporated into

a wide range of applications as they rely on rich
syntactic information for generation. On the con-
trary, we use simple n-gram models to realise (or lin-
earize) a bag-of-words where the only information
available is the presence of various links between the
words.

Our work is similar to a recently published work
by Guo (Guo et al., 2008). They use n-gram models
to realise sentences from the f-structures of HPSG
(equivalent to labeled dependency structure). Their
models rely heavily on the dependency relation la-
bels (also called grammatical roles) available in
HPSG. However, the dependency role information
(of any dependency formalism) is either not read-
ily available in a variety of applications in NLP. We
propose to explore the realisation of a sentence us-
ing minimal syntactic information. Apart from de-
pendency links, we also make use of part-of-speech
tags which are easily available and hence, our sen-
tence realiser can be plugged much easily into var-
ious applications. Guo (Guo et al., 2008) conduct
their experiments by considering gold data as input.
Apart from using gold data as input, we also con-
duct experiments by assuming noisy input data to
test the robustness of our models. The search al-
gorithm used by both Guo and us is locally greedy
i.e., we compute the best string at every node. Guo
uses the Viterbi algorithm to get best string whereas
we consider and score all permutations to obtain the
best string.

There has been burgeoning interest in the prob-
abilistic models for sentence realisation, especially
for realisation ranking in a two stage sentence real-
isation architecture where in the first stage a set of
sentence realisations are generated and then a real-
isation ranker will choose the best of them (Banga-
lore and Rambow, 2000).

One major observation in our experiments was
that the POS tags held immensely in the task of sen-
tence realisation.

3 Effect of Dependency Constraints

There is a major advantage in using dependency
constraints for sentence realisation. The search
space reduces drastically when the constraints are
applied. These constraints state that the realised sen-
tences should be projective with respect to the de-
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pendency structure (unordered) of the input bag-of-
words ie.., any word and its children in the depen-
dency tree should project as a contiguous unit in the
realised sentence. This is a safe assumption to make
as the non-projectivity in English is only used to
account for Long-Distance Dependencies and such
cases are low in number (Guo et al., 2008).

is going

Ram to school

Figure 1: Bag of words with dependency constraints
and head marked

We now present an example to show how the de-
pendency constraints reduce the search space. For
example, consider an unordered dependency tree in
Figure 1, which has five words. If we don’t use the
constraints provided by the dependency tree then the
search space is 5! (120). But, if we use the con-
straints provided by the dependency tree then the
search space is 2! + 4! = 28. There is a huge reduc-
tion in the search space if we use the constraints pro-
vided by the dependency tree. Further, it has been
shown in (Chang and Toutanova, 2007) that apply-
ing the constraints also aids for the synthesis of bet-
ter constructed sentences.

4 Experimental Set-up

For the experiments, we use the WSJ portion of the
Penn tree bank (Marcus et al., 1993), using the stan-
dard train/development/test splits, viz 39,832 sen-
tences from 2-21 sections, 2416 sentences from sec-
tion 23 for testing and 1,700 sentences from sec-
tion 22 for development. The input to our sen-
tence realiser are bag of words with dependency
constraints which are automatically extracted from
the Penn treebank using head percolation rules used
in (Magerman, 1995), which do not contain any or-
der information. We also use the provided part-of-
speech tags in some experiments.

In a typical application, the input to the sentence
realiser is noisy. To test the robustness of our models

in such scenarios, we also conduct experiments with
noisy input data. We parse the test data with an un-
labelled projective dependency parser (Nivre et al.,
2006) and drop the order information to obtain the
input to our sentence realiser. However we still use
the correct bag of words. We propose to test this as-
pect in future by plugging our sentence realiser in
Machine Translation.

Table 1 shows the number of nodes having a par-
ticular number of children in the test data.

Children countNodes Children countNodes
0 30219 5 1017
1 13649 6 685
2 5887 7 269
3 3207 8 106
4 1526 > 8 119

Table 1: The number of nodes having a particular
number of children in the test data

From Table 1, we can see that more than 96% of
the internal nodes of the trees contain five or less
children. It means that for almost all the nodes, the
reordering complexity is minimal. This makes this
approach very feasible if the order of a sub-tree is
computed after the order of the sub-trees of its chil-
dren is fixed. Hence, the approaches that we present
in the next section use bottom-up traversal of the
tree. During the traversal, the appropriate order of
every sub-tree is fixed.

5 Experiments

The task here is to realise a well formed sentence
from a bag of words with dependency constraints
(unordered dependency tree) for which we propose
five models using n-gram based Language modeling
techinque. We train the language models of order 3
using Good-Turning smoothing on the training data
of Penn Treebank.

5.1 Model 1 : Sentential Language Model

We traverse the tree in bottom up manner and find
the best phrase at each subtree. The best phrase cor-
responding to the subtree is assigned to the root node
of the sub-tree during the traversal.

Let the noden haveN children represented asci

(1 < i < N ). During the bottom up traversal, the
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childrenci are assigned best phrases before process-
ing noden. Let the best phrases corresponding to the
children bep(ci). The best phrase corresponding to
the noden is computed by exploring the permuta-
tions ofn and the best phrasesp(ci) corresponding
to the childrenci. The total number of permutations
that are explored are(N +1)!. A sentential language
model is applied on each of the candidate phrases to
select the best phrase.

p(n) = bestPhrase ( perm (n, ∀ i p(ci)) o LM )
(1)

In Sentential Language Model, we used a LM that
is trained on complete sentences of the training cor-
pus to score the permutations.

5.2 Model 2 : Subtree-type based Language
Models(STLM)

The major problem with model 1 is that we are us-
ing a common sentential language model (trained on
complete sentences) to score phrases corresponding
to various sub-tree types. In this model, we build
different LMs for phrases corresponding to different
subtree-types.

To build STLMs, the training data is parsed first.
Each subtree in the parse structure is represented
by the part-of-speech tag of its head. Different lan-
guage models are created for each of the POS tags.
We have 44 different language models each corre-
sponding to a particular POS tag. For example, a
IN language model contains phrases likein hour, of
chaos, after crash, in futures, etc and VBD language
model contains phrases likewere criticized, never
resumed while training.

So, in this model we realise a sentence from a
unordered dependency tree by traversing the depen-
dency tree in bottom-up manner as we did in model
1; but while scoring the permuted phrases we use
different language models for subtrees headed by
words of various pos tags.

p(n) = bestPhrase ( perm (n, ∀ i p(ci)) o LMPOS(n) )
(2)

Here,LMPOS(n) represents the language model
associated with the part-of-speech of the noden.

5.3 Model 3 : Head-word STLM

In the models presented earlier, a node and its chil-
dren are ordered using the best phrases of the chil-

dren. For example, the best phrase assigned to the
node ‘was’ is computed by taking of the permutation
of ‘was’ and its children ‘The equity market’, ‘illiq-
uid’ and ‘.’ and then applying the language model.
In model 3, instead of considering best phrases while
ordering, the heads of the the childrenci are consid-
ered. For example, the best phrase assigned to the
node ‘was’ is computed by first permuting the nodes
‘was’, ‘market’, ‘illiquid’ and ‘.’ and then apply-
ing the language models trained on the treelets (head
and children) and not on entire sub-trees.

The major advantage of using this model is that
order at a node is independent of the best phrases of
its descendants and also any mistakes in computa-
tion of best phrases of descendants doesn’t effect the
choice of reordering decision at a particular node.

5.4 Model 4 : POS based STLM

We now experiment by using Part-Of-Speech (POS)
tags of words for ordering the nodes. In the previ-
ous approaches, the language models were trained
on the words which were then used to compute the
best strings associated with various nodes. Here,
we order the node and its children using a language
model trained on POS tag sequences. The motiva-
tion behind buliding such kind of Language models
is that it deals with unseen words effectively. Hence,
in this model, the best phrase corresponding to the
node ‘was’ is obtained by permuting the POS tags
of the words ‘was’, ‘market’, ’illiquid and ’.’ which
are ‘VBZ’, ‘NN’, ‘NN’ and ‘.’ respectively. As the
best POS tag sequence might correspond to several
orderings of the treelet, a word based STLM is ap-
plied to choose the correct ordering.

The major advantages of this model is that it is
more general and it deals with unseen words effec-
tively. Also, it is much faster than earlier models as
this model is a POS tag based model.

5.5 Model 5: Head-marked POS based STLM

In POS based STLM, the head of a particular node
isn’t marked while applying the language model.
Hence, all the nodes of the treelet are treated equally
while applying the LM. For example, in Figure 2, the
structures of treelets is not taken into account while
applying the head-POS based language model. Both
are treated in the same manner while applying TLM.
In this model, we experiment by marking the head
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information for the POS of the head word which
treats the treelets in Figure 2 in a different manner to
obtain the best phrase. As the best POS tag sequence
might correspond to several orderings of the treelet,
we test various word-based approaches to choose the
best ordering among the many possibilities. The best
approach was the one where head-word of the treelet
had the POS tag attached to it.

VB

VBP NN

VBP

VB NN

Figure 2: Two different treelets which would have
same best POS tag sequence

6 Results and Discussion

To evaluate our models, we compare the system gen-
erated sentences with reference sentences and get
the BLEU score. As mentioned in section 4, We
evaluate our models on two different types of in-
put. In the first input type, we have bag of words
with dependency constraints extracted from tree-
bank and in the second input type, the dependency
constraints among the bag of words are extracted
from the parser which are noisy. Table 2 shows the
results of model 1-5.

Model Treebank(gold) Parser(noisy)
Model 1 0.5472 0.5514
Model 2 0.6886 0.6870
Model 3 0.7284 0.7227
Model 4 0.7890 0.7783
Model 5 0.8156 0.8027

Table 2: The results of Model 1-5

We can observe that in model 1, BLEU score of
the parser input is high when compared to Treebank
input. This might be because, the parser input is pro-
jective (as we used projective parsing) whereas the
treebank input might contain some non-projective
cases. In general, for all the models, the results with
noisy dependency links are comparable to the cases
where gold dependency links are used which is en-
couraging.

We have taken the Table-3 from (Guo et al.,
2008), which shows the BLEU scores of different

Paper BLEU score
Langkilde(2002) 0.757
Nakanishi(2005) 0.705
Cahill(2006) 0.6651
Hogan(2007) 0.6882
White(2007) 0.5768
Guo(2008) 0.7440
Our Model 0.8156

Table 3: Comparsion of results for English WSJ sec-
tion 23

systems on section 23 of PTB. Its really difficult to
compare sentence realisers as the information con-
tained in the input vaires greatly between systems.
But, we can clearly see that the our system performs
better than all the systems. The main observations
from the results are, (1) Searching the entire space of
O(n!) helps, (2) Treelet LM capture characteristics
of phrases headed by various POS tags, in contrast to
sentential LM which is a general LM, (3) POS tags
can play an important role in ordering nodes of a de-
pendency structure, (4) The head models performed
better than the models that used all the nodes of the
sub-tree, and (5) Marking the head of a treelet pro-
vides vital clues to the language model for reorder-
ing.

7 Future Experiments

Although the results of the proposed models are
much higher when compared to other methods, the
major constraint with our models is the computa-
tional complexity, which is O(n!). However, our ap-
proach is still tractable because of the low values of
n. We plan to reduce the search space complexity by
using Viterbi search (Guo et al., 2008), and examine
the drop in results because of that.

The models proposed in paper, consider only the
locally best phrases (local to the sub-tree) at every
step. In order to retain the globally best possibilities
at every step, we plan to use beam search, where we
retain K-best best phrases for every sub-tree.

Also, the goal is to test the approach for
morphologically-rich languages such as Hindi.
Also, it would require us to expand our features set.
We also plan to test the factored models.

The most important experiment that we plan to
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perform is to test our system in the context of MT,
where the input is more real and noisy.

To train more robust language models, we plan to
use the much larger data on a web scale.

8 Conclusion

In this paper, we had experimented with five ngram
based models for sentence realisation from bag of
words with dependency constraints. We have evalu-
ated our models on two different types of input(gold
and noisy). From the results, we can conclude that
the model ’Marked Head-POS based LM’ works
best in both cases.
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Abstract

An annotation project typically has an abun-

dant supply of unlabeled data that can be 
drawn from some corpus, but because the 

labeling process is expensive, it is helpful to 

pre-screen the pool of the candidate instances 

based on some criterion of future usefulness. 

In many cases, that criterion is to improve the 

presence of the rare classes in the data to be 
annotated. We propose a novel method for 

solving this problem and show that it com-

pares favorably to a random sampling baseline 

and a clustering algorithm. 

1 Introduction

A data set is imbalanced when the distribution 

of classes in it is dominated by a single class. In 

Word Sense Disambiguation (WSD), the classes 

are word senses. The problem of imbalanced data 

is painfully familiar to WSD researchers: word 

senses are particularly well known for their skewed 

distributions that are also highly domain and cor-

pus dependent. Most polysemous words have a 

sense that occurs in a disproportionately high 

number of cases and another sense that is seen very 

infrequently. For example, the OntoNotes (Hovy et 

al., 2006) sense inventory defines two senses for 

the verb to add.  Of all the instances of this verb in 

the OntoNotes sense-tagged corpus, 93% are the 

instances of the predominant sense (not the arith-

metic sense!). Another fact: there are 4,554 total 

senses in the OntoNotes sense inventory for 1,713 

recently released verbs. Only 3,498 of them are 

present in the actual annotated data. More than 

1,000 senses (23%) are so rare that they are miss-

ing from the corpus altogether. More than a third 

of the released verbs are missing representative 

instances of at least one sense. In fact many of the 

verbs are pseudo-monosemous: even though the 

sense inventory defines multiple senses, only the 

most frequent sense is present in the actual anno-

tated data. For example, only 1 out of 8 senses of 

to rip is present in the data. 

The skewed nature of sense distributions is a 

fact of life. At the same time, a large-scale annota-

tion project like OntoNotes, whose goal is the crea-

tion of a comprehensive linguistic resource, cannot 

simply ignore it. That a sense is rare in a corpus 

does not mean that it is less important to annotate a 

sufficient number of instances of that sense: in a 

different domain it can be more common and not 

having enough annotated instances of that sense 

could jeopardize the success of an automatic cross-

domain WSD system. For example, sense 8 of to

rip ("to import an audio file directly from CD") is 

extremely popular on the web but it does not exist 

at all in the OntoNotes data. Only the traditional 

sense of to swap exists in the data but not the com-

puter science sense ("to move a piece of program 

into memory"), while the latter can conceivably be 

significantly more popular in technical domains.  

In general, class imbalance complicates super-

vised learning. This contention certainly holds for 

WSD. As an illustration, consider the verb to call, 

for which the OntoNotes sense inventory defines 

11 senses. Senses 3 and 5 are the most frequent: 

together they constitute 84% of the data. To inves-

tigate which classes are problematic for a classifi-
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er, we conducted 50 supervised learning experi-

ments. In each experiment one instance of this verb 

was selected at random and used for testing while 

the rest was used for training a maximum entropy 

model. The resulting confusion matrix shows that 

the model correctly classified most of the instances 

of the two predominant senses while misclassify-

ing the other classes. The vast majority of the er-

rors came from confusing other senses with sense 5 

which is the most frequent sense of to call. Clearly, 

the data imbalance problem has a significant nega-

tive effect on performance. 

Let us now envision the following realistic sce-

nario: An annotation project receives funds to 

sense-tag a set of verbs in a corpus. It may be the 

case that some annotated data is already available 

for these verbs and the goal is to improve sense 

coverage, or no annotated data is available at all.  

But it turns out there are only enough funds to an-

notate a portion (e.g. half) of the total instances. 

The question arises how to pre-select the instances 

from the corpus in a way that would ensure that all 

the senses are as well represented as possible. Be-

cause some senses of these verbs are very rare, the 

pool of instances pre-selected for the annotation 

should include as many as possible instances of the 

rare senses. Random sampling – the simplest ap-

proach – will clearly not work: the pre-selected 

data will contain roughly the same proportion of 

the rare sense instances as the original set.  

If random sampling is not the answer, the data 

must be selected in some non-uniform way, i.e. 

using selective sampling. Active learning (e.g. 

Chen et al., 2006) is one approach to this problem. 

Some evidence is available (Zhu and Hovy, 2007) 

that active learning outperforms random sampling 

in finding the instances of rare senses. However, 

active learning has several shortcomings: (1) it re-

quires some annotated data to start the process; (2) 

it is problematic when the initial training set only 

contains the data for a single class (e.g. the pseudo-

monosemous verbs); (3) it is not always efficient in 

practice: In the OntoNotes project, the data is an-

notated by two human taggers and the disagree-

ments are adjudicated by the third. In classic active 

learning a single instance is labeled on each itera-

tion  This means the human taggers would have to 

wait on each other to tag the instance, on the adju-

dicator for the resolution of a possible disagree-

ment, and finally on the system which still needs to 

be-retrained to select the next instance to be la-

beled, a time sink much greater than tagging addi-

tional instances; (4) finally, active learning may 

not be an option if the data selected needs to be 

manually pre-processed (e.g. sentence segmented, 

tokenized, and treebanked – as was the case with 

some of the OntoNotes data). In this setting, on 

each iteration of the algorithm, the taggers have to 

also wait for the selected instance to be manually 

pre-processed before they can label it. 

Thus, it would be significantly more convenient 

if all the data to be annotated could be pre-selected 

in advance. In this paper we turn to two unsuper-

vised methods which have the potential to achieve 

that goal. We propose a simple language modeling-

based sampling method (abbreviated as LMS) that 

increases the likelihood of seeing rare senses in the 

pre-selected data. The basic approach is as follow: 

using language modeling we can rank the instances 

of the ambiguous verb according to their probabili-

ty of occurrence in the corpus. Because the in-

stances of the rare senses are less frequent than the 

instances of the predominant sense, we can expect 

that there will be a higher than usual concentration 

of the rare sense instances among the instances that 

have low probabilities. The method is completely 

unsupervised and the only resource that it requires 

is a Language Modeling toolkit such as SRILM 

(Stolcke, 2002), which we used in our experiments. 

We compare this method with a random sampling 

baseline and semi-supervised clustering, which can 

serve the same purpose. We show that our method 

outperforms both of the competing approaches. We 

review the relevant literature in section 2, explain 

the details of LMS in section 3, evaluate LMS in 

section 4, discuss the results in section 5, and de-

scribe our plans for future work in section 6. 

2 Relevant Work

The problem of imbalanced data has recently re-

ceived much attention in the machine learning 

community. Rare classes can be of higher impor-

tance than frequent classes, as in medical diagnosis 

when one is interested in correctly identifying a 

rare disease. Network intrusion detection faces a 

similar problem: a malicious activity, although of 

crucial importance, is a very rare event compared 

to the large volumes of routine network traffic. At 

the same time, imbalanced data poses difficulties 

for an automatic learner in that rare classes have a 

much higher misclassification rate than common 
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ones (Weiss, 1995; Japkowicz, 2001). Learning 

from imbalanced sets can also be problematic if the 

data is noisy: given a sufficiently high level of 

background noise, a learner may not distinguish 

between true exceptions (i.e. rare cases) and noise 

(Kubat and Matwin, 1997; Weiss, 2004). 

In the realm of supervised learning, cost-

sensitive learning has been recommended as a so-

lution to the problem of learning from imbalanced 

data (e.g. Weiss, 2004). However, the costs of mis-

classifying the senses are highly domain specific 

and hard to estimate. Several studies recently ap-

peared that attempted to apply active learning prin-

ciples to rare category detection (Pelleg and 

Moore, 2004; He and Carbonell, 2007). In addition 

to the issues with active learning outlined in the 

introduction, the algorithm described in (He and 

Carbonell, 2007) requires the knowledge of the 

priors, which is hard to obtain for word senses.  

WSD has a long history of experiments with 

unsupervised learning (e.g. Schutze, 1998; Puran-

dare and Peterson, 2004). McCarthy et al. (2004) 

propose a method for automatically identifying the 

predominant sense in a given domain. Erk (2006) 

describes an application of an outlier detection al-

gorithm to the task of identifying the instances of 

unknown senses. Our task differs from the latter 

two works in that it is aimed at finding the in-

stances of the rare senses. 

Finally, the idea of LMS is similar to the tech-

niques for sentence selection based on rare n-gram 

co-occurrences used in machine translation (Eck et 

al., 2005) and syntactic parsing (Hwa, 2004). 

3 Language Modeling for Data Selection

Our method is outlined in Figure 1: 

 
Input 
A large corpus that contains T candidate instances 
from which S instances are to be selected for anno-

tation 

Basic Steps 
1. Compute the language model for the corpus 
2. Compute the probability distribution over the T 

candidate instances of the target verb  

3. Rank the T candidate instances by their proba-

bilities 

4. Form a cluster by selecting S instances with the 

lowest probability 

 
Figure 1. Basic steps of LMS 

 

Let us now clarify a few practical points. Al-

though an instance of the target verb can be 

represented as the entire sentence containing the 

verb, from the experiments with automatic WSD 

(e.g. Dligach and Palmer, 2008), it is known that 

having access to just a few words in the neighbor-

hood of the target verb is sufficient in many cases 

to predict the sense. For the purpose of LMS we 

represent an instance as the chunk of text centered 

upon the target verb plus the surrounding words on 

both sides within a three-word window. Although 

the size of the window around the target verb is 

fixed, the actual number of words in each chunk 

may vary when the target verb is close to the be-

ginning or the end of sentence. Therefore, we need 

some form of length normalization. We normalize 

the log probability of each chunk by the actual 

number of words to make sure we do not favor 

shorter chunks (SRILM operates in log space). The 

resulting metric is related to perplexity: for a se-

quence of words W = w1w2 … wN  the perplexity is 

N
NwwwPWPP

1

21 )...()(
−

=  

The log of perplexity is 

)]...(log[
1

)](log[ 21 NwwwP
N

WPP −=  

Thus, the quantity we use for ranking is nega-

tive perplexity. 

4 Evaluation

For the evaluation, we selected two-sense verbs 

from the OntoNotes data that have at least 100 in-

stances and where the share of the rare sense is less 

than 20%. There were 11 such verbs (2,230 in-

stances total) with the average share of the rare 

sense 11%.  

Our task consists of clustering the instances of a 

verb into two clusters, one of which is expected to 

have a higher concentration of the rare senses than 

the other. Since the rare sense cluster is of primary 

interest to us, we report two metrics: (1) precision: 

the ratio of the number of instances of the rare 

sense in the cluster and the total number of in-

stances in the cluster; (2) recall: the ratio of the 

number of instances of the rare sense in the cluster 

and the total number of the rare sense instances in 

both clusters. Note that precision is not of primary 

importance for this task because the goal is not to 

reliably identify the instances of the rare sense but 
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rather to group them into a cluster where the rare 

senses will have a higher concentration than in the 

original set of the candidate instances. At the same 

time achieving high recall is important since we 

want to ensure that most, if not all, of the rare 

senses that were present among the candidate in-

stances are captured in the rare sense cluster.  

4.1 Plausibility of LMS

The goal of our first set of experiments is to illu-

strate the plausibility of LMS. Due to space con-

straints, we examine only two verbs: compare and 

add. The remaining experiments will focus on a 

more comprehensive evaluation that will involve 

all 11 verbs. We computed the normalized log 

probability for each instance of a verb. We then 

ordered these candidate instances by their norma-

lized log probability and computed the recall of the 

rare sense at various levels of the size of the rare 

sense cluster. We express the size of the rare sense 

cluster as a share of the total number of instances. 

We depict recall vs. cluster size with a dotted 

curve. The graphs are in Figures 2 and 3.  

 
Figure 2. Rare sense recall for compare 

 
Figure 3. Rare sense recall for add 

The diagonal line on these figures corresponds 

to the random sampling baseline. A successful 

LMS would correspond to the dotted curve lying 

above the random sampling baseline, which hap-

pens to be the case for both of these verbs. For 

compare we can capture all of the rare sense in-

stances in a cluster containing less than half of the 

candidate instances. While verbs like compare re-

flect the best-case scenario, the technique we pro-

posed still works for the other verbs although not 

always as well. For example, for add we can recall 

more than 70% of the rare sense instances in a 

cluster that contains only half of all instances. This 

is more than 20 percentage points better than the 

random sampling baseline where the recall of the 

rare sense instances would be approximately 50%. 

4.2 LMS vs. Random Sampling Baseline

In this experiment we evaluated the performance 

of LMS for all 11 verbs. For each verb, we ranked 

the instances by their normalized log probability 

and placed the bottom half in the rare sense cluster. 

The results are in Table 2. The second column 

shows the share of the rare sense instances in the 

entire corpus for each verb. Thus, it represents the 

precision that would be obtained by random sam-

pling. The recall for random sampling in this set-

ting would be 0.5.   

Ten verbs outperformed the random sampling 

baseline both with respect to precision and recall 

(although recall is much more important for this 

task) and one verb performed as well. On average 

these verbs showed a recall figure that was 22 per-

centage points better than random sampling. Two 

of the 11 verbs (compare and point) were able to 

recall all of the rare sense instances. 

 

Verb Rare Inst Precision Recall 

account 0.12 0.21 0.93 

add 0.07 0.10 0.73 

admit 0.18 0.18 0.50 

allow 0.06 0.07 0.62 

compare 0.08 0.16 1.00 

explain 0.10 0.12 0.60 

maintain 0.11 0.11 0.53 

point 0.15 0.29 1.00 

receive 0.07 0.08 0.60 

remain 0.15 0.20 0.65 

worry 0.15 0.22 0.73 

average 0.11 0.16 0.72 

 
Table 2. LMS results for 11 verbs 
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4.3 LMS vs. K-means Clustering

Since LMS is a form of clustering one way to eva-

luate its performance is by comparing it with an 

established clustering algorithm such as K-means 

(Hastie et al., 2001). There are several issues re-

lated to this evaluation. First, K-means produces 

clusters and which cluster represents which class is 

a moot question. Since for the purpose of the eval-

uation we need to know which cluster is most 

closely associated with a rare sense, we turn K-

means into a semi-supervised algorithm by seeding 

the clusters. This puts LMS at a slight disadvan-

tage since LMS is a completely unsupervised algo-

rithm, while the new version of K-means will 

require an annotated instance of each sense. How-

ever, this disadvantage is not very significant: in a 

real-world application, the examples from a dictio-

nary can be used to seed the clusters. For the pur-

pose of this experiment, we simulated the 

examples from a dictionary by simply taking the 

seeds from the pool of the annotated instances we 

identified for the evaluation. K-means is known to 

be highly sensitive to the choice of the initial 

seeds. Therefore, to make the comparison fair, we 

perform the clustering ten times and pick the seeds 

at random for each iteration. The results are aver-

aged. 

Second, K-means generates clusters of a fixed 

size while the size of the LMS-produced clusters 

can be easily varied. This advantage of the LMS 

method has to be sacrificed to compare its perfor-

mance to K-means. We compare LMS to K-means 

by counting the number of instances that K-means 

placed in the cluster that represents the rare sense 

and selecting the same number of instances that 

have the lowest normalized probability. Thus, we 

end up with the two methods producing clusters of 

the same size (with k-means dictating the cluster 

size).  

Third, K-means operates on vectors and there-

fore the instances of the target verb need to be 

represented as vectors. We replicate lexical, syn-

tactic, and semantic features from a verb sense dis-

ambiguation system that showed state-of-the-art 

performance on the OntoNotes data (Dligach and 

Palmer, 2008).  

The results of the performance comparison are 

shown in Table 3. The fourth column shows the 

relative size of the K-means cluster that was 

seeded with the rare sense. Therefore it also de-

fines the share of the instances with the lowest 

normalized log probability that are to be included 

in the LMS-produced rare sense clusters. On aver-

age, LMS showed 3% better recall than K-means 

clustering.  

 

K-means LMS

verb precision recall size precision recall

account 0.21 1.00 0.58 0.20 1.00

add 0.06 0.54 0.50 0.10 0.73

admit 0.21 0.31 0.29 0.09 0.15

allow 0.08 0.36 0.31 0.06 0.31

compare 0.22 0.42 0.18 0.19 0.43

explain 0.16 0.61 0.44 0.14 0.60

maintain 0.13 0.91 0.80 0.11 0.82

point 0.27 0.66 0.42 0.31 0.89

receive 0.11 0.68 0.72 0.08 0.80

remain 0.10 0.41 0.44 0.21 0.61

worry 0.81 0.51 0.13 0.38 0.33

average 0.21 0.58 0.44 0.17 0.61

 

Table 3. LMS vs. K-means 

5 Discussion and Conclusion

In this paper we proposed a novel method we 

termed LMS for pre-selecting instances for annota-

tion. This method is based on computing the prob-

ability distribution over the instances and selecting 

the ones that have the lowest probability. The ex-

pectation is that instances selected in this fashion 

will capture more of the instances of the rare 

classes than would have been captured by random 

sampling. We evaluated LMS by comparing it to 

random sampling and showed that LMS outper-

forms it. We also demonstrated that LMS com-

pares favorably to K-means clustering. This is 

despite the fact that the cluster sizes were dictated 

by K-means and that K-means had at its disposal 

much richer linguistic representations and some 

annotated data.  

Thus, we conclude that LMS is a promising me-

thod for data selection. It is simple to use since one 

only needs the basic functionality that any lan-

guage modeling toolkit offers. It is flexible in that 

the number of the instances to be selected can be 

specified by the user, unlike, for example, when 

clustering using k-means. 
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6 Future Work

First, we would like to investigate the effect of se-

lective sampling methods (including LMS) on the 

performance of WSD models learned from the se-

lected data. Next, we plan to apply LMS for Do-

main adaptation. Unlike the scenario we dealt with 

in this paper, the language model would have to be 

learned from and applied to different corpora: it 

would be trained on the source corpus and used to 

compute probabilities for the instances in the target 

corpus that needs to be adapted. We will also expe-

riment with various outlier detection techniques to 

determine their applicability to data selection. 

Another promising direction is a simplified active 

learning approach in which a classifier is trained 

on the labeled data and applied to unlabeled data; 

the instances with a low classifier's confidence are 

selected for annotation (i.e. this is active learning 

conducted over a single iteration). This approach is 

more practical than the standard active learning for 

the reasons mentioned in Section 1 and should be 

compared to LMS. Finally, we will explore the 

utility of LMS-selected data as the initial training 

set for active learning (especially in the cases of 

the pseudo-monosemous verbs). 
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Abstract

We propose a method for modeling pronunci-
ation variation in the context of spell checking
for non-native writers of English. Spell check-
ers, typically developed for native speakers,
fail to address many of the types of spelling
errors peculiar to non-native speakers, espe-
cially those errors influenced by differences in
phonology. Our model of pronunciation varia-
tion is used to extend a pronouncing dictionary
for use in the spelling correction algorithm
developed by Toutanova and Moore (2002),
which includes models for both orthography
and pronunciation. The pronunciation vari-
ation modeling is shown to improve perfor-
mance for misspellings produced by Japanese
writers of English.

1 Introduction

Spell checkers identify misspellings, select appro-
priate words as suggested corrections, and rank the
suggested corrections so that the likely intended
word is high in the list. Since traditional spell
checkers have been developed with competent na-
tive speakers as the target users, they do not appro-
priately address many types of errors made by non-
native writers and they often fail to suggest the ap-
propriate corrections. Non-native writers of English
struggle with many of the same idiosyncrasies of En-
glish spelling that cause difficulty for native speak-
ers, but differences between English phonology and
the phonology of their native language lead to types
of spelling errors not anticipated by traditional spell
checkers (Okada, 2004; Mitton and Okada, 2007).

Okada (2004) and Mitton and Okada (2007) in-
vestigate spelling errors made by Japanese writers

of English as a foreign language (JWEFL). Okada
(2004) identifies two main sources of errors for
JWEFL: differences between English and Japanese
phonology and differences between the English al-
phabet and the Japanese romazi writing system,
which uses a subset of English letters. Phonolog-
ical differences result in number of distinctions in
English that are not present in Japanese and romazi
causes difficulties for JWEFL because the Latin let-
ters correspond to very different sounds in Japanese.

We propose a method for creating a model of
pronunciation variation from a phonetically untran-
scribed corpus of read speech recorded by non-
native speakers. The pronunciation variation model
is used to generate multiple pronunciations for each
canonical pronunciation in a pronouncing dictionary
and these variations are used in the spelling correc-
tion approach developed by Toutanova and Moore
(2002), which uses statistical models of spelling er-
rors that consider both orthography and pronuncia-
tion. Several conventions are used throughout this
paper: a word is a sequence of characters from the
given alphabet found in the word list. A word list
is a list of words. A misspelling, marked with *, is
a sequence of characters not found in the word list.
A candidate correction is a word from the word list
proposed as a potential correction.

2 Background

Research in spell checking (see Kukich, 1992, for
a survey of spell checking research) has focused
on three main problems: non-word error detec-
tion, isolated-word error correction, and context-
dependent word correction. We focus on the first
two tasks. A non-word is a sequence of letters that
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is not a possible word in the language in any con-
text, e.g., English *thier. Once a sequence of let-
ters has been determined to be a non-word, isolated-
word error correction is the process of determining
the appropriate word to substitute for the non-word.

Given a sequence of letters, there are thus two
main subtasks: 1) determine whether this is a non-
word, 2) if so, select and rank candidate words as
potential corrections to present to the writer. The
first subtask can be accomplished by searching for
the sequence of letters in a word list. The second
subtask can be stated as follows (Brill and Moore,
2000): Given an alphabet Σ, a word list D of strings
∈ Σ∗, and a string r /∈ D and ∈ Σ∗, find w ∈ D
such that w is the most likely correction. Minimum
edit distance is used to select the most likely candi-
date corrections. The general idea is that a minimum
number of edit operations such as insertion and sub-
stitution are needed to convert the misspelling into a
word. Words requiring the smallest numbers of edit
operations are selected as the candidate corrections.

2.1 Edit Operations and Edit Weights

In recent spelling correction approaches, edit op-
erations have been extended beyond single charac-
ter edits and the methods for calculating edit opera-
tion weights have become more sophisticated. The
spelling error model proposed by Brill and Moore
(2000) allows generic string edit operations up to a
certain length. Each edit operation also has an asso-
ciated probability that improves the ranking of can-
didate corrections by modeling how likely particu-
lar edits are. Brill and Moore (2000) estimate the
probability of each edit from a corpus of spelling er-
rors. Toutanova and Moore (2002) extend Brill and
Moore (2000) to consider edits over both letter se-
quences and sequences of phones in the pronuncia-
tions of the word and misspelling. They show that
including pronunciation information improves per-
formance as compared to Brill and Moore (2000).

2.2 Noisy Channel Spelling Correction

The spelling correction models from Brill and
Moore (2000) and Toutanova and Moore (2002) use
the noisy channel model approach to determine the
types and weights of edit operations. The idea be-
hind this approach is that a writer starts out with the
intended word w in mind, but as it is being writ-

ten the word passes through a noisy channel result-
ing in the observed non-word r. In order to de-
termine how likely a candidate correction is, the
spelling correction model determines the probabil-
ity that the word w was the intended word given the
misspelling r: P (w|r). To find the best correction,
the word w is found for which P (w|r) is maximized:
argmaxw P (w|r). Applying Bayes’ Rule and dis-
carding the normalizing constant P (r) gives the cor-
rection model:

argmaxw P (w|r) = argmaxw P (w)P (r|w)

P (w), how probable the word w is overall, and
P (r|w), how probable it is for a writer intending to
write w to output r, can be estimated from corpora
containing misspellings. In the following experi-
ments, P (w) is assumed be equal for all words to fo-
cus this work on estimating the error model P (r|w)
for JWEFL.1

Brill and Moore (2000) allow all edit operations
α→ β where Σ is the alphabet and α, β ∈ Σ∗, with
a constraint on the length of α and β. In order to
consider all ways that a word w may generate r with
the possibility that any, possibly empty, substring α
of w becomes any, possibly empty, substring β of
r, it is necessary to consider all ways that w and r
may be partitioned into substrings. This error model
over letters, called PL, is approximated by Brill and
Moore (2000) as shown in Figure 1 by considering
only the pair of partitions of w and r with the max-
imum product of the probabilities of individual sub-
stitutions. Part(w) is all possible partitions of w,
|R| is number of segments in a particular partition,
and Ri is the ith segment of the partition.

The parameters for PL(r|w) are estimated from
a corpus of pairs of misspellings and target words.
The method, which is described in detail in Brill and
Moore (2000), involves aligning the letters in pairs
of words and misspellings, expanding each align-
ment with up to N neighboring alignments, and cal-
culating the probability of each α → β alignment.
Since we will be using a training corpus that con-
sists solely of pairs of misspellings and words (see
section 3), we would have lower probabilities for

1Of course, P (w) is not equal for all words, but it is not
possible to estimate it from the available training corpus, the
Atsuo-Henry Corpus (Okada, 2004), because it contains only
pairs of words and misspellings for around 1,000 target words.
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PL(r|w) ≈ maxR∈Part(r),T∈Part(w)

|R|∏

i=1

P (Ri → Ti)

PPHL(r|w) ≈
∑

pronw

1
|pronw|

max
pronr

PPH(pronw|pronr)P (pronr|r)

Figure 1: Approximations of PL from Brill and Moore (2000) and PPHL from Toutanova and Moore (2002)

α → α than would be found in a corpus with mis-
spellings observed in context with correct words. To
compensate, we approximate P (α → α) by assign-
ing it a minimum probability m:

P (α→ β) =

{
m + (1−m) count(α→β)

count(α) if α = β

(1−m) count(α→β)
count(α) if α 6= β

2.2.1 Extending to Pronunciation
Toutanova and Moore (2002) describe an extension
to Brill and Moore (2000) where the same noisy
channel error model is used to model phone se-
quences instead of letter sequences. Instead of the
word w and the non-word r, the error model con-
siders the pronunciation of the non-word r, pronr,
and the pronunciation of the word w, pronw. The
error model over phone sequences, called PPH , is
just like PL shown in Figure 1 except that r and w
are replaced with their pronunciations. The model is
trained like PL using alignments between phones.

Since a spelling correction model needs to rank
candidate words rather than candidate pronuncia-
tions, Toutanova and Moore (2002) derive an er-
ror model that determines the probability that a
word w was spelled as the non-word r based on
their pronunciations. Their approximation of this
model, called PPHL, is also shown in Figure 1.
PPH(pronw|pronr) is the phone error model de-
scribed above and P (pronr|r) is provided by the
letter-to-phone model described below.

2.3 Letter-To-Phone Model
A letter-to-phone (LTP) model is needed to predict
the pronunciation of misspellings for PPHL, since
they are not found in a pronouncing dictionary. Like
Toutanova and Moore (2002), we use the n-gram
LTP model from Fisher (1999) to predict these pro-
nunciations. The n-gram LTP model predicts the
pronunciation of each letter in a word considering
up to four letters of context to the left and right. The
most specific context found for each letter and its

context in the training data is used to predict the pro-
nunciation of a word. We extended the prediction
step to consider the most probable phone for the top
M most specific contexts.

We implemented the LTP algorithm and trained
and evaluated it using pronunciations from CMU-
DICT. A training corpus was created by pairing the
words from the size 70 CMUDICT-filtered SCOWL
word list (see section 3) with their pronunciations.
This list of approximately 62,000 words was split
into a training set with 80% of entries and a test set
with the remaining 20%. We found that the best per-
formance is seen when M = 3, giving 95.5% phone
accuracy and 74.9% word accuracy.

2.4 Calculating Final Scores
For a misspelling r and a candidate correction w,
the letter model PL gives the probability that w was
written as r due to the noisy channel taking into ac-
count only the orthography. PPH does the same for
the pronunciations of r and w, giving the probability
that pronw was output was pronr. The pronuncia-
tion model PPHL relates the pronunciations mod-
eled by PPH to the orthography in order to give the
probability that r was written as w based on pronun-
ciation. PL and PPHL are then combined as follows
to calculate a score for each candidate correction.

SCMB(r|w) = logPL(r|w) + λlogPPHL(r|w)

3 Resources and Data Preparation

Our spelling correction approach, which includes
error models for both orthography and pronuncia-
tion (see section 2.2) and which considers pronun-
ciation variation for JWEFL requires a number of
resources: 1) spoken corpora of American English
(TIMIT, TIMIT 1991) and Japanese English (ERJ,
see below) are used to model pronunciation vari-
ation, 2) a pronunciation dictionary (CMUDICT,
CMUDICT 1998) provides American English pro-
nunciations for the target words, 3) a corpus of
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spelling errors made by JWEFL (Atsuo-Henry Cor-
pus, see below) is used to train spelling error mod-
els and test the spell checker’s performance, and 4)
Spell Checker Oriented Word Lists (SCOWL, see
below) are adapted for our use.

The English Read by Japanese Corpus (Mine-
matsu et al., 2002) consists of 70,000 prompts con-
taining phonemic and prosodic cues recorded by 200
native Japanese speakers with varying English com-
petence. See Minematsu et al. (2002) for details on
the construction of the corpus.

The Atsuo-Henry Corpus (Okada, 2004) in-
cludes a corpus of spelling errors made by JWEFL
that consists of a collection of spelling errors from
multiple corpora.2 For use with our spell checker,
the corpus has been cleaned up and modified to fit
our task, resulting in 4,769 unique misspellings of
1,046 target words. The data is divided into training
(80%), development (10%), and test (10%) sets.

For our word lists, we use adapted versions of the
Spell Checker Oriented Word Lists.3 The size 50
word lists are used in order to create a general pur-
pose word list that covers all the target words from
the Atsuo-Henry Corpus. Since the target pronun-
ciation of each item is needed for the pronunciation
model, the word list was filtered to remove words
whose pronunciation is not in CMUDICT. After fil-
tering, the word list contains 54,001 words.

4 Method

This section presents our method for modeling pro-
nunciation variation from a phonetically untran-
scribed corpus of read speech. The pronunciation-
based spelling correction approach developed in
Toutanova and Moore (2002) requires a list of pos-
sible pronunciations in order to compare the pro-
nunciation of the misspelling to the pronunciation
of correct words. To account for target pronuncia-
tions specific to Japanese speakers, we observe the
pronunciation variation in the ERJ and generate ad-
ditional pronunciations for each word in the word
list. Since the ERJ is not transcribed, we begin
by adapting a recognizer trained on native English

2Some of the spelling errors come from an elicitation task,
so the distribution of target words is not representative of typi-
cal JWEFL productions, e.g., the corpus contains 102 different
misspellings of albatross.

3SCOWL is available at http://wordlist.sourceforge.net.

speech. First, the ERJ is recognized using a mono-
phone recognizer trained on TIMIT. Next, the most
frequent variations between the canonical and rec-
ognized pronunciations are used to adapt the recog-
nizer. The adapted recognizer is then used to rec-
ognize the ERJ in forced alignment with the canon-
ical pronunciations. Finally, the variations from the
previous step are used to create models of pronun-
ciation variation for each phone, which are used to
generate multiple pronunciations for each word.

4.1 Initial Recognizer
A monophone speech recognizer was trained on all
TIMIT data using the Hidden Markov Model Toolkit
(HTK).4 This recognizer is used to generate a phone
string for each utterance in the ERJ. Each recog-
nized phone string is then aligned with the canon-
ical pronunciation provided to the speakers. Correct
alignments and substitutions are considered with no
context and insertions are conditioned on the previ-
ous phone. Due to restrictions in HTK, deletions are
currently ignored.

The frequency of phone alignments for all utter-
ances in the ERJ are calculated. Because of the low
phone accuracy of monophone recognizers, espe-
cially on non-native speech, alignments are observed
between nearly all pairs of phones. In order to focus
on the most frequent alignments common to multi-
ple speakers and utterances, any alignment observed
less than 20% as often as the most frequent align-
ment for that canonical phone is discarded, which re-
sults in an average of three variants of each phone.5

4.2 Adapting the Recognizer
Now that we have probability distributions over ob-
served phones, the HMMs trained on TIMIT are
modified as follows to allow the observed varia-
tion. To allow, for instance, variation between p
and th, the states for th from the original recog-
nizer are inserted into the model for p as a separate
path. The resulting phone model is shown in Fig-
ure 2. The transition probabilities into the first states

4HTK is available at http://htk.eng.cam.ac.uk.
5There are 119 variants of 39 phones. The cutoff of 20%

was chosen to allow a few variations for most phones. A small
number of phones have no variants (e.g., iy, w) while a few
have over nine variants (e.g., ah, l). It is not surprising that
phones that are well-known to be difficult for Japanese speakers
(cf. Minematsu et al., 2002) are the ones with the most variation.
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Figure 2: Adapted phone model for p accounting for vari-
ation between p and th

of the phones come from the probability distribution
observed in the initial recognition step. The transi-
tion probabilities between the three states for each
variant phone remain unchanged. All HMMs are
adapted in this manner using the probability distri-
butions from the initial recognition step.

The adapted HMMs are used to recognize the ERJ
Corpus for a second time, this time in forced align-
ment with the canonical pronunciations. The state
transitions indicate which variant of each phone was
recognized and the correspondences between the
canonical phones and recognized phones are used
to generate a new probability distribution over ob-
served phones for each canonical phone. These are
used to find the most probable pronunciation varia-
tions for a native-speaker pronouncing dictionary.

4.3 Generating Pronunciations

The observed phone variation is used to generate
multiple pronunciations for each pronunciation in
the word list. The OpenFst Library6 is used to find
the most probable pronunciations in each case. First,
FSTs are created for each phone using the proba-
bility distributions from the previous section. Next,
an FST is created for the entire word by concate-
nating the FSTs for the pronunciation from CMU-
DICT. The pronunciations corresponding to the best
n paths through the FST and the original canon-
ical pronunciation become possible pronunciations
in the extended pronouncing dictionary. The size 50
word list contains 54,001 words and when expanded
to contain the top five variations of each pronuncia-
tion, there are 255,827 unique pronunciations.

5 Results

In order to evaluate the effect of pronunciation vari-
ation in Toutanova and Moore (2002)’s spelling cor-
rection approach, we compare the performance of
the pronunciation model and the combined model

6OpenFst is available at http://www.openfst.org/.

with and without pronunciation variation.
We implemented the letter and pronunciation

spelling correction models as described in sec-
tion 2.2. The letter error model PL and the phone
error model PPH are trained on the training set.
The development set is used to tune the parameters
introduced in previous sections.7 In order to rank
the words as candidate corrections for a misspelling
r, PL(r|w) and PPHL(r|w) are calculated for each
word in the word list using the algorithm described
in Brill and Moore (2000). Finally, PL and PPHL

are combined using SCMB to rank each word.

5.1 Baseline

The open source spell checker GNU Aspell8 is used
to determine the baseline performance of a tradi-
tional spell checker using the same word list. An
Aspell dictionary was created with the word list de-
scribed in section 3. Aspell’s performance is shown
in Table 1. The 1-Best performance is the percent-
age of test items for which the target word was the
first candidate correction, 2-Best is the percentage
for which the target was in the top two, etc.

5.2 Evaluation of Pronunciation Variation

The effect of introducing pronunciation variation us-
ing the method described in section 4 can be eval-
uated by examining the performance on the test set
for PPHL with and without the additional variations.
The results in Table 1 show that the addition of pro-
nunciation variations does indeed improve the per-
formance of PPHL across the board. The 1-Best,
3-Best, and 4-Best cases for PPHL with variation
show significant improvement (p<0.05) over PPHL

without variation.

5.3 Evaluation of the Combined Model

We evaluated the effect of including pronunciation
variation in the combined model by comparing the
performance of the combined model with and with-
out pronunciation variation, see results in Table 1.
Despite the improvements seen in PPHL with pro-
nunciation variation, there are no significant differ-
ences between the results for the combined model
with and without variation. The combined model

7The values are: N = 3 for the letter model, N = 4 for the
phone model, m = 80%, and λ = 0.15 in SCMB .

8GNU Aspell is available at http://aspell.net.
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Model 1-Best 2-Best 3-Best 4-Best 5-Best 6-Best
Aspell 44.1 54.0 64.1 68.3 70.0 72.5
Letter (L) 64.7 74.6 79.6 83.2 84.0 85.3
Pronunciation (PHL) without Pron. Var. 47.9 60.7 67.9 70.8 75.0 77.3
Pronunciation (PHL) with Pron. Var. 50.6 62.2 70.4 73.1 76.7 78.2
Combined (CMB) without Pron. Var. 64.9 75.2 78.6 81.1 82.6 83.2
Combined (CMB) with Pron. Var. 65.5 75.0 78.4 80.7 82.6 84.0

Table 1: Percentage of Correct Suggestions on the Atsuo-Henry Corpus Test Set for All Models

Rank Aspell L PHL CMB
1 enemy enemy any enemy
2 envy envy Emmy envy
3 energy money Ne any
4 eye emery gunny deny
5 teeny deny ebony money
6 Ne any anything emery
7 deny nay senna nay
8 any ivy journey ivy

Table 2: Misspelling *eney, Intended Word any

with variation is also not significantly different from
the letter model PL except for the drop in the 4-Best
case.

To illustrate the performance of each model, the
ranked lists in Table 2 give an example of the can-
didate corrections for the misspelling of any as
*eney. Aspell preserves the initial letter of the mis-
spelling and vowels in many of its candidates. PL’s
top candidates also overlap a great deal in orthogra-
phy, but there is more initial letter and vowel varia-
tion. As we would predict, PPHL ranks any as the
top correction, but some of the lower-ranked candi-
dates for PPHL differ greatly in length.

5.4 Summary of Results
The noisy channel spelling correction approach de-
veloped by Brill and Moore (2000) and Toutanova
and Moore (2002) appears well-suited for writers
of English as a foreign language. The letter and
combined models outperform the traditional spell
checker Aspell by a wide margin. Although in-
cluding pronunciation variation does not improve
the combined model, it leads to significant improve-
ments in the pronunciation-based model PPHL.

6 Conclusion

We have presented a method for modeling pronun-
ciation variation from a phonetically untranscribed
corpus of read non-native speech by adapting a
monophone recognizer initially trained on native

speech. This model allows a native pronouncing
dictionary to be extended to include non-native pro-
nunciation variations. We incorporated a pronounc-
ing dictionary extended for Japanese writers of En-
glish into the spelling correction model developed
by Toutanova and Moore (2002), which combines
orthography-based and pronunciation-based mod-
els. Although the extended pronunciation dictio-
nary does not lead to improvement in the combined
model, it does leads to significant improvement in
the pronunciation-based model.
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Abstract

We describe the use of a weakly supervised
bootstrapping algorithm in discovering con-
trasting semantic categories from a source lex-
icon with little training data. Our method pri-
marily exploits the patterns in sentential con-
texts where different categories of words may
appear. Experimental results are presented
showing that such automatically categorized
terms tend to agree with human judgements.

1 Introduction

There are important semantic distinctions between
different types of English nouns. For example, some
nouns typically refer to a concrete physical object,
such as book, tree, etc. Others are used to represent
the process or the result of an event (e.g. birth, cele-
bration). Such information is useful in disambiguat-
ing syntactically similar phrases and sentences, so as
to provide more accurate semantic interpretations.
For instance, A MAN WITH HOBBIES and A MAN

WITH APPLES share the same structure, but convey
very different aspects about the man being referred
to (i.e. activities vs possessions).

Compiling such a lexicon by hand, e.g., WordNet
(Fellbaum, 1998), requires tremendous time and ex-
pertise. In addition, when new words appear, these
will have to be analyzed and added manually. Fur-
thermore, a single, global lexicon may contain er-
roneous categorizations when used within a specific
domain/genre; we would like a “flexible” lexicon,
adaptable to a given corpus. Also, in adapting se-
mantic classifications of words to a particular genre

or domain, we would like to be able to exploit con-
tinuing improvements in methods of extracting se-
mantic occurrence patterns from text.

We present our initial efforts in discovering se-
mantic classes incrementally under a weakly super-
vised bootstrapping process. The approach is able
to selectively learn from its own discoveries, thereby
minimizing the effort needed to provide seed exam-
ples as well as maintaining a reasonable accuracy
rate. In what follows, we first focus on its appli-
cation to an event-noun classification task, and then
use a physical-object vs non-physical-object experi-
ment as a showcase for the algorithm’s generality.

2 Bootstrapping Algorithm

The bootstrapping algorithm discovers words with
semantic properties similar to a small set of labelled
seed examples. These examples can be manually se-
lected from an existing lexicon. By simply changing
the semantic property of the seed set, this algorithm
can be applied to the task of discovering a variety of
semantic classes.

Features Classification is performed using a
perceptron-based model (Rosenblatt, 1958) that ex-
amines features of each word. We use two kinds
of features in our model: morphological (affix and
word length), and contextual. Suffixes, such as -ion,
often reveal the semantic type that a noun belongs
to (e.g., destruction, explosion). Other suffixes like
-er typically suggest non-event nouns (e.g. waiter,
hanger). The set of affixes can be modified to re-
flect meaningful distinctions in the task at hand. Re-
garding word length, longer words tend to have more
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syllables, and thus are more likely to contain affixes.
For example, if a word ends with -ment, its num-
ber of letters must be ≥ 5. We defined a partition
of words based on word length: shortest (fewer than
5 letters), short (5-7), medium (8-12), long (13-19),
and longest (> 19).

Besides morphological features, we also make use
of verbalized propositions resulting from the experi-
ments of Van Durme et al. (2008) as contextual fea-
tures. These outputs are in the form of world knowl-
edge ”factoids” abstracted from texts, based on log-
ical forms from parsed sentences, produced by the
KNEXT system (see Schubert (2002) for details).
The followings are some sample factoids about the
word destruction, extracted from the British Na-
tional Corpus.

• A PERSON-OR-ORGANIZATION MAY UNDERGO A DE-
STRUCTION

• INDIVIDUAL -S MAY HAVE A DESTRUCTION

• PROPERTY MAY UNDERGO A DESTRUCTION

We take each verbalization (with the target word
removed) as a contextual feature, such as PROPERTY
MAY UNDERGO A . Words from the same seman-
tic category (e.g., event nouns) should have seman-
tic and syntactic similarities on the sentential level.
Thus their contextual features, which reflect the use
of words both semantically and syntactically, should
be similar. For instance, PROPERTY MAY UNDERGO

A PROTECTION is another verbalization produced
by KNEXT, suggesting the word protection may be-
long to the same category as destruction.

A few rough-and-ready heuristics are already em-
ployed by KNEXT to do the same task as we wish
to automate here. A built-in classifier judges nomi-
nals to be event or non-event ones based on analysis
of endings, plus a list of event nouns whose endings
are unrevealing, and a list of non-event nouns whose
endings tend to suggest they are event nouns. As a
result, the factoids used as contextual features in our
work already reflect the built-in classifier’s attempt
to distinguish event nouns from the rest. Thus, the
use of these contextual features may bias the algo-
rithm to perform seemingly well on event-noun clas-
sification. However, we will show that our algorithm
works for classification of other semantic categories,
for which KNEXT does not yet have discriminative
procedures.

Iterative Training We use a bootstrapping pro-
cedure to iteratively train a perceptron-based lin-
ear classifier. A perceptron algorithm determines
whether the active features of a test case are similar
to those learned from given categories of examples.
In an iterative training process, the classifier first
learns from a small seed set, which contains exam-
ples of all categories (in binary classification, both
positive and negative examples) manually selected
to reflect human knowledge of semantic categories.
The classifier then discovers new instances (and cor-
responding features) of each category. Based on
activation values, these newly discovered instances
are selectively admitted into the original training set,
which increases the size of training examples for the
next iteration.

The iterative training algorithm described above
is adopted from Klementiev and Roth (2006). The
advantage of bootstrapping is the ability to auto-
matically learn from new discoveries, which saves
both time and effort required to manually examine
a source lexicon. However, if implemented exactly
as described above, this process has two apparent
disadvantages: New examples may be wrongly clas-
sified by the model; and it is difficult to evaluate the
discriminative models produced in successive itera-
tions, as there are no standard data against which to
judge them (the new examples are by definition pre-
viously unexamined). We propose two measures to
alleviate these problems. First, we admit into the
training set only those instances whose activation
values are higher than the mean activation of their
corresponding categories in an iteration. This sets
a variable threshold that is correlated with the per-
formance of the model at each iteration. Second, we
evaluate iterative results post hoc, using a Bootstrap-
ping Score. This measures the efficacy of bootstrap-
ping (i.e. the ratio of correct newly discovered in-
stances to training examples) and precision (i.e. the
proportion of correct discoveries among all those re-
turned by the algorithm). We compute this score to
decide which iteration has yielded the optimal dis-
criminative model.

3 Building an Event-noun Lexicon

We applied the bootstrapping algorithm to the task
of discovering event nouns from a source lexicon.
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Event nouns are words that typically describe the
occurrence, the process, or the result of an event.
We first explore the effectiveness of this algorithm,
and then describe a method of extracting the optimal
model. Top-ranked features in the optimal model are
used to find subcategories of event nouns.

Experimental Setup The WordNet noun-list is
chosen as the source lexicon (Fellbaum, 1998),
which consists of 21,512 nouns. The purpose of
this task is to explore the separability of event nouns
from this collection.

typical suffixes: appeasement, arrival, renewal,
construction, robbery, departure, happening
irregular cases: birth, collapse, crash, death, de-
cline, demise, loss, murder

Table 1: Examples of event-nouns in initial training set.

We manually selected 15 event nouns and 215
non-event nouns for the seed set. Event-noun exam-
ples are representative of subcategories within the
semantic class, as well as their commonly seen mor-
phological structures (Table 1). Non-event examples
are primarily exceptions to morphological regulari-
ties (to prevent the algorithm from overly relying on
affix features), such as, anything, ambition, diago-
nal. The subset of all contextual and morphological
features represented by both event and non-event ex-
amples are used to bootstrap the training process.

Event Noun Discovery Reducing the number of
working features is often an effective strategy in
training a perceptron. We experimented with two
cut-off thresholds for features: in Trial 1, features
must appear at least 10 times (55,354 remaining);
in Trial 2, features must appear at least 15 times
(35,457 remaining).

We set the training process to run for 20 iterations
in both trials. Classification results of each iteration
were collected. We expect the algorithm to discover
few event nouns during early iterations. But with
new instances found in each subsequent iteration,
it ought to utilize newly seen features and discover
more. Figure 1 confirms our intuition.

The number of classified event-noun instances in-
creased sharply at the 15th iteration in Trial 1 and the
11th iteration in Trial 2, which may suggest overfit-
ting of the training examples used in those iterations.

If so, this should also correlate with an increase of
error rate in the classification results (error rate de-
fined as the percentage of non-event nouns identi-
fied as event nouns in all discovered event nouns).
We manually marked all misclassified event noun in-
stances for the first 10 iterations in both trials. The
error rate in Trial 2 is expected to significantly in-
crease at the 10th iteration, while Trial 1 should ex-
hibit little increase in error rate within this interval.
This expectation is confirmed in Figure 2.

Extracting the Optimal Model We further pur-
sued the task of finding the iteration that has yielded
the best model. Optimality is judged from two as-
pects: 1) the number of correctly identified event
nouns should be significantly larger than the size of
seed examples; and 2) the accuracy of classification
results should be relatively high so that it takes lit-
tle effort to clean up the result. Once the optimal
model is determined, we analyze its most heavily
weighted features and try to derive finer categories
from them. Furthermore, the optimal model could
be used to discover new instances from other source
lexicons in the future.

We define a measure called the Bootstrapping
Score (BS), serving a similar purpose as an F-score.
BS is computed as in Formula (1).

BS =
2 ∗BR ∗ Precision

BR + Precision
. (1)

Here the Bootstrapping Rate (BR) is computed as:

BR =
|NEW |

|NEW |+ |SEED| , (2)

where |NEW | is the number of correctly identi-
fied new instances (seed examples excluded), and
|SEED| is the size of seed examples. The rate
of bootstrapping reveals how large the effect of the
bootstrapping process is. Note that BR is different
from the classic measure recall, for which the total
number of relevent documents (i.e. true event nouns
in English) must be known a priori – again, this
knowledge is what we are discovering. The score
is a post hoc solution; both BR and precision are
computed for analysis after the algorithm has fin-
ished. Combining Formulas (1) and (2), a higher
Bootstrapping Score means better model quality.

Bootstrapping scores of models in the first ten it-
erations are plotted in Figure 3. Model quality in
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Figure 3: Bootstrapping score

1 . . . 6 . . . 10
incorrect 5 . . . 32 . . . 176
correct 79 . . . 236 . . . 497
error rate 5.9% . . . 11.9% . . . 26.2%
score 87.0% . . . 90.8% . . . 83.8%

Table 2: From iterations 1 to 10, comparison between
instance counts, error rates, and bootstrapping scores as
the measure of model quality.

Trial 2 is better than in Trial 1 on average. In ad-
dition, within Trial 2, Iteration 6 yielded the best
discriminative model with a bootstrapping score of
90.8%. Compared to instance counts and error rate
measures as shown in Table 2, this bootstrapping
score provides a balanced measure of model qual-
ity. The model at the 6th iteration (hereafter, Model
6) can be considered the optimal model generated
during the bootstrapping training process.

Top-ranked Features in the Optimal Model In
order to understand why Model 6 is optimal, we
extracted its top 15 features that activate the event-
noun target in Model 6, as listed in Table 3. Inter-
estingly, top-ranked features are all contextual ones.
In fact, in later models where the ranks of mor-
phological features are boosted, the algorithm per-
formed worse as a result of relying too much on
those context-insensitive features.

Collectively, top-ranked features define the con-
textual patterns of event nouns. We are interested
in finding semantic subcategories within the set of
event nouns (497 nouns, Trial 2) by exploiting these
features individually. For instance, some events typ-
ically happen to people only (e.g. birth, betrayal),
while others usually happen to inanimate objects
(e.g. destruction, removal). Human actions can also

be distinguished by the number of participants, such
as group activities (e.g. election) or individual ac-
tivities (e.g. death). It is thus worth distinguishing
nouns that describe different sorts of events.

Manual Classification We extracted the top 100
contextual features from Model 6 and grouped
them into feature classes. A feature class con-
sists of contextual features sharing similar mean-
ings. For instance, A COUNTRY MAY UNDERGO

and A STATE MAY UNDERGO both belong to the
class social activity. For each feature class, we enu-
merate all words that correspond to its feature in-
stances. Examples are shown in Table 4.

Not all events can be unambiguously classified
into one of the subcategories. However, this is also
not necessary because these categories overlap with
one another. For example, death describes an event
that tends to occur both individually and briefly. In
addition to the six categories listed here, new cate-
gories can be added by creating more feature classes.

Automatic Clustering Representing each noun as
a frequency vector over the top 100 most discrim-
inating contextual features, we employed k-means
clustering and compared the results to our manually
crafted subcategories.

Through trial-and-error, we set k to 12, with the
smallest resulting cluster containing 2 nouns (inter-
pretation and perception), while the biggest result-
ing cluster contained 320 event nouns (that seemed
to share no apparent semantic properties). Other
clusters varied from 5 to 50 words in size, with ex-
amples shown in Table 5.

The advantage of automatic clustering is that the
results may reflect an English speaker’s impression
of word similarity gained through language use. Un-
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a person-or-organization may undergo a a state may undergo a a can be attempted
a country may undergo a a child may have a a can be for a country
a company may undergo a a project may undergo a authority may undergo a
an explanation can be for a an empire may undergo a a war may undergo a
days may have a a can be abrupt a can be rapid

Table 3: Top 15 features that promote activation of the event-noun target, ranked from most weighted to least.

human events: adoption, arrival, birth, betrayal,
death, development, disappearance, emancipation,
funeral . . .
events of inanimate objects: collapse, construc-
tion, definition, destruction, identification, incep-
tion, movement, recreation, removal . . .
individual activities: birth, death, execution, fu-
neral, promotion . . .
social activities: abolition, evolution, federation,
fragmentation, invasion . . .
lasting events: campaign, development, growth,
trial . . .
brief events: awakening, collapse, death, mention,
onset, resignation, thunderstorm . . .

Table 4: Six subcategories of event nouns.

fortunately, the discovered clusters do not typically
come with the same obvious semantic properties as
were defined in manual classification. In the exam-
ple given above, neither of Cluster 1 and Cluster 3
seems to have a centralized semantic theme. But
Cluster 2 seems to be mostly about human activities.

Comparison with WordNet To compare our re-
sults with WordNet resources, we enumerated all
children of the gloss “something that happens at a
given place and time”, giving 7655 terms (phrases
excluded). This gave a broader range of event nouns,
such as proper nouns and procedures (e.g. 9/11, CT,
MRI), onomatopoeias (e.g. mew, moo), and words
whose event reading is only secondary (e.g. pic-
ture, politics, teamwork). These types of words tend
to have very different contextual features from what
our algorithm had discovered.

While our method may be limited by the choice of
seed examples, we were able to discover event nouns
not classified under this set by WordNet, suggest-
ing that the discovery mechanism itself is a robust
one. Among them were low-frequency nouns (e.g.
crescendo, demise, names of processes (e.g. absorp-

Cluster 1 (17): cancellation, cessation, closure,
crackle, crash, demise, disappearance, dismissal, dis-
solution, division, introduction, onset, passing, resig-
nation, reversal, termination, transformation
Cluster 2 (32): alienation, backing, betrayal, contem-
plation, election, execution, funeral, hallucination,
imitation, juxtaposition, killing, mention, moulding,
perfection, prosecution, recognition, refusal, removal,
resurrection, semblance, inspection, occupation, pro-
motion, trial . . .
Cluster 3 (7): development, achievement, arrival,
birth, death, loss, survival

Table 5: Examples resulting from automatic clustering.

tion, evolution), and particular cases like thunder-
storm.

4 Extension to Other Semantic Categories

To verify that our bootstrapping algorithm was not
simply relying on KNEXT’s own event classifica-
tion heuristics, we set the algorithm to learn the
distinction between physical and non-physical ob-
jects/entities.

(Non-)Physical-object Nouns 15 physical-object/
entity nouns (e.g. knife, ring, anthropologist) and
34 non-physical ones (e.g. happiness, knowledge)
were given to the model as the initial training set.
At the 9th iteration, the number of discovered physi-
cal objects (which form the minority group between
the two) approaches 2,200 and levels off. We ran-
domly sampled five 20-word groups (a subset of
these words are listed in Table 6) from this entire
set of discovered physical objects, and computed an
average error rate of 4%. Prominent features of the
model at the 9th iteration are shown in Table 7.

5 Related Work

The method of using distributional patterns in a
large text corpus to find semantically related En-
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heifer, sheriff, collector, hippie, accountant, cape, scab,
pebble, box, dick, calculator, sago, brow, ship, ?john,
superstar, border, rabbit, poker, garter, grinder, million-
aire, ash, herdsman, ?cwm, pug, bra, fulmar, *cam-
paign, stallion, deserter, boot, tear, elbow, cavalry,
novel, cardigan, nutcase, ?bulge, businessman, cop, fig,
musician, spire, butcher, dog, elk, . . .

Table 6: Physical-object nouns randomly sampled from
results; words with an asterisk are misclassified, ones
with a question mark are doubtful.

a male-individual can be a a can be small
a person can be a a can be large
a can be young a can be german
-S*morphological feature a can be british
a can be old a can be good

Table 7: Top-10 features that promote activation of the
physical-object target in the model.

glish nouns first appeared in Hindle (1990). Roark
and Charniak (1998) constructed a semantic lexicon
using co-occurrence statistics of nouns within noun
phrases. More recently, Liakata and Pulman (2008)
induced a hierarchy over nominals using as features
knowledge fragments similar to the sort given by
KNEXT. Our work might be viewed as aiming for
the same goal (a lexico-semantic based partition-
ing over nominals, tied to corpus-based knowledge),
but allowing for an a priori bias regarding preferred
structure.

The idea of bootstrapping lexical semantic prop-
erties goes back at least to Hearst (1998), where the
idea is suggested of using seed examples of a rela-
tion to discover lexico-syntactic extraction patterns
and then using these to discover further examples
of the desired relation. The Basilisk system devel-
oped by Thelen and Riloff (2002) almost paralleled
our effort. However, negative features – features
that would prevent a word from being classified into
a semantic category – were not considered in their
model. In addition, in scoring candidate words, their
algorithm only looked at the average relevance of
syntactic patterns. Our perceptron-based algorithm
examines the combinatorial effect of those patterns,
which has yielded results suggesting improved ac-
curacy and bootstrapping efficacy.

Similar to our experiments here using k-means,

Lin and Pantel (2001) gave a clustering algorithm
for iteratively building semantic classes, using as
features argument positions within fragments from
a syntactic dependency parser.

6 Conclusion

We have presented a bootstrapping approach for cre-
ating semantically tagged lexicons. The method can
effectively classify nouns with contrasting semantic
properties, even when the initial training set is a very
small. Further classification is possible with both
manual and automatic methods by utilizing individ-
ual contextual features in the optimal model.
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Abstract

Profile hidden Markov models (Profile
HMMs) are specific types of hidden Markov
models used in biological sequence analysis.
We propose the use of Profile HMMs for
word-related tasks. We test their applicability
to the tasks of multiple cognate alignment and
cognate set matching, and find that they work
well in general for both tasks. On the latter
task, the Profile HMM method outperforms
average and minimum edit distance. Given
the success for these two tasks, we further
discuss the potential applications of Profile
HMMs to any task where consideration of a
set of words is necessary.

1 Introduction

In linguistics, it is often necessary to align words or
phonetic sequences. Covington (1996) uses align-
ments of cognate pairs for the historical linguis-
tics task of comparative reconstruction and Ner-
bonne and Heeringa (1997) use alignments to com-
pute relative distances between words from various
Dutch dialects. Algorithms for aligning pairs of
words have been proposed by Covington (1996) and
Kondrak (2000). However, it is often necessary to
align multiple words. Covington (1998) proposed
a method to align multiple words based on a hand-
crafted scale of similarity between various classes
of phonemes, again for the purpose of comparative
reconstruction of languages.

Profile hidden Markov models (Profile HMMs)
are specific types of hidden Markov models used
in biological sequence analysis, where they have
yielded success for the matching of given sequences
to sequence families as well as to multiple sequence

alignment (Durbin et al., 1998). In this paper, we
show that Profile HMMs can be adapted to the task
of aligning multiple words. We apply them to sets
of multilingual cognates and show that they pro-
duce good alignments. We also use them for the re-
lated task of matching words to established cognate
sets, useful for a situation where it is not immedi-
ately obvious to which cognate set a word should be
matched. The accuracy on the latter task exceeds the
accuracy of a method based on edit distance.

Profile HMMs could also potentially be used for
the computation of word similarity when a word
must be compared not to another word but to an-
other set of words, taking into account properties
of all constituent words. The use of Profile HMMs
for multiple sequence alignment also presents ap-
plications to the acquisition of mapping dictionaries
(Barzilay and Lee, 2002) and sentence-level para-
phrasing (Barzilay and Lee, 2003).

This paper is organized as follows: we first de-
scribe the uses of Profile HMMs in computational
biology, their structure, and then discuss their appli-
cations to word-related tasks. We then discuss our
data set and describe the tasks that we test and their
experimental setups and results. We conclude with
a summary of the results and a brief discussion of
potential future work.

2 Profile hidden Markov models

In computational biology, it is often necessary to
deal with multiple sequences, including DNA and
protein sequences. For such biological sequence
analysis, Profile HMMs are applied to the common
tasks of simultaneously aligning multiple related se-
quences to each other, aligning a new sequence to
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Begin End

DL

IL

MLM1

I1

D1

I0

Figure 1: A prototypical Profile HMM of length L. Mi is
the ith match state, Ii is the ith insert state, and Di is the
ith delete state. Delete states are silent and are used to
indicate gaps in a sequence.

an already-aligned family of sequences, and evalu-
ating a new sequence for membership in a family of
sequences.

Profile HMMs consist of several types of states:
match states, insert states, delete states, as well as
a begin and end state. For each position in a Pro-
file HMM, there is one match state, one insert state,
and one delete state. A Profile HMM can thus be vi-
sualized as a series of columns, where each column
represents a position in the sequence (see Figure 1).
Any arbitrary sequence can then be represented as a
traversal of states from column to column.

Match states form the core of the model; each
match state is represented by a set of emission prob-
abilities for each symbol in the output alphabet.
These probabilities indicate the distribution of val-
ues for a given position in a sequence. Each match
state can probabilistically transition to the next (i.e.
next-column) match and delete states as well as the
current (i.e. current-column) insert state.

Insert states represent possible values that can be
inserted at a given position in a sequence (before a
match emission or deletion). They are represented
in the same manner as match states, with each out-
put symbol having an associated probability. Insert
states are used to account for symbols that have been
inserted to a given position that might not other-
wise have occurred “naturally” via a match state. In-
sert states can probabilistically transition to the next
match and delete states as well as the current insert
state (i.e. itself). Allowing insert states to transition
to themselves enables the consideration of multiple-
symbol inserts.

MMIIIM
AG...C
A-AG.C
AG.AA-
--AAAC
AG...C

Figure 2: A small DNA multiple alignment from (Durbin
et al., 1998, p. 123).

Similarly, delete states represent symbols that
have been removed from a given position. For a se-
quence to use a delete state for a given position indi-
cates that a given character position in the model has
no corresponding characters in the given sequence.
Hence, delete states are by nature silent and thus
have no emission probabilities for the output sym-
bols. This is an important distinction from match
states and insert states. Each delete state can prob-
abilistically transition to the next match and delete
states as well as the current insert state.

Figure 2 shows a small example of a set of DNA
sequences. The match columns and insert columns
are marked with the letters M and I respectively in
the first line. Where a word has a character in a
match column, it is a match state emission; when
there is instead a gap, it is a delete state occur-
rence. Any characters in insert columns are insert
state emissions, and gaps in insert columns repre-
sent simply that the particular insert state was not
used for the sequence in question.

Durbin et al. (1998) describe the uses of Pro-
file HMMs for tasks in biological sequence analy-
sis. Firstly, a Profile HMM must be constructed. If
a Profile HMM is to be constructed from a set of
aligned sequences, it is necessary to designate cer-
tain columns as match columns and others as insert
column. The simple heuristic that we adopt is to
label those columns match states for which half or
more of the sequences have a symbol present (rather
than a gap). Other columns are labelled insert states.
Then the probability akl of state k transitioning to
state l can be estimated by counting the number of
timesAkl that the transition is used in the alignment:

akl =
Akl∑
l′ Akl′

Similarly, the probability ek(a) of state k emitting
symbol a is estimated by counting the number of
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times Ek(a) that the emission is used in the align-
ment:

ek(a) =
Ek(a)∑
a′ Ek(a′)

There is the danger that some probabilities may be
set to zero, so it is essential to add pseudocounts.
The pseudocount methods that we explore are de-
scribed in section 3.

If a Profile HMM is to be constructed from a set
of unaligned sequences, an initial model is gener-
ated after which it can be trained to the sequences
using the Baum-Welch algorithm. The length of the
model must be chosen, and is usually set to the av-
erage length of the unaligned sequences. To gener-
ate the initial model, which amounts to setting the
transition and emission probabilities to some initial
values, the probabilities are sampled from Dirichlet
distributions.

Once a Profile HMM has been constructed, it can
be used to evaluate a given sequence for member-
ship in the family. This is done via a straightforward
application of the forward algorithm (to get the full
probability of the given sequence) or the Viterbi al-
gorithm (to get the alignment of the sequence to the
family). For the alignment of multiple unaligned se-
quences, a Profile HMM is constructed and trained
as described above and then each sequence can be
aligned using the Viterbi algorithm.

It should also be noted that Profile HMMs are
generalizations of Pair HMMs, which have been
used for cognate identification and word similar-
ity (Mackay and Kondrak, 2005) between pairs of
words. Unlike Pair HMMs, Profile HMMs are
position-specific; this is what allows their applica-
tion to multiple sequences but also means that each
Profile HMM must be trained to a given set of se-
quences, whereas Pair HMMs can be trained over a
very large data set of pairs of words.

3 Adapting Profile HMMs to words

Using Profile HMMs for biological sequences in-
volves defining an alphabet and working with related
sequences consisting of symbols from that alphabet.
One could perform tasks with cognates sets in a sim-
ilar manner; cognates are, after all, related words,
and words are nothing more than sequences of sym-
bols from an alphabet. Thus Profile HMMs present

potential applications to similar tasks for cognate
sets. We apply Profile HMMs to the multiple align-
ment of cognate sets, which is done in the same
manner as multiple sequence alignment for biolog-
ical sequences described above. We also test Pro-
file HMMs for determining the correct cognate set
to which a word belongs when given a variety of
cognate sets for the same meaning; this is done in a
similar manner to the sequence membership evalua-
tion task described above.

Although there are a number of Profile HMM
packages available (e.g. HMMER), we decided to
develop an implementation from scratch in order to
achieve greater control over various adjustable pa-
rameters.1 We investigated the following parame-
ters:

Favouring match states When constructing a Pro-
file HMM from unaligned sequences, the
choice of initial model probabilities can have a
significant effect on results. It may be sensible
to favour match states compared to other states
when constructing the initial model; since the
transition probabilities are sampled from a
Dirichlet distribution, the option of favouring
match states assigns the largest returned proba-
bility to the transition to a match state.

Pseudocount method We implemented three pseu-
docount methods from (Durbin et al., 1998). In
the following equations, ej(a) is the probability
of state j emitting character a. cja represents
the observed counts of state j emitting symbol
a. A is the weight given to the pseudocounts.

Constant value A constant value AC is added
to each count. This is a generalization of
Laplace’s rule, where C = 1

A .

ej(a) =
cja +AC∑
a′ cja′ +A

Background frequency Pseudocounts are
added in proportion to the background
frequency qa, which is the frequency of
occurrence of character a.

ej(a) =
cja +Aqa∑
a′ cja′ +A

1Our implementation is available online at http://www.
cs.ualberta.ca/˜ab31/profilehmm.
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Substitution matrix (Durbin et al., 1998)
Given a matrix s(a, b) that gives the log-
odds similarity of characters a and b, we
can determine the conditional probability
of a character b given character a:

P (b|a) = qbe
s(a,b)

Then we define fja to be the probability
derived from the counts:

fja =
cja∑
a′ cja′

Then the pseudocount values are set to:

αja = A
∑

b

fjbP (a|b)

Finally, the pseudocount values are added
to the real counts as above:

ej(a) =
cja + αja∑
a′ cja′ + αja′

Pseudocount weight The weight that the pseudo-
counts are given (A in the above equations).

Smoothing during Baum-Welch The problem has
many local optima and it is therefore easy for
the Baum-Welch algorithm to get stuck around
one of these. In order to avoid local optima,
we tested the option of adding pseudocounts
during Baum-Welch (i.e. between iterations)
rather than after it. This serves as a form
of noise injection, effectively bumping Baum-
Welch away from local optima.

4 Data for experiments

Our data come from the Comparative Indoeuropean
Data Corpus (Dyen et al., 1992). The data consist
of words in 95 languages in the Indoeuropean fam-
ily organized into word lists corresponding to one
of 200 meanings. Each word is represented in the
English alphabet. Figure 3 shows a sample from
the original corpus data. We manually converted the
data into disjoint sets of cognate words, where each
cognate set contains only one word from each lan-
guage. We also removed words that were not cog-
nate with any other words.

On average, there were 4.37 words per cognate
set. The smallest cognate set had two words (since

a 026 DAY
...
b 003
026 53 Bulgarian DEN
026 47 Czech E DENY
026 45 Czech DEN
026 43 Lusatian L ZEN
026 44 Lusatian U DZEN
026 50 Polish DZIEN
026 51 Russian DEN
026 54 Serbocroatian DAN
026 42 Slovenian DAN
026 41 Latvian DIENA
026 05 Breton List DEIZ, DE(Z)
026 04 Welsh C DYDD
026 20 Spanish DIA
026 17 Sardinian N DIE
026 11 Ladin DI
026 08 Rumanian List ZI
026 09 Vlach ZUE
026 15 French Creole C ZU
026 13 French JOUR
026 14 Walloon DJOU
026 10 Italian GIORNO

...

Figure 3: An excerpt from the original corpus data. The
first two numbers denote the meaning and the language,
respectively.

we excluded those words that were not cognate with
any other words), and the largest had 84 words.
There were on average 10.92 cognate sets in a mean-
ing. The lowest number of cognate sets in a meaning
was 1, and the largest number was 22.

5 Multiple cognate alignment

Similar to their use for multiple sequence alignment
of sequences in a family, we test Profile HMMs for
the task of aligning cognates. As described above,
an initial model is generated. We use the aforemen-
tioned heuristic of setting the initial model length to
the average length of the sequences. The transition
probabilities are sampled from a uniform-parameter
Dirichlet distribution, with each parameter having
a value of 5.0. The insert-state emission probabil-
ities are set to the background frequencies and the
match-state emission probabilities are sampled from
a Dirichlet distribution with parameters set in pro-
portion to the background frequency. The model is
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MIIMIIMI MIIMIIMI
D--E--N- D--E--NY
Z--E--N- DZ-E--N-
DZIE--N- D--A--N-
DI-E--NA D--E--IZ
D--I--A- D--Y--DD
D--I--E- Z-----U-
Z--U--E- Z-----I-
J--O--UR D-----I-
DJ-O--U- G--IORNO

Figure 4: The alignment generated via the Profile HMM
method for some cognates. These were aligned together,
but we show them in two columns to preserve space.

trained to the cognate set via the Baum-Welch algo-
rithm, and then each word in the set is aligned to
the model using the Viterbi algorithm. The words
are added to the training via a summation; therefore,
the order in which the words are considered has no
effect, in contrast to iterative pairwise methods.

The setting of the parameter values is discussed in
section 6.

5.1 Results

To evaluate Profile HMMs for multiple cognate
alignment, we analyzed the alignments generated for
a number of cognate sets. We found that increasing
the pseudocount weight to 100 improved the quality
of the alignments by effectively biasing the model
towards similar characters according to the substitu-
tion matrix.

Figure 4 shows the Profile HMM alignment for a
cognate set of words with the meaning “day.” As
with Figure 2, the alignment’s first line is a guide
label used to indicate which columns are match
columns and which are insert columns; note that
consecutive insert columns represent the same insert
state and so are not aligned by the Profile HMM.
While there were some duplicate words (i.e. words
that had identical English orthographic representa-
tions but came from different languages), we do not
show them here for brevity.

In this example, we see that the Profile HMM
manages to identify those columns that are more
highly conserved as match states. The ability to
identify characters that are similar and align them
correctly can be attributed to the provided substitu-
tion matrix.

Note that the characters in the insert columns
should not be treated as aligned even though they
represent emissions from the same insert state (this
highlights the difference between match and insert
states). For example, Y, A, Z, D, R, and O are all
placed in a single insert column even though they
cannot be traced to a single phoneme in a protoform
of the cognate set. Particularly infrequent charac-
ters are more likely to be put together than separated
even if they are phonetically dissimilar.

There is some difficulty, also evident from other
alignments we generated, in isolating phonemes rep-
resented by pairs of characters (digraphs) as singular
entities. In the given example, this means that the dz
in dzien was modelled as a match state and then an
insert state. This is, however, an inherent difficulty
in using data represented only with the English al-
phabet, which could potentially be addressed if the
data were instead represented in a standard phonetic
notation such as IPA.

6 Cognate set matching

Evaluating alignments in a principled way is diffi-
cult because of the lack of a gold standard. To adjust
for this, we also evaluate Profile HMMs for the task
of matching a word to the correct cognate set from
a list of cognate sets with the same meaning as the
given word, similar to the evaluation of a biologi-
cal sequence for membership in a family. This is
realized by removing one word at a time from each
word list and then using the resulting cognate sets
within the meaning as possible targets. A model is
generated from each possible target and a log-odds
score is computed for the word using the forward
algorithm. The scores are then sorted and the high-
est score is taken to be the cognate set to which the
given word belongs. The accuracy is then the frac-
tion of times the correct cognate set is identified.

To determine the best parameter values, we used
a development set of 10 meanings (roughly 5%
of the data). For the substitution matrix pseudo-
count method, we used a log-odds similarity ma-
trix derived from Pair HMM training (Mackay and
Kondrak, 2005). The best results were achieved
with favouring of match states enabled, substitution-
matrix-based pseudocount, pseudocount weight of
0.5, and pseudocounts added during Baum-Welch.
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6.1 Results

We employed two baselines to generate scores be-
tween a given word and cognate set. The first base-
line uses the average edit distance of the test word
and the words in the given cognate set as the score
of the word against the set. The second baseline is
similar but uses the minimum edit distance between
the test word and any word in the given cognate set
as the score of the word against the entire set. For ex-
ample, in the example set given in Figure 4, the aver-
age edit distance between zen and all other words in
the set is 2.58 (including the hidden duplicate words)
and the minimum edit distance is 1. All other can-
didate sets are similarly scored and the one with the
lowest score is considered to be the correct cluster
with ties broken randomly.

With the parameter settings described in the pre-
vious section, the Profile HMM method correctly
identifies the corresponding cognate set with an ac-
curacy of 93.2%, a substantial improvement over the
average edit distance baseline, which obtains an ac-
curacy of 77.0%.

Although the minimum edit distance baseline also
yields an impressive accuracy of 91.0%, its score is
based on a single word in the candidate set, and so
would not be appropriate for cases where consider-
ation of the entire set is necessary. Furthermore, the
baseline benefits from the frequent presence of du-
plicate words in the cognate sets. Profile HMMs are
more robust, thanks to the presence of identical or
similar characters in corresponding positions.

7 Conclusions

Profile HMMs present an approach for working with
sets of words. We tested their use for two cognate-
related tasks. The method produced good-quality
multiple cognate alignments, and we believe that
they could be further improved with phonetically
transcribed data. For the task of matching words to
correct cognate sets, we achieved an improvement
over the average edit distance and minimum edit dis-
tance baselines.

Since Profile HMM training is highly sensitive to
the choice of initial model, we would like to ex-
plore more informed methods of constructing the
initial model. Similarly, for building models from
unaligned sequences, the addition of domain knowl-

edge would likely prove beneficial. We also plan to
investigate better pseudocount methods, as well as
the possibility of using n-grams as output symbols.

By simultaneously considering an entire set of re-
lated words, Profile HMMs provide a distinct ad-
vantage over iterative pairwise methods. The suc-
cess on our tasks of multiple alignment and cognate
set matching suggests applicability to similar tasks
involving words, such as named entity recognition
across potentially multi-lingual corpora.
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Abstract

This paper describes research on automati-
cally building rapport. This is done by adapt-
ing responses in a spoken dialog system to
users’ emotions as inferred from nonverbal
voice properties. Emotions and their acous-
tic correlates will be extracted from a persua-
sive dialog corpus and will be used to imple-
ment an emotionally intelligent dialog system;
one that can recognize emotion, choose an op-
timal strategy for gaining rapport, and render
a response that contains appropriate emotion,
both lexically and auditory. In order to deter-
mine the value of emotion modeling for gain-
ing rapport in a spoken dialog system, the final
implementation will be evaluated using differ-
ent configurations through a user study.

1 Introduction

As information sources become richer and technol-
ogy advances, the use of computers to deliver in-
formation is increasing. In particular, interactive
voice technology for information delivery is becom-
ing more common due to improvements in tech-
nologies such as automatic speech recognition, and
speech synthesis.

Several problems exist in these voice technologies
including speech recognition accuracy and lack of
common sense and basic knowledge. Among these
problems is the inability to achieve rapport.

Gratch et al. (2007) defines rapport as a feel-
ing of connectedness that seems to arise from rapid
and contingent positive feedback between partners
and is often associated with socio-emotional pro-
cesses. In the field of neuro-linguistics, O’Connel

and Seymour (1990) stated that matching or com-
plimenting voice features such as volume, speed,
and intonation, is important to gain rapport. Shep-
ard et al.’s Communication Accommodation The-
ory (2001) states that humans use prosody and
backchannels in order to adjust social distance with
an interlocutor. These features of voice can also be
associated with emotions.

Previous work has shown that automated systems
can gain rapport by reacting to user gestural nonver-
bal behavior (Chartrand and Bargh, 1999; Gratch et
al., 2007; Cassell and Bickmore, 2003). In contrast,
this research looks at how rapport can be gained
through voice-only interaction.

Preliminary analysis of human-human dialog pro-
vides evidence that shifts in pitch, associated with
emotion by two judges, are used by an interlocu-
tor for persuasion. Figure 1 shows the pitch of a
sound snippet from the corpus and how it differs
from neutral, computer synthesized voice (produced
using MaryTTS). This illustrates the more general
fact that when humans speak to each other, we dis-
play a variety of nonverbal behaviors in voice, es-
pecially when trying to build rapport. The main hy-
pothesis of this research is that a spoken dialog sys-
tem with emotional intelligence will be effective for
gaining rapport with human users.

The rest of this paper is structured as follows:
first, related work is reviewed and current limitations
for building automated rapport are described. After-
wards, the hypotheses and expected contributions of
this work are described along with the research ap-
proach. Lastly, broader significance of this work is
discussed.
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Figure 1: Pitch levels of a conversation taken from the persuasive dialog corpus includes a student (Std) and a graduate
coordinator (Grad.Coord). Pitch was analyzed using the Praat software. It can be seen that the student displays rich
prosody in voice (tree parents) and that the human response (left branch) contains more varied prosody than the
computer synthesized voice (right branch).

2 Related Work

Communication Accommodation Theory states that
people use nonverbal feedback to establish social
distance during conversation. In order to gain rap-
port, people would most likely want to decrease
social distance in order to achieve the connected-
ness and smoothness in conversation that is seen
in human social interaction. Research in human-
computer interaction has pursued these nonverbal
behaviors through appropriate backchanneling, head
nods, and gaze techniques, but still missing is atten-
tion to user emotional state, which can be detected
through some of these nonverbal behaviors in voice.

Two methods for describing emotions are discrete
and dimensional. Discrete emotions include anger,
disgust, fear, joy, sadness, and surprise. Dimen-
sional emotions use two or more components to de-
scribe affective state. More commonly used dimen-
sions are Osgood et al.’s (1957) evaluation (a.k.a.
valence), activity, and potency (a.k.a. power). Emo-
tion research has had limited success at detecting
discrete emotions, e.g. (D’Mello et al., 2008). In

the tutoring domain, some have looked at appropri-
ately responding to students based on their prosody
in voice (Hollingsed and Ward, 2007). The dif-
ficulty of recognizing discrete emotions exists be-
cause humans typically show more subtle emotions
in most real human-human interactions (Batliner et
al., 2000). Forbes et al. (2004) had promising results
by looking at a three-class set of emotions (positive,
negative, neutral).

The intent of this research is to develop a method
for detecting three dimensions of emotion from
voice in order to build rapport. There is a possibility
that using a dimensional approach will enable more
accurate modeling of subtle emotions that exist in
spontaneous human-human dialogs.

3 Hypotheses and Expected Contributions

The main hypothesis of this work is that a spoken
dialog system with emotional intelligence will be
more effective for gaining rapport than a spoken di-
alog system without emotional intelligence. In or-
der to test this hypothesis, I will implement and
evaluate a spoken dialog system. This system will
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choose topics and content depending on user emo-
tional state. The resulting system will advance the
state of the art in three technologies: recognizing
appropriate emotion, planning accordingly, and syn-
thesizing appropriate emotion. The system will also
demonstrate how to integrate these components.

In addition to choosing the correct content based
on user emotional state, this research will investi-
gate the effect of adding emotion to voice for rap-
port. The second hypothesis of the research is that
expressing emotion in voice and choosing words,
compared to expressing emotion only by choosing
words, will be more effective for building rapport
with users.

4 Approach

This section outlines the steps that have been com-
pleted and those that are still pending to accomplish
the goals of the research.

4.1 Corpus Analysis and Baseline System

This work is based on a persuasive dialog corpus
consisting of audio recordings of 10 interactions av-
eraging 16 minutes in length. The corpus consists
of rougly 1000 turns between a graduate coordina-
tor and individual students. The graduate coordina-
tor was a personable female staff member who was
hired by the University to raise the graduate student
count. The students were enrolled in an introduc-
tory Computer Science course and participated in
the study as part of a research credit required for
course completion. The students had little knowl-
edge of the nature or value of graduate school and of
the application process. Preliminary analysis of the
corpus showed evidence of a graduate coordinator
building rapport with students by using emotion.

A baseline system built using commercial state-
of-the-art software was implemented based on the
corpus (mainly the topics covered). Informal user
comments about the baseline system helped deter-
mine missing features for automated rapport build-
ing technology. One salient feature that is missing
is attention to emotion in voice. This confirmed the
direction of this research.

This corpus was transcribed and annotated with
dimensional emotions (activation, valence, and
power) by two judges. Activation is defined as

sounding ready to take action, valence is the amount
of positive or negative sound in voice, and power
is measured by the amount of dominance in voice.
The dimensions are annotated numerically on scales
from -100 to +100.

The following are examples taken from the corpus
with annotated acoustic features.

• Example 1
Grad.Coord(GC1): So you’re in the 1401
class? [rising pitch]

Subject(S1): Yeah. [higher pitch]

GC2: Yeah? How are you liking it so
far? [falling pitch]

S2: Um, it’s alright, it’s just the labs are
kind of difficult sometimes, they can, they give
like long stuff. [slower speed]

GC3: Mm. Are the TAs helping you?
[lower pitch and slower speed]

S3: Yeah. [rising pitch]

GC4: Yeah. [rising pitch]

S4: They’re doing a good job.
[normal pitch and normal speed]

GC5: Good, that’s good, that’s good.
[normal pitch and normal speed]

• Example 2
GC6: You’re taking your first CS class huh.
[slightly faster voice]

S5: Yeah, I barely started. [faster voice]

GC7: How are you liking it?
[faster voice, higher pitch]

S6: Uh, I like it a lot, actually, it’s prob-
ably my favorite class. [faster, louder]

GC8: Oh good. [slower, softer]
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S7: That I’m taking right now yeah.
[slightly faster, softer]

GC9: Oh that’s good. That’s exciting.
[slow and soft then fast and loud]

GC10: Then you picked the right major
you’re not gonna change it three times like I
did. [faster, louder]

In the first example, the coordinator noticably
raises her pitch at the end of her utterance. This
is probably so that she can sound polite or inter-
ested. On line S2, the subject displays a falling
pitch (which sounds negative) and the coordinator
responds with a lower fundamental frequency and a
slower speed. The subject sounds unsure by display-
ing a rising pitch in his answer (S3). The coordinator
mirrors his response (GC4) and finally both inter-
locutors end with normal pitch and normal speed.

In the second example, the subject speaks faster
than usual (S5). The coordinator compensates by
adjusting her speed as well. From S6 through GC8,
when the subject’s voice gets louder, the coordina-
tor’s voice gets softer, almost as though she is back-
ing off and letting the subject have some space. In
GC9 the coordinator responds to the student’s posi-
tive response (liking the class) and becomes imme-
diately faster and louder.

A next step for the analysis is to determine the
most expressive acoustic correlates for emotions. In-
formal auditory comparisons show some possible
correlations (see Table 1). These correlations seem
promising because many correspond with previous
work (Schroder, 2004).

The emotion annotations of the two judges show
that strategies for adaptive emotion responses can
be extracted from the corpus. Communication Ac-
comodation Theory states that interlocutors mir-
ror nonverbal behaviors during interaction when at-
tempting to decrease social distance. The coordina-
tor’s emotional responses were correlated with the
student’s emotional utterances to determine if emo-
tional mirroring (matching student emotion and co-
ordinator response) was present in the persuasive di-
alog corpus. This was the case in the valence dimen-
sion, which showed a correlation coefficient of 0.34.

Table 1: Informal analysis reveals acoustic correlates
possibly associated with the dimensions of emotion

Dimension High Low
Activeness Faster, more

varied pitch,
louder

Slower, less
varied pitch,
softer

Valence Higher pitch
throughout,
laughter, speed
up

Falling ending
pitch, articula-
tion of words,
increasing
loudness

Power Faster, louder,
falling ending
pitch, articu-
lation of word
beginnings,
longer vowels

Softer, higher
pitch through-
out, quick
rise in pitch,
smoother word
connection

However, regarding power, there was an inverse re-
lationship; if the student showed more power, the
coordinator showed less (–0.30 correlation coeffi-
cient). Activation showed a small correlation coeffi-
cient (–0.14).

To realize a spoken dialog system that could
model this responsive behavior, machine learning
was used. The students’ three emotion dimensions
were taken as attributes and were used to predict
the coordinators emotional responses using Bagging
with REPTrees. Measuring the correlations between
the predictions of the model and the actual values in
the corpus revealed correlation coefficients of 0.347,
0.344, and 0.187 when predicting the coordinator’s
valence, power, and activation levels, respectively.

4.2 Full System
The full system will provide a means to evaluate
whether emotion contributes to automated rapport
building. This system will be based on several avail-
able technologies and previous research in spoken
dialog systems.

Figure 2 shows the different components antici-
pated for the full system. The components that will
be implemented for this research include emotion
recognition, user modeling components, and text
and emotion strategy databases. The other compo-
nents will be based on available open source soft-
ware packages. The implementation effort also in-
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Figure 2: Full System Dataflow Diagram

cludes the integration of all components.
The following is a scenario that depicts how the

full system will operate.

1. The system begins by saying “How are you do-
ing today?”

2. The user says “I’m doing good” with a negative
sounding voice.

3. The voice signal is then processed through the
speech recognizer and emotion recognizer in
parallel. The speech recognizer extracts words
from the voice signal while the emotion recog-
nizer extracts emotion.

4. This data is sent to the user modeling com-
ponent which determines the immediate user
state based only on the current emotion and the
words spoken. In this scenario, the user’s state
will be negative even though the user stated
otherwise.

5. This user state update information is then
passed to the user model which updates the
current user state. This component contains
knowledge, beliefs and feelings of the user.
Since there was no previous user state, the cur-
rent emotion is set to negative. Stored in user
knowledge will be the fact that the user was

asked “How are you doing today?”. Some in-
formation about the user’s contradictory state is
stored as user beliefs: stated good, but sounds
negative.

6. Next, this information is used to select some
predefined text from the lexical generation
along with an associated emotion from the
emotion strategy database (these two are done
in parallel). Since the user’s state is negative,
the system may choose to ask another question
such as “ok, do you have any concerns?” with a
negative sounding voice (to mirror the valence
dimension). In contrast, if the user was pos-
itive, the system may have chosen something
similar to “great, let’s get going then” with a
highly positive voice.

7. Lastly, the text with corresponding emotion
coloring is rendered to speech and played to the
user by the speech synthesis component.

4.3 Evaluation

To achieve the final goal of determining whether
emotion helps gain rapport, the final system de-
scribed herein will be evaluated.

The final system will be configurable; it will allow
for enabling emotion in voice (voiced) or disabling
the emotions in voice (not voiced). In addition, there

53



will be a control configuration, perhaps one that will
display a random emotion (random). A user study
(hopefully within subjects) will be conducted that
will ask users to interact with four versions of the
system (baseline, voiced, not voiced, and random).
A post-test questionnaire consisting of Likert scales
will ask users how much rapport they felt with each
version of the system. In addition, some objective
metrics such as disfluency count and interaction time
will be collected. This will help test the two hy-
potheses of this research. First, it is expected that
subjects will have more rapport with the not voiced
configuration than with the baseline system. The
second hypothesis will be verified by determining
if subjects have more rapport with the voiced than
with the not voiced system. The random configura-
tion will be used to determine whether the system’s
adaptive responses are better than random responses.

5 Broader Significance

This research addresses methods for gaining rap-
port as an important dimension of successful human-
computer interaction, and one likely to be useful
even for business-like dialogs. For example, build-
ing rapport with customers can decrease the number
of disfluencies, which are currently a problem for
speech recognizers. In addition, customer support
systems will have the ability to tailor responses to
decrease negative emotion.

Similarly, the learned rules for detecting emotion
and responding appropriately could be used to train
people how to more effectively gain rapport. Lastly,
this work can supplement other rapport research that
uses other forms of nonverbal behavior such as gaze
and gestures seen especially in embodied conversa-
tional agents.
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Abstract

We demonstrate that a supervised annotation
learning approach using structured features
derived from tokens and prior annotations per-
forms better than a bag of words approach.
We present a general graph representation for
automatically deriving these features from la-
beled data. Automatic feature selection based
on class association scores requires a large
amount of labeled data and direct voting can
be difficult and error-prone for structured fea-
tures, even for language specialists. We show
that highlighted rationales from the user can
be used for indirect feature voting and same
performance can be achieved with less labeled
data.We present our results on two annotation
learning tasks for opinion mining from prod-
uct and movie reviews.

1 Introduction
Interactive Annotation Learning is a supervised ap-
proach to learning annotations with the goal of min-
imizing the total annotation cost. In this work, we
demonstrate that with additional supervision per ex-
ample, such as distinguishing discriminant features,
same performance can be achieved with less anno-
tated data. Supervision for simple features has been
explored in the literature (Raghavan et al., 2006;
Druck et al., 2008; Haghighi and Klein, 2006). In
this work, we propose an approach that seeks super-
vision from the user on structured features.

Features that capture the linguistic structure in
text such as n-grams and syntactic patterns, referred
to as structured features in this work, have been
found to be useful for supervised learning of annota-
tions. For example, Pradhan et al. (2004) show that

using features like syntactic path from constituent
to predicate improves performance of a semantic
parser. However, often such features are “hand-
crafted” by domain experts and do not generalize to
other tasks and domains. In this work, we propose
a general graph representation for automatically ex-
tracting structured features from tokens and prior an-
notations such as part of speech, dependency triples,
etc. Gamon (2004) shows that an approach using
a large set of structured features and a feature selec-
tion procedure performs better than an approach that
uses a few “handcrafted” features. Our hypothesis
is that structured features are important for super-
vised annotation learning and can be automatically
derived from tokens and prior annotations. We test
our hypothesis and present our results for opinion
mining from product reviews.

Deriving features from the annotation graph gives
us a large number of very sparse features. Fea-
ture selection based on class association scores such
as mutual information and chi-square have often
been used to identify the most discriminant features
(Manning et al., 2008). However, these scores are
calculated from labeled data and they are not very
meaningful when the dataset is small. Supervised
feature selection, i.e. asking the user to vote for the
most discriminant features, has been used as an al-
ternative when the training dataset is small. Ragha-
van et al. (2006) and Druck et al. (2008) seek feed-
back on unigram features from the user for docu-
ment classification tasks. Haghighi and Klein (2006)
ask the user to suggest a few prototypes (examples)
for each class and use those as features. These ap-
proaches ask the annotators to identify globally rel-
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evant features, but certain features are difficult to
vote on without the context and may take on very
different meanings in different contexts. Also, all
these approaches have been demonstrated for uni-
gram features and it is not clear how they can be
extended straightforwardly to structured features.

We propose an indirect approach to interactive
feature selection that makes use of highlighted ra-
tionales from the user. A rationale (Zaidan et al.,
2007) is the span of text a user highlights in support
of his/her annotation. Rationales also allow us to
seek feedback on features in context. Our hypothe-
sis is that with rationales, we can achieve same per-
formance with lower annotation cost and we demon-
strate this for opinion mining from movie reviews.

In Section 2, we describe the annotation graph
representation and motivate the use of structured
features with results on learning opinions from prod-
uct reviews. In Section 3, we show how rationales
can be used for identifying the most discriminant
features for opinion classification with less training
data. We then list the conclusions we can draw from
this work, followed by suggestions for future work.

2 Learning with Structured Features
In this section, we demonstrate that structured fea-
tures help in improving performance and propose a
formal graph representation for deriving these fea-
tures automatically.

2.1 Opinions and Structured Features
Unigram features such as tokens are not sufficient
for recognizing all kinds of opinions. For example,
a unigram feature good may seem useful for identi-
fying opinions, however, consider the following two
comments in a review: 1) This camera has good fea-
tures and 2) I did a good month’s worth of research
before buying this camera. In the first example,
the unigram good is a useful feature. However, in
the second example, good is not complementing the
camera and hence will mislead the classifier. Struc-
tured features such as part-of-speech, dependency
relations etc. are needed to capture the language
structure that unigram features fail to capture.

2.2 Annotation Graph and Features
We define the annotation graph as a quadruple: G =
(N,E,Σ, λ), where N is the set of nodes, E is the
set of edges E ⊂ N × N , Σ = ΣN ∪ ΣE is a

set of labels for nodes and edges. λ is the label-
ing function λ : N ∪ E → Σ, that assigns labels to
nodes and edges. In this work, we define the set of
labels for nodes, ΣN as tokens, part of speech and
dependency annotations and set of labels for edges,
ΣE as relations, ΣE = {leftOf, parentOf, restricts}.
The leftOf relation is defined between two adjacent
nodes. The parentOf relation is defined between the
dependency type and its attributes. For example, for
the dependency triple ‘nsubj perfect camera’, there
is a parentOf relation between the dependency type
‘nsubj’ and tokens ‘perfect’ and ‘camera’. The re-
stricts relation exists between two nodes a and b if
their textual spans overlap completely and a restricts
how b is interpreted. For a word with multiple senses
the restricts relation between the word and its part of
speech, restricts the way the word is interpreted, by
capturing the sense of the word in the given context.
The Stanford POS tagger (Toutanova and Manning,
2000) and the Stanford parser (Klein and Manning,
2003) were used to produce the part of speech and
dependency annotations.

Features are defined as subgraphs, G′ =
(N ′, E′,Σ′, λ′) in the annotation graph G, such that
N ′ ⊆ N ,E′ ⊂ N ′×N ′ andE′ ⊆ E, Σ′ = Σ′

N∪Σ′
E

where Σ′
N ⊆ ΣN and Σ′

E ⊆ ΣE and λ′ : N ′∪E′ →
Σ′. For a bag of words approach that only uses to-
kens as features, Σ′

N = T , where T is the token
vocabulary and E = φ and ΣE = φ (where φ is the
null set). We define the degree of a feature subgraph
as the number of edges it contains. For example, the
unigram features are the feature subgraphs with no
edges i.e. degree = 0. Degree− 1 features are the
feature subgraphs with two nodes and an edge. In
this paper, we present results for feature subgraphs
with degree = 0 and degree = 1.

Figure 1 shows the partial annotation graph for
two comments discussed above. The feature sub-
graph that captures the opinion expressed in 1(a),
can be described in simple words as “camera has
features that are good”. This kind of subject-object
relationship with the same verb, between the ‘cam-
era’ and what’s being modified by ‘good’, is not
present in the second example (1(b)). A slight modi-
fication of 1(b), I did a month’s worth of research be-
fore buying this good camera does express an opin-
ion about the camera. A bag of words approach that
uses only unigram features will not be able to differ-
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entiate between these two examples; structured fea-
tures like dependency relation subgraphs can capture
this linguistic distinction between the two examples.

P24:amod
[16,29]

P23:JJ
[16,20]

P22:dobj
[12,29]

P21:nsubj
[5,15]

restricts

parentOf

parentOf

parentOf

(a)

(b)

Figure 1: The figure shows partial annotation graphs for two examples.
Only some of the nodes and edges are shown for clarity. Spans of nodes
in brackets are the character spans.

2.3 Experiments and Results

The dataset we used is a collection of 244 Amazon’s
customer reviews (2962 comments) for five products
(Hu and Liu, 2004). A review comment is annotated
as an opinion if it expresses an opinion about an as-
pect of the product and the aspect is explicitly men-
tioned in the sentence. We performed 10-fold cross
validation (CV) using the Support Vector Machine
(SVM) classifier in MinorThird (Cohen, 2004) with
the default linear kernel and chi-square feature se-
lection to select the top 5000 features. As can be
seen in Table 1, an approach using degree − 0 fea-
tures, i.e. unigrams, part of speech and dependency
triples together, outperforms using any of those fea-
tures alone and this difference is significant. Us-
ing degree − 1 features with two nodes and an
edge improves performance further. However, using
degree−0 features in addition to degree−1 features
does not improve performance. This suggests that
when using higher degree features, we may leave out
the features with lower degree that they subsume.

Features Avg F1 Outperforms
unigram [uni] 65.74 pos,dep
pos-unigram [pos] 64 dep
dependency [dep] 63.18 -
degree-0 [deg-0] 67.77 uni,pos,dep
degree-1 [deg-1] 70.56 uni,pos,dep,deg-0, deg-*
(deg-0 + deg-1) [deg-*] 70.12 uni,pos,dep,deg-0

Table 1: The table reports the F-measure scores averaged over ten cross
validation folds. The value in bold in the Avg F1 column is the best
performing feature combination. For each feature combination in the
row, outperforms column lists the feature combinations it outperforms,
with significant differences highlighted in bold (paired t-test with p <
0.05 considered significant).

3 Rationales & Indirect Feature voting
We propose an indirect feature voting approach that
uses user-highlighted rationales to identify the most
discriminant features. We present our results on
Movie Review data annotated with rationales.

3.1 Data and Experimental Setup
The data set by Pang and Lee (2004) consists of
2000 movie reviews (1000-pos, 1000-neg) from the
IMDb review archive. Zaidan et al. (2007) provide
rationales for 1800 reviews (900-pos, 900-neg). The
annotation guidelines for marking rationales are de-
scribed in (Zaidan et al., 2007). An example of a
rationale is: “the movie is so badly put together
that even the most casual viewer may notice the mis-
erable pacing and stray plot threads”. For a test
dataset of 200 reviews, randomly selected from 1800
reviews, we varied the training data size from 50 to
500 reviews, adding 50 reviews at a time. Training
examples were randomly selected from the remain-
ing 1600 reviews. During testing, information about
rationales is not used.

We used tokens1, part of speech and dependency
triples as features. We used the KStem stemmer
(Krovetz, 1993) to stem the token features. In or-
der to compare the approaches at their best perform-
ing feature configuration, we varied the total num-
ber of features used, choosing from the set: {1000,
2000, 5000, 10000, 50000}. We used chi-square
feature selection (Manning et al., 2008) and the
SVM learner with default settings from the Minor-
third package (Cohen, 2004) for these experiments.
We compare the following approaches:

Base Training Dataset (BTD): We train a model
from the labeled data with no feature voting.

1filtering the stop words using the stop word list: http:

//www.cs.cmu.edu/˜shilpaa/stop-words-ial-movie.

txt
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Rationale annotated Training Dataset (RTD):
We experimented with two different settings for in-
direct feature voting: 1) only using features that
overlap with rationales (RTD(1, 0)); 2) features
from rationales weighted twice as much as features
from other parts of the text (RTD(2, 1)). In general,
R(i, j) describes an experimental condition where
features from rationales are weighted i times and
other features are weighted j times. In Minorthird,
weighing a feature two times more than other fea-
tures is equivalent to that feature occurring twice as
much.

Oracle voted Training Data (OTD): In order to
compare indirect feature voting to direct voting on
features, we simulate the user’s vote on the features
with class association scores from a large dataset
(all 1600 documents used for selecting training doc-
uments). This is based on the assumption that the
class association scores, such as chi-square, from a
large dataset can be used as a reliable discriminator
of the most relevant features. This approach of sim-
ulating the oracle with large amount of labeled data
has been used previously in feature voting (Ragha-
van et al., 2006).

3.2 Results and Discussion
In Table 2, we present the accuracy results for the
four approaches described in the previous section.
We compare the best performing feature configura-
tions for three approaches - BTD, RTD(1, 0) and
RTD (2,0). As can be seen, RTD(1, 0) always per-
forms better than BTD. As expected, improvement
with rationales is greater and it is significant when
the training dataset is small. The performance of
all approaches converge as the training data size in-
creases and hence we only present results up to train-
ing dataset size of 500 examples in this paper.

Since our goal is to evaluate the use of rationales
independently of how many features the model uses,
we also compared the four approaches in terms of
the accuracy averaged over five feature configura-
tions. Due to space constraints, we do not include
the table of results. On average RTD(1, 0) signif-
icantly outperforms BTD when the total training
dataset is less than 350 examples. When the train-
ing data has fewer than 400 examples, RTD(1, 0)
also significantly outperforms RTD(2, 1).
OTD with simulated user is an approximate up-

#Ex Approach Number of Features
1000 2000 5000 10000 50000

50

OTD 67.63 66.30 62.90 52.17 55.03
BTD 58.10 57.47 52.67 51.80 55.03
RTD(1,0)* 55.43 55.93 61.63 61.63 61.63
RTD(2,1) 57.77 57.53 52.73 52.30 56.33

100

OTD 71.97 71.07 70.27 69.37 64.33
BTD 64.17 64.43 62.70 56.63 64.37
RTD(1,0)* 65.43 63.27 65.13 67.23 67.23
RTD(2,1) 64.27 63.93 62.47 56.10 63.77

150

OTD 73.83 74.83 74.20 74.00 63.83
BTD 66.17 67.77 68.60 64.33 60.47
RTD(1,0)* 69.30 68.30 67.27 71.30 71.87
RTD(2,1) 68.00 67.07 68.43 63.57 58.90

200

OTD 74.83 75.87 75.70 75.10 56.97
BTD 71.63 71.37 72.57 71.53 58.90
RTD(1,0) 72.23 72.63 71.63 73.80 73.93
RTD(2,1) 71.20 71.10 73.03 70.77 57.87

250

OTD 75.63 76.90 77.70 77.67 62.20
BTD 72.60 73.57 74.73 75.20 58.93
RTD(1,0) 73.00 73.57 73.57 74.70 76.70
RTD(2,1) 72.87 73.90 74.63 75.40 57.43

300

OTD 76.57 77.67 78.93 78.43 68.17
BTD 72.97 74.13 74.93 76.57 63.83
RTD(1,0) 74.43 74.83 74.67 74.73 77.67
RTD(2,1) 72.67 74.53 74.37 76.53 61.30

350

OTD 76.47 78.20 80.20 79.80 71.73
BTD 74.43 74.30 74.73 77.27 66.80
RTD(1,0) 75.07 76.20 75.80 75.20 78.53
RTD(2,1) 74.63 75.70 74.80 78.23 64.93

400

OTD 77.97 78.93 80.53 80.60 75.27
BTD 75.83 76.77 76.47 78.93 70.63
RTD(1,0) 75.17 76.40 75.83 76.00 79.23
RTD(2,1) 75.73 76.07 76.80 78.50 68.20

450

OTD 77.67 79.20 80.57 80.73 77.13
BTD 75.73 76.80 77.80 78.80 74.37
RTD(1,0)* 74.83 76.50 76.23 76.47 80.40
RTD(2,1) 75.87 76.87 77.87 78.87 71.80

500

OTD 78.03 80.10 81.27 81.67 79.87
BTD 75.27 77.33 79.37 80.30 75.73
RTD(1,0) 75.77 77.63 77.47 77.27 81.10
RTD(2,1) 75.83 77.47 79.50 79.70 74.50

Table 2: Accuracy performance for four approaches, five feature con-
figurations and increasing training dataset size. Accuracy reported is
averaged over five random selection of training documents for three ran-
domly selected test datasets. The numbers in bold in a row represents
the best performing feature configuration for a given approach and train-
ing dataset size. The approach in bold represents the best performing
approach among BTD, RTD(1, 0) and RTD(2, 1) for a given train-
ing dataset size. ‘*’ indicates significant improvement in performance
over BTD (paired t-test with p < 0.05 considered significant).

per bound for rationale based approaches. It tells
us how far we are from direct supervision on struc-
tured features. On average, OTD significantly out-
performed RTD(1, 0) for training data size of 100,
150, 400, 450 and 500 examples but not always.
As can be seen from Table 2, difference between
OTD and RTD(1, 0) reduces with more training
data, since with more data and hence more rationales
we get better feature coverage.

Results presented here show that for a given train-
ing dataset, we can boost the performance by ask-
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ing the user to label rationales. However, there is
an additional cost associated with the rationales. It
is important to evaluate how much total annotation
cost rationales can save us while achieving the de-
sired performance. In Figure 2, we compare the
number of training examples an approach needs to
achieve a given level of performance. As can be
seen, RTD(1, 0) needs fewer training examples to
achieve the same performance as BTD. The differ-
ence is large initially when the total number of train-
ing examples is small (50 forRTD(1, 0) and 150 for
BTD to achieve a performance between 66− 67).

Figure 2: The Figure shows the number of examples needed by the
two approaches, RTD(1, 0) and BTD, to achieve an accuracy in the
given range.

Comparison with Zaidan et al. (2007): Zaidan
et al. (2007) conclude that using only features from
rationales performs worse than both: 1) using all the
features in the documents, and 2) using features that
do not overlap with the rationales. The results pre-
sented in this paper seem to contradict their results.
However, they only experimented with unigram fea-
tures and only one approach to using features from
rationales, RTD(1, 0) and not RTD(2, 1). In order
to compare our work directly with theirs, we exper-
imented with an equivalent set of unigram features.
In Table 3, we present the results using same num-
ber of total features (17744) as Zaidan et al. (2007).
As can be seen from the table, when only unigram
features are used,RTD(2, 1) outperformsBTD but
RTD(1, 0) performs worse than BTD. Thus, our
results are consistent with (Zaidan et al., 2007) i.e.
using unigram features only from the rationales does
not boost performance.

From Table 3, we also analyze the improvement
in performance when part of speech and depen-
dency features are used in addition to the unigram
features i.e. using all degree − 0 subgraph fea-

#Ex Approach uni uni-pos uni-pos-dep

100

OTD 68.6 68.8 61.6
BTD 68.6 68.8 52.2
RTD(1,0) 68.2 68.1 69.0*
RTD(2,0) 70.0 67.0 51.7

200

OTD 73.6 73.8 75.3
BTD 73.6 73.8 67.1
RTD(1,0) 73.9 73.2 73.9*
RTD(2,0) 75.3* 70.3 65.2

300

OTD 76.2 76.1 79.1
BTD 76.2 76.1 73.7
RTD(1,0) 75.0 74.9 77.1*
RTD(2,0) 77.5* 73.3 74.8

400

OTD 77.4 76.8 79.9
BTD 77.4 76.8 76.2
RTD(1,0) 75.9 75.9 77.0
RTD(2,0) 78.0 74.7 77.7*

500

OTD 78.1 78.1 80.0
BTD 78.1 78.1 78.4
RTD(1,0) 76.3 76.2 77.6
RTD(2,0) 78.2 75.4 79.0

Table 3: The Table reports accuracy for four approaches in a setting
similar to (Zaidan et al., 2007). Accuracy reported is averaged over ten
random selection of training documents for two randomly selected test
datasets.The numbers in bold are the best among BTD, RTD(1, 0),
RTD(2, 1) for a given feature combination. ‘*’ highlights the signif-
icant improvement in performance over BTD (using paired t-test, with
p < 0.05 considered significant).

tures. For RTD(1, 0), adding these features im-
proves performance for all data sizes with signifi-
cant improvement for dataset size of 300 and 500 ex-
amples. RTD(1, 0) also significantly outperforms
BTD when all three features are used. For direct
voting on features (OTD), a significant improve-
ment with these structured features is seen when the
training dataset size is greater than 200 examples.
For BTD and RTD(2, 1) approaches, there is no
significant improvement with these additional fea-
tures. In the future, we plan to investigate further
the benefit of using higher degree subgraph features
for opinion mining from the movie review data.

Comparing ranking of features:We also com-
pared the features that the rationales capture to what
the oracle will vote for as the most relevant features.
Features are ranked based on chi-square scores used
in feature selection. We compare the ranked list of
features from RTD(1, 0), BTD and OTD and use
a weighted F-measure score for evaluating the top
100 ranked features by each approach. This measure
is inspired by the Pyramid measure used in Summa-
rization (Nenkova and Passonneau, 2004). Instead
of using counts in calculating F-measure, we used
the chi-square score assigned to the features by the
oracle dataset, in order to give more weight to the
more discriminant features. As can be seen from
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Table 4, RTD(1, 0) outperforms BTD in captur-
ing the important features when the datasize set is
small (< 300) and this difference is significant. Be-
yond 300 examples, as the data size increases,BTD
outperforms RTD(1, 0). This implies that the ra-
tionales alone are able to capture the most relevant
features when the dataset is small.

100 200 300 400 500 600 700
RO 47.70 53.80 57.68 59.54 62.13 60.86 61.56
TO 31.22 44.43 52.98 60.57 64.61 67.10 70.39

Table 4: Weighted F-measure performance comparison of ranked list
of features from RTD(1, 0) & OTD(RO) and BTD & OTD(TO).
Results are averaged over ten random selections of the training data for
a randomly selected test dataset. Significant differences are highlighted
in bold (paired t-test with p < 0.05 considered significant).

4 Conclusion and Future Work
In this work, we demonstrated that using structured
features boosts performance of supervised annota-
tion learning. We proposed a formal annotation
graph representation that can be used to derive these
features automatically. However, the space of pos-
sible feature subgraphs can grow very large with
more prior annotations. Standard feature selection
techniques based on class association scores are less
effective when the dataset is small. Feature voting
from the user for identifying the relevant features
is limited to simple features. Supplementary input
from the user in terms of highlighted rationales can
be used instead to prune the feature space. The pro-
posed approach is general and can be applied to a
variety of problems and features.

In this work, we presented our results with
degree − 0 and degree − 1 feature subgraphs.
We will extend our algorithm to automatically ex-
tract higher degree features from the annotation
graph. For the rationale annotated training data
(RTD(i, j)), we experimented with two possible
values for i and j. We aim to learn these weights
empirically using a held out dataset. Rationales are
associated with an additional cost per example and
hence two approaches, with and without the ratio-
nales, are not directly comparable in terms of the
number of examples. In the future, we will conduct
an annotation experiment with real users to evaluate
the usefulness of rationales in terms of clock time.
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Abstract

In machine transliteration we transcribe a
name across languages while maintaining its
phonetic information. In this paper, we
present a novel sequence transduction algo-
rithm for the problem of machine transliter-
ation. Our model is discriminatively trained
by the MIRA algorithm, which improves the
traditional Perceptron training in three ways:
(1) It allows us to consider k-best translitera-
tions instead of the best one. (2) It is trained
based on the ranking of these transliterations
according to user-specified loss function (Lev-
enshtein edit distance). (3) It enables the user
to tune a built-in parameter to cope with noisy
non-separable data during training. On an
Arabic-English name transliteration task, our
model achieves a relative error reduction of
2.2% over a perceptron-based model with sim-
ilar features, and an error reduction of 7.2%
over a statistical machine translation model
with more complex features.

1 Introduction and Related Work

Proper names and other technical terms are fre-
quently encountered in natural language text. Both
machine translation (Knight and Graehl, 1997) and
cross-language information retrieval (Jeong et al.,
1999; Virga and Khudanpur, 2003; Abdul-Jaleel and
Larkey, 2003) can benefit by explicitly translating
such words from one language into another. This
approach is decidedly better than treating them uni-
formly as out-of-vocabulary tokens. The goal of ma-
chine transliteration is to translate words between

alphabets of different languages such that they are
phonetically equivalent.

Given a source language sequencef =
f1f2 . . . fm from an alphabetF , we want to produce
a target language sequencee = e1e2 . . . en in the al-
phabetE such that it maximizes some score function
s(e, f),

e = arg max
e′

s(e′, f).

Virga and Khudanpur (2003) model this scoring
function using a separatetranslation and language
model, that is,s(e, f) = Pr(f |e)Pr(e). In con-
strast, Al-Onaizan and Knight (2002) directly model
the translation probabilityPr(e|f) using a log-linear
combination of several individually trained phrase
and character-based models. Others have treated
transliteration as a phrase-based transduction (Sherif
and Kondrak, 2007). All these approaches are adap-
tations of statistical models for machine transla-
tion (Brown et al., 1994). In general, the parame-
ters of the scoring function in such approaches are
trained generatively and do not utilize complex fea-
tures of the input sequence pairs.

Recently, there has been interest in applying
discriminatively-trained sequence alignment mod-
els to many real-world problems. McCallum et al.
(2005) train a conditional random field model to
discriminate between matching and non-matching
string pairs treating alignments as latent. Learning
accurate alignments in this model requires finding
“close” non-match pairs which can be a challenge.
A similar conditional latent-variable model has been
applied to the task of lemmatization and genera-
tion of morphological forms (Dreyer et al., 2008).
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Zelenko and Aone (2006) model transliteration as
a structured prediction problem where the letterei

is predicted using local and global features derived
from e1e2 . . . ei−1 and f . Bergsma and Kondrak
(2007) address cognate identification by training a
SVM classification model using phrase-based fea-
tures obtained from a Levenshtein alignment. Both
these models do not learn alignments that is needed
to obtain high performance on transliteration tasks.
Freitag and Khadivi (2007) describe a discrimina-
tively trained sequence alignment model based on
averaged perceptron, which is closely related to the
method proposed in this paper.

Our approach improves over previous directions
in two ways. First, our system produces betterk-best
transliterations than related approaches by training
on multiple hypotheses ranked according to a user-
specified loss function (Levenshtein edit distance).
Hence, our method achieves a 19.2% error reduction
in 5-best performance over a baseline only trained
with 1-best transliterations. This is especially help-
ful when machine transliteration is part of a larger
machine translation or information retrieval pipeline
since additional sentence context can be used to
choose the best among top-K transliterations. Sec-
ond, our training procedure accounts for noise and
non-separability in the data. Therefore, our translit-
eration system would work well in cases where per-
son names were misspelled or in cases in which a
single name had many reasonable translations in the
foreign language.

The training algorithm we propose in this pa-
per is based on theK-best MIRA algorithm which
has been used earlier in structured prediction prob-
lems (McDonald et al., 2005a; McDonald et al.,
2005b). Our results demonstrate a significant im-
provement in accuracy of 7.2% over a statistical
machine translation (SMT) system (Zens et al.,
2005) and of 2.2% over a perceptron-based edit
model (Freitag and Khadivi, 2007).

2 Sequence Alignment Model

Let e = e1e2 . . . en and f = f1f2 . . . fm be se-
quences from the target alphabetE and source al-
phabetF respectively. Leta = a1a2 . . . al be a se-
quence of alignment operations needed to convertf
into e. Each alignment operation either appends a

letter to the end of the source sequence, the target
sequence or both sequences. Hence, it is a member
of the cross-productak ∈ E∪{ǫ}×F∪{ǫ}\{(ǫ, ǫ)},
where ǫ is the null character symbol. Letak

1 =
a1a2 . . . ak denote the sequence of firstk alignment
operations. Similarlyek

1 andfk
1 are prefixes ofe and

f of lengthk.
We define the scoring function between a word

and its transliteration to be the a maximum over all
possible alignment sequencesa,

s(e, f) = max
a

s(a, e, f) ,

where the score of a specific alignmenta between
two words is given by a linear relation,

s(a, e, f) = w · Φ(a, e, f),

for a parameter vectorw and a feature vec-
tor Φ(a, e, f). Furthermore, letΦ(a, e, f) =∑l

k=1 φ(ak, e, i, f , j) be the sum of feature vec-
tors associated with individual alignment operations.
Here i, j are positions in sequencese, f after per-
forming operationsak

1 . For fixed sequencese andf
the functions(e, f) can be efficiently computed us-
ing a dynamic programming algorithm,

s(ei
1, f

j
1 ) =

max





s(ei−1
1 , f j

1 ) + w · φ(〈ei, ǫ〉, e, i, f , j)
s(ei

1, f
j−1
1 ) + w · φ(〈ǫ, fj〉, e, i, f , j)

s(ei−1
1 , f j−1

1 ) + w · φ(〈ei, fj〉, e, i, f , j).
(1)

Given a source sequencef computing the best scor-
ing target sequencee = arg maxe′ s(e′, f) among
all possible sequencesE∗ requires a beam search
procedure (Freitag and Khadivi, 2007). This pro-
cedure can also be used to produceK-best target
sequences{e′1, e′2, . . . , e′K} such thats(e′1, f) ≥
s(e′2, f) ≥ . . . ≥ s(e′K , f).

In this paper, we employ the same features as
those used by Freitag and Khadivi (2007). All lo-
cal feature functionsφ(ak, e, i, f , j) are conjunc-
tions of the alignment operationak and forward or
backward-looking characterm-grams in sequences
e and f at positions i and j respectively. For
the source sequencef both forward and backward-
looking m-gram features are included. We restrict
them-gram features in our target sequencee to only
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be backward-looking since we do not have access to
forward-lookingm-grams during beam-search. An
order M model is one that usesm-gram features
wherem = 0, 1, . . . M .

Our training algorithm takes as input a data set
D of source-target transliteration pairs and outputs
a parameter vectoru. The algorithm pseudo-code
appears in Fig. (1). In the algorithm, the function
L(e′, e) defines a loss incurred by predictinge′ in-
stead ofe. In most structured prediction problems,
the targets are of equal length and in such cases the
Hamming loss function can be used. However, in
our case the targets may differ in terms of length and
thus we use the Levenshtein edit distance (Leven-
shtein, 1966) with unit costs for insertions, deletions
and substitutions. Since the targets are both in the
same alphabetE this loss function is well-defined.
The user also supplies three paramters: (1)T - the
number of training iterations (2)K - the number
of best target hypotheses used (3)C - a complex-
ity parameter. A lowC is useful if the data is non-
separable and noisy.

The final parameter vectoru returned by the al-
gorithm is the average of the intermediate parameter
vectors produced during training. We find that av-
eraging helps to improve performance. At test time,
we use the beam search procedure to produceK-
best hypotheses using the parameter vectoru.

3 Experimental Results

We apply our model to the real-world Arabic-
English name transliteration task on a data set of
10,084 Arabic names from the LDC. The data set
consists of Arabic names in an ASCII-based alpha-
bet and its English rendering. Table 1 shows a
few examples of Arabic-English pairs in our data
set. We use the same training/development/testing
(8084/1000/1000) set as the one used in a previ-
ous benchmark study (Freitag and Khadivi, 2007).
The development and testing data were obtained
by randomly removing entries from the training
data. The absence of short vowels (e.g. “a” in
〈NB”I, nab’i〉), doubled consonants (e.g. “ww”
in 〈FWAL, fawwal〉) and other diacritics in Arabic
make the transliteration a hard problem. Therefore,
it is hard to achieve perfect accuracy on this data set.

For training, we setK = 20 best hypotheses and

Input parameters
Training Data D
Complexity parameter C > 0
Number of epochs T

Initialize w0 = 0 (zero vector) ;τ = 0 ; u = 0
Repeat T times:
For Each (e, f) ∈ D :

1. a = arg maxâ wτ · Φ(â, e, f) (Find best scoring
alignment betweene andf using dynamic program-
ming)

2. Generate a list ofK-best target hypotheses
{e′

1, e
′
2, . . . , e

′
K} given the current parameterswτ .

Let the corresponding alignments for the targets be
{a′

1,a
′
2, . . . ,a

′
K}.

3. Setwτ+1 to be the solution of :

minw
1
2 ||w −wτ ||2 + C

∑K
k=1 ξk

subject to(for k = 1 . . .K) :
w · (Φ(a, e, f)− Φ(a′

k, e′
k, f)) ≥ L(e, e′

k)− ξk

ξk ≥ 0

4. u← u + wτ+1

5. τ ← τ + 1

Output Scoring functions(a, e, f) = u · Φ(a, e, f)

Figure 1: The k-best MIRA algorithm for discriminative
learning of transliterations.

Arabic English

NB”I nab’i
HNBLI hanbali
FRIFI furayfi
MLKIAN malikian
BI;ANT bizant
FWAL fawwal
OALDAWI khalidawi
BUWUI battuti
H;? hazzah

Table 1: Examples of Arabic names in the ASCII alpha-
bet and their English transliterations.

C = 1.0 and run the algorithm forT = 10 epochs.
To evaluate our algorithm, we generate1-best (or5-
best) hypotheses using the beam search procedure
and measure accuracy as the percentage of instances
in which the target sequencee is one of the1-best
(or 5-best) targets. The input features are based on
characterm-grams form = 1, 2, 3. Unlike previ-
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ous generative transliteration models, no additional
language model feature is used.

We compare our model against a state-of-the-art
statistical machine translation (SMT) system (Zens
et al., 2005) and an averaged perceptron edit
model (PTEM) with identical features (Freitag and
Khadivi, 2007). The SMT system directly models
the posterior probabilityPr(e|f) using a log-linear
combination of several sub-models: a character-
based phrase translation model, a character-based
lexicon model, a character penalty and a phrase
penalty. In the PTEM model, the update rule only
considers the best target sequence and modifies the
parameterswτ+1 = wτ + Φ(a, e, f) − Φ(a′, e′, f)
if the scores(e′, f) ≥ s(e, f).

Model (train+dev) 1-best 5-best

SMT 0.528 0.824
PTEM 0.552 0.803
MIRA 0.562 0.841

Table 2: The 1-best and 5-best accuracy of differ-
ent models on the Arabic-English transliteration task.
At 95% confidence level, MIRA/PTEM outperform the
SMT model in 1-best accuracy and MIRA outperforms
PTEM/SMT in 5-best accuracy.

Table 2 shows the1-best and5-best accuracy of
each model trained on the combinedtrain+dev data
set. All the models are evaluated on the sametest
set. Both MIRA and PTEM algorithms outperform
the SMT model in terms of1-best accuracy. The
differences in accuracy are significant at 95% con-
fidence level, using the bootstrapping method for
hypothesis testing. The difference in1-best per-
formance of MIRA and PTEM is not significant.
At 5-best, the MIRA model outperforms both SMT
and PTEM model. We conjecture that using the
problem-specific Levenshtein loss function helps fil-
ter bad target sequences from theK-best outputs
during training.

In a second experiment we studied the effect
of changingC on the performance of the algo-
rithm. We ran the algorithm with the above set-
tings, except varying the value of the complexity
parameter to one of7 values in the rangeC =
0.00001, 0.0001, . . . , 0.1, 1.0, training only using
the train set, and evaluating the resulting model on

Model (train) 1-best 5-best

C = 1.0 0.545∗ 0.832
C = 0.5 0.548∗ 0.83
C = 0.2 0.549∗ 0.834
C = 0.01 0.545 0.852∗

C = 0.001 0.518 0.843
C = 0.0001 0.482 0.798
C = 0.00001 0.476 0.798

Table 3: The effect of varying model parameterC on1,5-
best accuracy on thetest set. All the models are trained
with Levenshtein loss and 20-best targets. The super-
script ∗ indicates the models that achieved the greatest
performance on thedev set for a particular column.

the test set. The results are summarized in Table 3.
The entry marked with a star∗ indicates the model
that achieved the best performance on thedev set for
a particular choice of evaluation measure (1-best or
5-best). We find that changingC does have an effect
on model performance. As the value ofC decreases,
the performance at lower ranks improves:C = 0.01
is good for5-best accuracy andC = 0.001 for 20-
best accuracy (not in table). AsC is further reduced,
a greater number of iterations are needed to con-
verge. In our model, where the alignments are not
observed but inferred during training, we find that
making small incremental updates makes our algo-
rithm more robust. Indeed, settingC = 0.01 and
training on thetrain+dev set improves5-best per-
formance of our model from0.841 to 0.861. Hence,
the choice ofC is important.

4 Conclusions and Future Work

We have shown a significant improvement in accu-
racy over state-of-the-art transliteration models by
taking into consideration the ranking of multiple
hypotheses (top-K) by Levenshtein distance, and
making the training algorithm robust to noisy non-
separable data. Our model does consistently well
at high (K = 1) and low ranks (K = 5), and can
therefore be used in isolation or in a pipelined sys-
tem (e.g. machine translation or cross-language in-
formation retrieval) to achieve better performance.
In a pipeline system, more features of names around
proper nouns and previous mentions of the name can
be used to improve scoring ofK-best outputs.
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In our experiments, the Levenshtein loss function
uses only unit costs for edit operations and is not
specifically tuned towards our application. In fu-
ture work, we may imagine penalizing insertions
and deletions higher than substitutions and other
non-uniform schemes for better transliteration per-
formance. OurK-best framework can also be easily
extended to cases where one name has multiple for-
eign translations that are equally likely.
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Abstract 

Relation extraction is a challenging task in 

natural language processing. Syntactic 

features are recently shown to be quite 

effective for relation extraction. In this 

paper, we generalize the state of the art 

syntactic convolution tree kernel 

introduced by Collins and Duffy. The 

proposed generalized kernel is more 

flexible and customizable, and can be 

conveniently utilized for systematic 

generation of more effective application 

specific syntactic sub-kernels. Using the 

generalized kernel, we will also propose a 

number of novel syntactic sub-kernels for 

relation extraction. These kernels show a 

remarkable performance improvement over 

the original Collins and Duffy kernel in the 

extraction of ACE-2005 relation types. 

1 Introduction 

One of the contemporary demanding NLP tasks is 

information extraction, which is the procedure of 

extracting structured information such as entities, 

relations, and events from free text documents. As 

an information extraction sub-task, semantic 

relation extraction is the procedure of finding 

predefined semantic relations between textual 

entity mentions. For instance, assuming a semantic 

relation with type Physical and subtype Located 

between an entity of type Person and another 

entity of type Location, the sentence "Police 

arrested Mark at the airport last week." conveys 

two mentions of this relation between "Mark" and 

"airport" and also between "police" and "airport" 

that can be shown in the following format. 

Phys.Located(Mark, airport) 

Phys.Located(police, airport) 

 Relation extraction is a key step towards 

question answering systems by which vital 

structured data is acquired from underlying free 

text resources. Detection of protein interactions in 

biomedical corpora (Li et al., 2008) is another 

valuable application of relation extraction. 

 Relation extraction can be approached by a 

standard classification learning method. We 

particularly use SVM (Boser et al., 1992; Cortes 

and Vapnik, 1995) and kernel functions as our 

classification method. A kernel is a function that 

calculates the inner product of two transformed 

vectors of a high dimensional feature space using 

the original feature vectors as shown in eq. 1. 

)().(),( jiji XXXXK φφ=  (1) 

Kernel functions can implicitly capture a large 

amount of features efficiently; thus, they have been 

widely used in various NLP tasks.  

 Various types of features have been exploited so 

far for relation extraction. In (Bunescu and 

Mooney, 2005b) sequence of words features are 

utilized using a sub-sequence kernel. In (Bunescu 

and Mooney, 2005a) dependency graph features 

are exploited, and in (Zhang et al., 2006a) syntactic 

features are employed for relation extraction. 

Although in order to achieve the best performance, 

it is necessary to use a proper combination of these 

features (Zhou et al., 2005), in this paper, we will 

concentrate on how to better capture the syntactic 

features for relation extraction. 
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 In CD’01 (Collins and Duffy, 2001) a 

convolution syntactic tree kernel is proposed that 

generally measures the syntactic similarity 

between parse trees. In this paper, a generalized 

version of CD’01 convolution tree kernel is 

proposed by associating generic weights to the 

nodes and sub-trees of the parse tree. These 

weights can be used to incorporate domain 

knowledge into the kernel and make it more 

flexible and customizable. The generalized kernel 

can be conveniently used to generate a variety of 

syntactic sub-kernels (including the original CD’01 

kernel), by adopting appropriate weighting 

mechanisms.  

 As a result, in this paper, novel syntactic sub-

kernels are generated from the generalized kernel 

for the task of relation extraction. Evaluations 

demonstrate that these kernels outperform the 

original CD’01 kernel in the extraction of ACE-

2005 main relation types  

 The remainder of this paper is structured as 

follows. In section 2, the most related works are 

briefly reviewed. In section 3, CD’01 tree kernel is 

described. The proposed generalized convolution 

tree kernel is explained in section 4 and its 

produced sub-kernels for relation extraction are 

illustrated in section 5. The experimental results 

are discussed in section 6. Our work is concluded 

in section 7 and some possible future works are 

presented in section 8. 

2 Related Work 

In (Collins and Duffy, 2001), a convolution parse 

tree kernel has been introduced. This kernel is 

generally designed to measure syntactic similarity 

between parse trees and is especially exploited for 

parsing English sentences in their paper. Since 

then, the kernel has been widely used in different 

applications such as semantic role labeling 

(Moschitti, 2006b) and relation extraction (Zhang 

et al., 2006a; Zhang et al., 2006b; Zhou et al., 

2007; Li et al. 2008). 

 For the first time, in (Zhang et al., 2006a), this 

convolution tree kernel was used for relation 

extraction. Since the whole syntactic parse tree of 

the sentence that holds the relation arguments 

contains a plenty of misleading features, several 

parse tree portions are studied to find the most 

feature-rich portion of the syntactic tree for 

relation extraction, and Path-Enclosed Tree (PT) is 

finally found to be the best performing tree 

portion. PT is a portion of parse tree that is 

enclosed by the shortest path between the two 

relation arguments. Moreover, this tree kernel is 

combined with an entity kernel to form a 

reportedly high quality composite kernel in (Zhang 

et al., 2006b). 

3 CD’01 Convolution Tree Kernel  

In (Collins and Duffy, 2001), a convolution tree 

kernel has been introduced that measures the 

syntactic similarity between parse trees. This 

kernel computes the inner products of the 

following feature vector. 
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Each feature of this vector is the occurrence count 

of a sub-tree type in the parse tree decayed 

exponentially by the parameter λ . Without this 

decaying mechanism used to retain the kernel 

values within a fairly small range, the value of the 

kernel for identical trees becomes far higher than 

its value for different trees. Term isize  is defined 

to be the number of rules or internal nodes of the i
th
 

sub-tree type. Samples of such sub-trees are shown 

in Fig. 1 for a simple parse tree. Since the number 

of sub-trees of a tree is exponential in its size 

(Collins and Duffy, 2001), direct inner product 

calculation is computationally infeasible. 

Consequently, Collins and Duffy (2001) proposed 

an ingenious kernel function that implicitly 

calculates the inner product in )( 21 NNO ×  time 

on the trees of size 1N  and 2N . 

4 A Generalized Convolution Tree 

Kernel  

In order to describe the kernel, a feature vector 

over the syntactic parse tree is firstly defined in eq. 

(3), in which the i
th
 feature equals the weighted 

sum of the number of instances of sub-tree type i
th
 

in the tree. 

Function )(nI
isubtree

 is an indicator function that 

returns 1 if the 
isubtree  occurs with its root at 

node n and 0 otherwise. As described in eq. (4), 
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function tw(T) (which stands for "tree weight") 

assigns a weight to a tree T which is equal to the 

product of the weights of all its nodes. 
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Figure 1. Samples of sub-trees used in convolution tree 

kernel calculation. 

 

 Since each node of the whole syntactic tree can 

either happen as an internal node or as an external 

node of a supposed sub-tree (presuming its 

existence in the sub-tree), two types of weights are 

respectively associated to each node by the 

functions )(ninw  and )(nenw  (which respectively 

stand for "internal node weight" and "external node 

weight"). For instance, in Fig. 1, the node with 

label PP is an external node for sub-trees (1) and 

(7) while it is an internal node of sub-trees (3) and 

(4). 
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(5) 

 As shown in eq. (5), A similar procedure to 

(Collins and Duffy, 2001) can be employed to 

develop a kernel function for the calculation of dot 

products on H(T) vectors. According to eq. (5) the 

calculation of the kernel finally leads to the sum of 

a ),( 21 nnCgc  function over all tree node pairs of T1 

and T2. Function ),( 21 nnCgc  is the weighted sum of 

the common sub-trees rooted at 1n  and n2, and can 

be recursively computed in a similar way to 

function ),( 21 nnC  of (Collins and Duffy, 2001) as 

follows. 

(1) if the production rules of nodes n1 and n2 are 

different then 0),( 21 =nnCgc
 

(2) else if n1 and n2 are the same pre-terminals (the 

same part of speeches) then 

))(()(
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(3) else if both n1 and n2 have the same production 

rules then 
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 In the first case, when the two nodes represent 

different production rules they can't accordingly 

have any sub-trees in common. In the second case, 

there is exactly one common sub-tree of size two. 

It should be noted that all the leaf nodes of the tree 

(or words of the sentence) are considered identical 

in the calculation of the tree kernel. The value of 

the function in this case is the weight of this 

common sub-tree. In the third case, when the nodes 

generally represent the same production rules the 

weighted sum of the common sub-trees are 

calculated recursively. The equation holds because 

the existence of common sub-trees rooted at n1 and 

n2 implies the existence of common sub-trees 

rooted at their corresponding children, which can 

be combined multiplicatively to form their parents' 

common sub-trees. 

 Due to the equivalent procedure of kernel 

calculation, this generalized version of the tree 

kernel preserves the nice )( 21 NNO ×  time 

complexity property of the original kernel. It is 

worthy of note that in (Moschitti, 2006b) a sorting 

based method is proposed for the fast 

implementation of such tree kernels that reduces 

the average running time to )( 21 NNO + . 

 The generalized kernel can be converted to 

CD’01 kernel by defining λ=)(ninw  and 

1)( =nenw . Likewise, other definitions can be 

utilized to produce other useful sub-kernels. 
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5 Kernels for Relation Extraction 

In this section, three sub-kernels of the generalized 

convolution tree kernel will be proposed for 

relation extraction. Using the embedded weights of 

the generalized kernel, these sub-kernels 

differentiate among sub-trees based on their 

expected relevance to semantic relations. More 

specifically, the sub-trees are weighted according 

to how their nodes interact to the arguments of the 

relation. 

5.1 Argument Ancestor Path Kernel (AAP) 

Definition of weighting functions is shown in eq. 

(6) and (7). Parameter 10 ≤< α  is a decaying 

parameter similar to λ . 
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This weighting method is equivalent to applying 

CD’01 tree kernel (by setting
2αλ = ) on a portion 

of the parse tree that exclusively includes the 

arguments ancestor nodes and their direct children. 

5.2 Argument Ancestor Path Distance Kernel 

(AAPD) 

DISTMAX

nAAPDistnAAPDistMin

ninw _

))arg,(),arg,(( 21

)( α=
 

(8) 

DISTMAX

nAAPDistnAAPDistMin

nenw _

))arg,(),arg,(( 21

)( α=
 

(9) 

Definition of weighting functions is shown in eq. 

(8) and (9). Both functions have identical 

definitions for this kernel. 

Function AAPDist(n,arg) calculates the distance of 

the node n from the argument arg on the parse tree 

as illustrated by Fig. 2. MAX_DIST is used for 

normalization, and is the maximum of 

AAPDist(n,arg) in the whole tree. In this way, the 

closer a tree node is to one of the arguments 

ancestor path, the less it is decayed by this 

weighting method.  

 

 

 

 

 

 

5.3 Threshold Sensitive Argument Ancestor 

Path Distance Kernel (TSAAPD) 

This kernel is intuitively similar to the previous 

kernel but uses a rough threshold based decaying 

technique instead of a smooth one. The definition 

of weighting functions is shown in eq. (10) and 

(11). Both functions are again identical in this case.   
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6 Experiments 

6.1 Experiments Setting 

The proposed kernels are evaluated on ACE-2005 

multilingual corpus (Walker et al., 2006). In order 

to avoid parsing problems, the more formal parts 

of the corpus in "news wire" and "broadcast news" 

sections are used for evaluation as in (Zhang et al., 

2006b). 

 
 

AAPDist(airport, NP)=1 
 

S 

NN 

airport 

NP VP 

NNP 

Police 

VBN 

arrested 

NP 

NP PP 

IN NP 

DT NN 

NNP 

Mark at 

the 

NP 

JJ 

last week 

Figure 2. The syntactic parse tree of the sentence 

"Police arrested Mark at the airport last week" that 

conveys a Phys.Located(Mark, airport) relation. The 

ancestor path of the argument "airport" (dashed 

curve) and the distance of the node NP of "Mark" 

from it (dotted curve) is shown. 
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PER-SOC ART GEN-AFF ORG-AFF PART-WHOLE PHYS 

CD’01 0.62 0.51 0.09 0.43 0.30 0.32 

AAP 0.58 0.49 0.10 0.43 0.28 0.36 

AAPD 0.70 0.50 0.12 0.43 0.29 0.29 

TSAAPD-0 0.63 0.48 0.11 0.43 0.30 0.33 

TSAAPD-1 0.73 0.47 0.11 0.45 0.28 0.33 

Table 1: The F1-Measure value is shown for every kernel on each ACE-2005 main relation type. For every relation 

type the best result is shown in bold font. 

 

 We have used LIBSVM (Chang and Lin 2001) 

java source for the SVM classification and 

Stanford NLP package
1
 for tokenization, sentence 

segmentation and parsing.  

 Following [Bunescu and Mooney, 2007], every 

pair of entities within a sentence is regarded as a 

negative relation instance unless it is annotated as a 

positive relation in the corpus. The total number of 

negative training instances, constructed in this 

way, is about 20 times more than the number of 

annotated positive instances. Thus, we also 

imposed the restriction of maximum argument 

distance of 10 words. This constraint eliminates 

half of the negative constructed instances while 

slightly decreases positive instances. Nevertheless, 

since the resulted training set is still unbalanced, 

we used LIBSVM weighting mechanism. 

Precisely, if there are P positive and N negative 

instances in the training set, a weight value of 

PN /  is used for positive instances while the 

default weight value of 1 is used for negative ones. 

 A binary SVM is trained for every relation type 

separately, and type compatible annotated and 

constructed relation instances are used to train it. 

For each relation type, only type compatible 

relation instances are exploited for training. For 

example to learn an ORG-AFF relation (which 

applies to (PER, ORG) or (ORG, ORG) argument 

types) it is meaningless to use a relation instance 

between two entities of type PERSON. Moreover, 

the total number of training instances used for 

training every relation type is restricted to 5000 

instances to shorten the duration of the evaluation 

process. The reported results are achieved using a 

5-fold cross validation method. 

 The kernels AAP, AAPD and TSAAPD-0 

(TSAAPD with threshold = 0) and TSAAPD-1 

(TSAAPD with threshold = 1) are compared with 

CD’01 convolution tree kernel. All the kernels 

                                                           
1 http://nlp.stanford.edu/software/index.shtml 

except for AAP are computed on the PT portion 

described in section 2. AAP is computed over the 

MCT tree portion which is also proposed by 

(Zhang et al., 2006a) and is the sub-tree rooted at 

the first common ancestor of relation arguments.  

 For the proposed kernels α  is set to 0.44 which 

is tuned on a development set that contained 5000 

instances of type PHYS. The λ  parameter of 

CD’01 kernel is set to 0.4 according to (Zhang et 

al., 2006a). The C parameter of SVM classification 

is set to 2.4 for all the kernels after tuning it 

individually for each kernel on the mentioned 

development set. 

6.2 Experiments Results 

The results of the experiments are shown in Table 

1. The proposed kernels outperform the original 

CD’01 kernel in four of the six relation types. The 

performance of TSAAPD-1 is especially 

remarkable because it is the best kernel in ORG-

AFF and PER-SOC relations. It particularly 

performs very well in the extraction of PER-SOC 

relation with an F1-measure of 0.73. It should be 

noted that the general low performance of all the 

kernels on the GEN-AFF type is because of its 

extremely small number of annotated instances in 

the training set (40 in 5000). The AAPD kernel has 

the best performance with a remarkable 

improvement over the Collins kernel in GEN-AFF 

relation type. 

 The results clearly demonstrate that the nodes 

closer to the ancestor path of relation arguments 

contain the most useful syntactic features for 

relation extraction 

7 Conclusion  

In this paper, we proposed a generalized 

convolution tree kernel that can generate various 

syntactic sub-kernels including the CD’01 kernel. 

Kernel 
Relation 
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The kernel is generalized by assigning weights to 

the sub-trees. The weight of a sub-tree is the 

product of the weights assigned to its nodes by two 

types of weighting functions. In this way, impacts 

of the tree nodes on the kernel value can be 

discriminated purposely based on the application. 

Context information can also be injected to the 

kernel via context sensitive weighting mechanisms. 

 Using the generalized kernel, various sub-

kernels can be produced by different definitions of 

the two weighting functions. We consequently 

used the generalized kernel for systematic 

generation of useful kernels in relation extraction. 

In these kernels, the closer a node is to the relation 

arguments ancestor paths, the less it is decayed by 

the weighting functions. Evaluation on the ACE-

2005 main relation types demonstrates the 

effectiveness of the proposed kernels. They show 

remarkable performance improvement over CD’01 

kernel.  

8 Future Work 

Although the path-enclosed tree portion (PT) 

(Zhang et al., 2006a) seems to be an appropriate 

portion of the syntactic tree for relation extraction, 

it only takes into account the syntactic information 

between the relation arguments, and discards many 

useful features (before and after the arguments 

features). It seems that the generalized kernel can 

be used with larger tree portions that contain 

syntactic features before and after the arguments, 

because it can be more easily targeted to related 

features. 

 Currently, the proposed weighting mechanisms 

are solely based on the location of the tree nodes in 

the parse tree; however other useful information 

such as labels of nodes can also be used in 

weighting. 

 Another future work can be utilizing the 

generalized kernel for other applicable NLP tasks 

such as co-reference resolution. 
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Abstract 

This paper presents an overview of our participation in 
the TAC 2008 Opinion Pilot Summarization task, as 
well as the proposed and evaluated post-competition 
improvements. We first describe our opinion 
summarization system and the results obtained. Further 
on, we identify the system’s weak points and suggest 
several improvements, focused both on information 
content, as well as linguistic and readability aspects. We 
obtain encouraging results, especially as far as F-
measure is concerned, outperforming the competition 
results by approximately 80%. 

1 Introduction 

The Opinion Summarization Pilot (OSP) task 
within the TAC 2008 competition consisted in 
generating summaries from answers to opinion 
questions retrieved from blogs (the Blog061 
collection). The questions were organized around 
25 targets – persons, events, organizations etc.  
Additionally, a set of text snippets that contained 
the answers to the questions were provided by the 
organizers, their use being optional. An example of 
target, question and provided snippet is given in 
Figure 1. 
 
 
 
 

 

Figure 1. Examples of target, question and snippet 
 

                                                           
*Elena Lloret is funded by the FPI program (BES-2007-
16268) from the Spanish Ministry of Science and Innovation, 
under the project TEXT-MESS (TIN-2006-15265)  
1http://ir.dcs.gla.ac.uk/test_collections/access_to_data.html 

The techniques employed by the participants were 
mainly based on the already existing 
summarization systems. While most participants 
added new features (sentiment, pos/neg sentiment, 
pos/neg opinion) to account for the presence of 
positive opinions or negative ones - CLASSY 
(Conroy and Schlessinger, 2008); CCNU (He et 
al.,2008);  LIPN (Bossard et al., 2008);  IIITSum08 
(Varma et al., 2008) -, efficient methods were 
proposed focusing on the retrieval and filtering 
stage, based on polarity – DLSIUAES (Balahur et 
al., 2008) - or on separating information rich 
clauses - italica (Cruz et al., 2008). In general, 
previous work in opinion mining includes 
document level sentiment classification using 
supervised (Chaovalit and Zhou, 2005) and 
unsupervised methods (Turney, 2002), machine 
learning techniques and sentiment classification 
considering rating scales (Pang, Lee and 
Vaithyanathan, 2002), and scoring of features 
(Dave, Lawrence and Pennock, 2003). Other 
research has been conducted in analysing 
sentiment at a sentence level using bootstrapping 
techniques (Riloff and Wiebe, 2003), finding 
strength of opinions (Wilson, Wiebe and Hwa, 
2004), summing up orientations of opinion words 
in a sentence (Kim and Hovy, 2004), and 
identifying opinion holders (Stoyanov and Cardie, 
2006). Finally, fine grained, feature-based opinion 
summarization is defined in (Hu and Liu, 2004).  

2 Opinion Summarization System 

In order to tackle the OSP task, we considered the 
use of two different methods for opinion mining 
and summarization, differing mainly with respect 
to the use of the optional text snippets provided. 
Our first approach (the Snippet-driven Approach) 

Target : George Clooney 
Question: Why do people like George Clooney? 
Snippet 1: 1050 BLOG06-20060125-015-
0025581509 he is a great actor 
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used these snippets, whereas the second one (Blog-
driven Approach) found the answers directly in the 
corresponding blogs. A general overview of the 
system’s architecture is shown in Figure 2, where 
three main parts can be distinguished: the question 
processing stage, the snippets processing stage 
(only carried out for the first approach), and the 
final summary generation module. Next, the main 
steps involved in each process will be explained in 
more detail.  

 
Figure 2. System architecture 

 
The first step was to determine the polarity of each 
question, extract the keywords from each of them 
and finally, build some patterns of reformulation. 
The latter were defined in order to give the final 
summary an abstract nature, rather than a simple 
joining of sentences. The polarity of the question 
was determined using a set of created patterns, 
whose goal was to extract for further classification 
the nouns, verbs, adverbs or adjectives indicating 
some kind of polarity (positive or negative). These 
extracted words, together with their determiners, 
were classified using the emotions lists in 
WordNet Affect (Strapparava and Valitutti, 2005), 
jointly with the emotions lists of attitudes, triggers 
resource (Balahur and Montoyo, 2008 [1]), four 
created lists of attitudes, expressing criticism, 
support, admiration and rejection and two 
categories for value (good and bad), taking for the 
opinion mining systems in (Balahur and Montoyo, 
2008 [2]). Moreover, the focus of each question 
was automatically extracted using the Freeling2 
Named Entity Recognizer module. This 
information was used to determine whether or not 
all the questions within the same topic had the 
same focus, as well as be able to decide later on 
which text snippet belonged to which question.  
Regarding the given text snippets, we also 
computed their polarity and their focus. The 

                                                           
2 http://garraf.epsevg.upc.es/freeling/ 

polarity was calculated as a vector similarity 
between the snippets and vectors constructed from 
the list of sentences contained in the ISEAR corpus 
(Scherer and Wallbot, 1997), WordNet Affect 
emotion lists of anger, sadness, disgust and joy and 
the emotion triggers resource, using Pedersen's 
Text Similarity Package.3  
Concerning the blogs, our opinion mining and 
summarization system is focused only on plain 
text; therefore, as pre processing stage, we 
removed all unnecessary tags and irrelevant 
information, such as links, images etc. Further on, 
we split the remaining text into individual 
sentences. A matching between blogs' sentences 
and text snippets was performed so that a 
preliminary set of potential meaningful sentences 
was recorded for further processing. To achieve 
this, snippets not literally contained in the blogs 
were tokenized and stemmed using Porter's 
Stemmer,4 and stop words were removed in order 
to find the most similar possible sentence 
associated with it. Subsequently, by means of the 
same Pedersen Text Similarity Package as for 
computing the snippets' polarity, we computed the 
similarity between the given snippets and this 
created set of potential sentences. We extracted the 
complete blog sentences to which each snippet was 
related. Further on, we extracted the focus for each 
blog phrase sentence as well. Then, we filtered 
redundant sentences using a naïve similarity based 
approach. Once we obtained the possible answers, 
we used Minipar5 to filter out incomplete 
sentences.  
Having computed the polarity for the questions and 
snippets, and set out the final set of sentences to 
produce the summary, we bound each sentence to 
its corresponding question, and we grouped all 
sentences which were related to the same question 
together, so that we could generate the language 
for this group, according to the patterns of 
reformulation previously mentioned. Finally, the 
speech style was changed to an impersonal one, in 
order to avoid directly expressed opinion 
sentences. A POS-tagger tool (TreeTagger6) was 
used to identify third person verbs and change 
them to a neutral style. A set of rules to identify 

                                                           
3http://www.d.umn.edu/~tpederse/text-similarity.html 
4http://tartarus.org/~martin/PorterStemmer/ 
5http://www.cs.ualberta.ca/~lindek/minipar.htm 
6http://www.ims.uni-tuttgart.de/projekte/corplex/TreeTagger/ 
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pronouns was created, and they were also changed 
to the more general pronoun “they” and its 
corresponding forms, to avoid personal opinions.  

3 Evaluation 

Table 1 shows the final results obtained by our 
approaches in the TAC 2008 Opinion Pilot (the 
rank among the 36 participating systems is shown 
in brackets for each evaluation measure). Both of 
our approaches were totally automatic, and the 
only difference between them was the use of the 
given snippets in the first one (A1) and not in the 
second (A2). The column numbers stand for the 
following average scores: summarizerID (1); 
pyramid F-score (Beta=1) (2), grammaticality (3); 
non-redundancy (4); structure/coherence 
(including focus and referential clarity) (5); overall 
fluency/readability (6); overall responsiveness (7). 

 
1 2 3 4 5 6 7 

A1 0.357 
(7) 

4.727 
(8) 

5.364 
(28) 

3.409 
(4) 

3.636 
(16) 

5.045 
(5) 

A2 0.155 
(23) 

3.545 
(36) 

4.364 
(36) 

3.091 
(13) 

2.636 
(36) 

2.227 
(28) 

Table 1. Evaluation results 
 
As it can be noticed from Table 1, our system 
performed well regarding F-measure, the first run 
being classified 7th among the 36 evaluated. As far 
as the structure and coherence are concerned, the 
results were also good, placing the first approach 
in the fourth. Also worth mentioning is the good 
performance obtained regarding the overall 
responsiveness, where A1 ranked 5th. Generally 
speaking, the results for A1 showed well-balanced 
among all the criteria evaluated, except for non 
redundancy and grammaticality.  For the second 
approach, results were not as good, due to the 
difficulty in selecting the appropriate opinion blog 
sentence by only taking into account the keywords 
of the question.  

4 Post-competition tests, experiments 
and improvements 

When an exhaustive examination of the nuggets 
used for evaluating the summaries was done, we 
found some problems that are worth mentioning. 
 
a) Some nuggets with high score did not exist in 

the snippet list (e.g. “When buying from 

CARMAX, got a better than blue book trade-in 
on old car” (0.9)).  

b) Some nuggets for the same target express the 
same idea, despite their not being identical 
(e.g. “NAFTA needs to be renegotiated to 
protect Canadian sovereignty” and “Green 
Party: Renegotiate NAFTA to protect 
Canadian Sovereignty”). 

c) The meaning of one nugget can be deduced 
from another's (e.g. “reasonably healthy food” 
and “sandwiches are healthy”). 

d) Some nuggets are not very clear in meaning 
(e.g. “hot” , “fun”) . 

e) A snippet can be covered by several nuggets 
(e.g. both nuggets “it is an honest book” and 
“it is a great book” correspond to the same 
snippet “It was such a great book- honest and 
hard to read (content not language 
difficulty)”) . 

 
On the other hand, regarding the use of the 
optional snippets, the main problem to address is to 
remove redundancy, because many of them are 
repeated for the same target, and we have to 
determine which snippet represents better the idea 
for the final summary, in order to avoid noisy 
irrelevant information. 

4.1 Measuring the Performance of a 
Generic Summarization System 

Several participants in the TAC 2008 edition 
performed the OSP task by using generic 
summarization systems. Most were adjusted by 
integrating an opinion classifier module so that the 
task could be fulfilled, but some were not (Bossard 
et al., 2008), (Hendrickx and Bosma, 2008). This 
fact made us realize that a generic summarizer 
could be used to achieve this task. We wanted to 
analyze the effects of such a kind of summarizer to 
produce opinion summaries. We followed the 
approach described in (Lloret et al., 2008). The 
main idea employed is to score sentences of a 
document with regard to the word frequency count 
(WF), which can be combined with a Textual 
Entailment (TE) module.  
Although the first approach suggested for opinion 
summarization obtained much better results in the 
evaluation than the second one (see Section 3.1), 
we decided to run the generic system over both 
approaches, with and without applying TE, to 
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provide a more extent analysis and conclusions. 
After preprocessing the blogs and having all the 
possible candidate sentences grouped together, we 
considered these as the input for the generic 
summarizer. The goal of these experiments was to 
determine whether the techniques used for a 
generic summarizer would have a positive 
influence in selecting the main relevant 
information to become part of the final summary.  

4.2 Results and Discussion 

We re-evaluated the summaries generated by the 
generic system following the nuggets’ list provided 
by the TAC 2008 organization, and counting 
manually the number of nuggets that were covered 
in the summaries. This was a tedious task, but it 
could not be automatically performed because of 
the fact that many of the provided nuggets were 
not found in the original blog collection. After the 
manual matching of nuggets and sentences, we 
computed the average Recall, Precision and F-
measure (Beta =1) in the same way as in the TAC 
2008 was done, according to the number and 
weight of the nuggets that were also covered in the 
summary. Each nugget had a weight ranging from 
0 to 1 reflecting its importance, and it was counted 
only once, even though the information was 
repeated within the summary.  
The average for each value was calculated taking 
into account the results for all the summaries in 
each approach. Unfortunately, we could not 
measure criteria such as readability or coherence as 
they were manually evaluated by human experts.  
Table 2 points out the results for all the approaches 
reported. We have also considered the results 
derived from our participation in the TAC 2008 
conference (OpSum-1 and OpSum-2), in order to 
analyze whether they have been improved or not. 
From these results it can be stated that the TE 
module in conjunction with the WF counts, have 
been very appropriate in selecting the most 
important information of a document. Although it 
can be thought that applying TE can remove some 
meaningful sentences which contained important 
information, results show the opposite. It benefits 
the Precision value, because a shorter summary 
contains greater ratio of relevant information. On 
the other hand, taking into consideration the F-
measure value only, it can be seen that the 
approach combining TE and WF, for the sentences 

in the first approach, has beaten significantly the 
best F-measure result among the participants of 
TAC 2008 (please see Table 3), increasing its 
performance by 20% (with respect to WF only), 
and improving by approximately 80% with respect 
to our first approach submitted to TAC 2008.    
However, a simple generic summarization system 
like the one we have used here is not enough to 
produce opinion oriented summaries, since 
semantic coherence given by the grouping of 
positive and negative opinions is not taken into 
account. Therefore, the opinion classification stage 
must be added in the same manner as used in the 
competition. 
 

SYSTEM RECALL PRECISION F-MEASURE 

OpSum-1 0.592 0.272 0.357 

OpSum-2 0.251 0.141 0.155 

WF-1 0.705 0.392 0.486 

TE+WF -1  0.684 0.630  0.639 

WF -2 0.322 0.234  0.241 

TE+WF-2 0.292 0.282 0.262 

Table 2. Comparison of the results 

4.3 Improving the quality of summaries 

In the evaluation performed by the TAC 
organization, a manual quality evaluation was also 
carried out. In this evaluation the important aspects 
were grammaticality, non-redundancy, structure 
and coherence, readability, and overall 
responsiveness. Although our participating systems 
obtained good F-measure values, in other scores, 
especially in grammaticality and non-redundancy, 
the results achieved were very low. Focusing all 
our efforts in improving the first approach, 
OpSum-1, non-redundancy and grammaticality 
verification had to be performed. In this approach, 
we wanted to test how much of the redundant 
information would be possible to remove by using 
a Textual Entailment system similar to (Iftene and 
Balahur-Dobrescu, 2007), without it affecting the 
quality of the remaining data. As input for the TE 
system, we considered the snippets retrieved from 
the original blog posts. We applied the entailment 
verification on each of the possible pairs, taking in 
turn all snippets as Text and Hypothesis with all 
other snippets as Hypothesis and Text, 
respectively. Thus, as output, we obtained the list 
of snippets from which we eliminated those that 
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are entailed by any of the other snippets. We 
further eliminated those snippets which had a high 
entailment score with any of the remaining 
snippets. 
 

SYSTEM F-MEASURE 

Best system  0.534 

Second best system 0.490 

OpSum-1 + TE  0.530 

OpSum-1 0.357 

Table 3. F-measure results after improving the system 
 
Table 3 shows that applying TE before generating 
the final summary leads to very good results 
increasing the F-measure by 48.50% with respect 
to the original first approach. Moreover, it can be 
seen form Table 3 that our improved approach 
would have ranked in the second place among all 
the participants, regarding F-measure. The main 
problem with this approach is the long processing 
time. We can apply Textual Entailment in the 
manner described within the generic 
summarization system presented, successively 
testing the relation as Snippet1 entails Snippet2?, 
Snippet1+Snippet2 entails Snippet3? and so on. 
The problem then becomes the fact that this 
approach is random, since different snippets come 
from different sources, so there is no order among 
them. Further on, we have seen that many 
problems arise from the fact that extracting 
information from blogs introduces a lot of noise. In 
many cases, we had examples such as: 
At 4:00 PM John said Starbucks coffee tastes great 
John said Starbucks coffee tastes great, always get one 
when reading New York Times. 
To the final summary, the important information 
that should be added is “Starbucks coffee tastes 
great”. Our TE system contains a rule specifying 
that the existence or not of a Named Entity in the 
hypothesis and its not being mentioned in the text 
leads to the decision of “NO” entailment. For the 
example given, both snippets are maintained, 
although they contain the same data.  
Another issue to be addressed is the extra 
information contained in final summaries that is 
not scored as nugget. As we have seen from our 
data, much of this information is also valid and 
correctly answers the questions. Therefore, what 
methods can be employed to give more weight to 
some and penalize others automatically?  

Regarding the grammaticality criteria, once we had 
a summary generated we used the module 
Language Tool7 as a post-processing step. The 
errors that we needed correcting included the 
number matching between nouns and determiners 
as well as among subject and predicate, upper case 
for sentence start, repeated words or punctuation 
marks and lack of punctuation marks. The rules 
present in the module and that we “switched off”, 
due to the fact that they produced more errors, 
were those concerning the limit in the number of 
consecutive nouns and the need for an article 
before a noun (since it always seemed to want to 
correct “Vista”  for “the Vista”  a.o.). We evaluated 
by observing the mistakes that the texts contained, 
and counting the number of remaining or 
introduced errors in the output. The results 
obtained can be seen in Table 4. 
 

Problem 
Rightly corrected 

 
Wrongly 
corrected 

Match S-P 90% 10% 
Noun-det 75% 25% 
Upper case 80% 20% 
Repeated words 100% 0% 
Repeated “.” 80% 20% 
Spelling mistakes 60% 40% 
Unpaired “”/() 100% 0% 

Table 4. Grammaticality analysis 
 
The greatest problem encountered was the fact that 
bigrams are not detected and agreement is not 
made in cases in which the noun does not appear 
exactly after the determiner. All in all, using this 
module, the grammaticality of our texts was 
greatly improved. 

5 Conclusions and future work 

The Opinion Pilot in the TAC 2008 competition 
was a difficult task, involving the development of 
systems including components for QA, IR, polarity 
classification and summarization. Our contribution 
presented in this paper resides in proposing an 
opinion mining and summarization method using 
different approaches and resources, evaluating 
each of them in turn. We have shown that using a 
generic summarization system, we obtain 80% 
improvement over the results obtained in the 
competition, with coherence being maintained by 
using the same polarity classification mechanisms. 
                                                           
7http://community.languagetool.org/ 
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Using redundancy removal with TE, as opposed to 
our initial polarity strength based sentence filtering 
improved the system performance by almost 50%.    
Finally, we showed that grammaticality can be 
checked and improved using an independent 
solution given by Language Tool.  
Further work includes the improvement of the 
polarity classification component by using 
machine learning over annotated corpora and other 
techniques, such as anaphora resolution. As we 
could see, the well functioning of this component 
ensures logic, structure and coherence to the 
produced summaries. Moreover, we plan to study 
the manner in which opinion sentences of 
blogs/bloggers can be coherently combined. 
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Abstract

We present a shallow approach to the sentence
ordering problem. The employed features are
based on discourse entities, shallow syntac-
tic analysis, and temporal precedence relations
retrieved from VerbOcean. We show that these
relatively simple features perform well in a
machine learning algorithm on datasets con-
taining sequences of events, and that the re-
sulting models achieve optimal performance
with small amounts of training data. The
model does not yet perform well on datasets
describing the consequences of events, such as
the destructions after an earthquake.

1 Introduction

Sentence ordering is a problem in many natural lan-
guage processing tasks. While it has, historically,
mainly been considered a challenging problem in
(concept-to-text) language generation tasks, more
recently, the issue has also generated interest within
summarization research (Barzilay, 2003; Ji and Pul-
man, 2006). In the spirit of the latter, this paper
investigates the following questions: (1) Does the
topic of the text influence the factors that are im-
portant to sentence ordering? (2) Which factors are
most important for determining coherent sentence
orderings? (3) How much performance is gained
when using deeper knowledge resources?

Past research has investigated a wide range of as-
pects pertaining to the ordering of sentences in text.
The most prominent approaches include: (1) tem-
poral ordering in terms of publication date (Barzi-
lay, 2003), (2) temporal ordering in terms of textual

cues in sentences (Bollegala et al., 2006), (3) the
topic of the sentences (Barzilay, 2003), (4) coher-
ence theories (Barzilay and Lapata, 2008), e.g., Cen-
tering Theory, (5) content models (Barzilay and Lee,
2004), and (6) ordering(s) in the underlying docu-
ments in the case of summarisation (Bollegala et al.,
2006; Barzilay, 2003).

2 The Model

We view coherence assessment, which we recast as
a sentence ordering problem, as a machine learning
problem using the feature representation discussed
in Section 2.1. It can be viewed as a ranking task be-
cause a text can only be more or less coherent than
some other text. The sentence ordering task used
in this paper can easily be transformed into a rank-
ing problem. Hence, paralleling Barzilay and Lapata
(2008), our model has the following structure.

The data consists of alternative orderings
(xij , xik) of the sentences of the same document di.
In the training data, the preference ranking of the
alternative orderings is known. As a result, training
consists of determining a parameter vector w that
minimizes the number of violations of pairwise
rankings in the training set, a problem which
can be solved using SVM constraint optimization
(Joachims, 2002). The following section explores
the features available for this optimization.

2.1 Features

Approaches to sentence ordering can generally be
categorized as knowledge-rich or knowledge-lean.
Knowledge-rich approaches rely on manually cre-
ated representations of sentence orderings using do-
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main communication knowledge.
Barzilay and Lee (2004)’s knowledge-lean ap-

proach attempts to automate the inference of
knowledge-rich information using a distributional
view of content. In essence, they infer a number of
topics using clustering. The clusters are represented
by corresponding states in a hidden Markov model,
which is used to model the transitions between top-
ics.

Lapata (2003), in contrast, does not attempt to
model topics explicitly. Instead, she reduces sen-
tence ordering to the task of predicting the next sen-
tence given the previous sentence, which represents
a coarse attempt at capturing local coherence con-
straints. The features she uses are derived from three
categories - verbs, nouns, and dependencies - all of
which are lexicalised. Her system thereby, to some
extent, learns a precedence between the words in the
sentences, which in turn represent topics.

Ji and Pulman (2006) base their ordering strategy
not only on the directly preceding sentence, but on
all preceding sentences. In this way, they are able to
avoid a possible topic bias when summarizing mul-
tiple documents. This is specific to their approach as
both Lapata (2003)’s and Barzilay and Lee (2004)’s
approaches are not tailored to summarization and
therefore do not experience the topic bias problem.

The present paper deviates from Lapata (2003)
insofar as we do not attempt to learn the ordering
preferences between pairs of sentences. Instead, we
learn the ranking of documents. The advantage of
this approach is that it allows us to straightforwardly
discern the individual value of various features (cf.
Barzilay and Lapata (2008)).

The methods used in this paper are mostly shallow
with the exception of two aspects. First, some of the
measures make use of WordNet relations (Fellbaum,
1998), and second, some use the temporal ordering
provided by the “happens-before” relation in VerbO-
cean (Chklovski and Pantel, 2004). While the use of
WordNet is self-explanatory, its effect on sentence
ordering algorithms does not seem to have been ex-
plored in any depth. The use of VerbOcean is meant
to reveal the degree to which common sense order-
ings of events affect the ordering of sentences, or
whether the order is reversed.

With this background, the sentence ordering fea-
tures used in this paper can be grouped into three

categories:

2.1.1 Group Similarity
The features in this category are inspired by dis-

course entity-based accounts of local coherence.
Yet, in contrast to Barzilay and Lapata (2008), who
employ the syntactic properties of the respective oc-
currences, we reduce the accounts to whether or not
the entities occur in subsequent sentences (similar
to Karamanis (2004)’s NOCB metric). We also in-
vestigate whether using only the information from
the head of the noun group (cf. Barzilay and Lapata
(2008)) suffices, or whether performance is gained
when allowing the whole noun group in order to de-
termine similarity. Moreover, as indicated above,
some of the noun group measures make use of Word-
Net synonym, hypernym, hyponym, antonym rela-
tionships. For completeness, we also consider the
effects of using verb groups and whole sentences as
syntactic units of choice.

2.1.2 Temporal Ordering
This set of features uses information on the tem-

poral ordering of sentences, although it currently
only includes the “happens-before” relations in Ver-
bOcean.

2.1.3 Longer Range Relations
The group similarity features only capture the re-

lation between a sentence and its immediate suc-
cessor. However, the coherence of a text is clearly
not only defined by direct relations, but also re-
quires longer range relations between sentences
(e.g., Barzilay and Lapata (2008)). The features in
this section explore the impact of such relations on
the coherence of the overall document as well as the
appropriate way of modeling them.

3 Experiments

This section introduces the datasets used for the ex-
periments, describes the experiments, and discusses
our main findings.

3.1 Evaluation Datasets

The three datasets used for the automatic evaluation
in this paper are based on human-generated texts
(Table 1). The first two are the earthquake and acci-
dent datasets used by Barzilay and Lapata (2008).
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Each of these sets consists of 100 datasets in the
training and test sets, respectively, as well as 20 ran-
dom permutations for each text.

The third dataset is similar to the first two in that
it contains original texts and random permutations.
In contrast to the other two sources, however, this
dataset is based on the human summaries from DUC
2005 (Dang, 2005). It comprises 300 human sum-
maries on 50 document sets, resulting in a total of
6,000 pairwise rankings split into training and test
sets. The source furthermore differs from Barzilay
and Lapata (2008)’s datasets in that the content of
each text is not based on one individual event (an
earthquake or accident), but on more complex top-
ics followed over a period of time (e.g., the espi-
onage case between GM and VW along with the
various actions taken to resolve it). Since the differ-
ent document sets cover completely different topics
the third dataset will mainly be used to evaluate the
topic-independent properties of our model.

Dataset Training Testing
Earthquakes 1,896 2,056
Accidents 2,095 2,087
DUC2005 up to 3,300 2,700

Table 1: Number of pairwise rankings in the training and
test sets for the three datasets

3.2 Experiment 1
In the first part of this experiment, we consider the
problem of the granularity of the syntactic units to be
used. That is, does it make a difference whether we
use the words in the sentence, the words in the noun
groups, the words in the verb groups, or the words
in the respective heads of the groups to determine
coherence? (The units are obtained by processing
the documents using the LT-TTT2 tools (Grover and
Tobin, 2006); the lemmatizer used by LT-TTT2 is
morpha (Minnen and Pearce, 2000).) We also con-
sider whether lemmatization is beneficial in each of
the granularities.

The results - presented in Table 2 - indicate that
considering only the heads of the verb and noun
groups separately provides the best performance. In
particular, the heads outperform the whole groups,
and the heads separately also outperform noun and
verb group heads together. As for the question

of whether lemmatization provides better results,
one needs to distinguish the case of noun and verb
groups. For noun groups, lemmatization improves
performance, which can mostly be attributed to sin-
gular and plural forms. In the case of verb groups,
however, the lemmatized version yields worse re-
sults than the surface forms, a fact mainly explained
by the tense and modality properties of verbs.

Syntactic Unit Processing
Accuracy

Acc Earth

sentence
surface form 52.27 14.21
lemma 52.27 12.04

heads sentence
surface form 77.35 60.30
lemma 73.18 61.67

noun group
surface form 80.14 59.84
lemma 81.58 59.54

head NG
surface form 80.49 59.75
lemma 81.65 59.12

verb group
surface form 71.57 68.14
lemma 53.40 68.01

head VG
surface form 71.15 68.39
lemma 53.76 67.85

Table 2: Performance with respect to the syntactic unit
of processing of the training datasets. Accuracy is the
fraction of correctly ranked pairs of documents over the
total number of pairs. (?Heads sentence? is the heads of
NGs and VGs.)

Given the appropriate unit of granularity, we can
consider the impact of semantic relations between
surface realizations on coherence. For these exper-
iments we use the synonym, hypernym, hyponym,
and antonym relations in WordNet. The rationale
for the consideration of semantic relations lies in the
fact that the frequent use of the same words is usu-
ally deemed bad writing style. One therefore tends
to observe the use of semantically similar terms in
neighboring sentences. The results of using seman-
tic relations for coherence rating are provided in Ta-
ble 3. Synonym detection improves performance,
while the other units provide poorer performance.
This suggests that the hypernym and hyponym rela-
tions tend to over-generalize in the semantics.

The third category of features investigated is the
temporal ordering of sentences; we use VerbO-
cean to obtain the temporal precedence between two
events. One would expect events to be described ei-
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Syntactic Unit Processing
Accuracy

Acc Earth

head NG

synonyms 82.37 59.40
hypernyms 76.98 61.02
hyponyms 81.59 59.14
antonyms 74.20 48.07
combines 70.84 56.51

head VG

synonyms 54.19 70.80
hypernyms 53.36 60.54
hyponyms 55.27 68.32
antonyms 47.45 63.91
combines 49.73 66.77

Table 3: The impact of WordNet on sentence ordering
accuracy

Temporal Ordering
Accuracy

Acc Earth
Precedence Ordering 60.41 47.09
Reverse Ordering 39.59 52.61
Precedence w/ matching NG 62.65 57.52
Reverse w/ matching NG 37.35 42.48

Table 4: The impact of the VerbOcean ?happens-before?
temporal precedence relation on accuracy on the training
datasets

ther in chronological order or in its reverse. While
the former ordering represents a factual account of
some sequence of events, the latter corresponds to
newswire-style texts, which present the most impor-
tant event(s) first, even though they may derive from
previous events.

Table 4 provides the results of the experiments
with temporal orderings. The first two rows vali-
date the ordering of the events, while the latter two
require the corresponding sentences to have a noun
group in common in order to increase the likeli-
hood that two events are related. The results clearly
show that there is potential in the direct ordering
of events. This suggests that sentence ordering can
to some degree be achieved using simple temporal
precedence orderings in a domain-independent way.
This holds despite the results indicating that the fea-
tures work better for sequences of events (as in the
accident dataset) as opposed to accounts of the re-
sults of some event(s) (as in the earthquake dataset).

Range
Accuracy

Acc Earth
2 occ. in 2 sent. 80.57 50.11
2 occ. in 3 sent. 73.17 45.43
3 occ. in 3 sent. 71.35 52.81
2 occ. in 4 sent. 66.95 50.41
3 occ. in 4 sent. 69.38 41.61
4 occ. in 4 sent. 71.93 58.97
2 occ. in 5 sent. 61.48 66.25
3 occ. in 5 sent. 68.59 42.33
4 occ. in 5 sent. 65.77 40.75
5 occ. in 5 sent. 81.39 62.40
sim. w/ sent. 1 sent. away 83.39 71.94
sim. w/ sent. 2 sent. away 60.44 67.52
sim. w/ sent. 3 sent. away 52.28 54.65
sim. w/ sent. 4 sent. away 49.65 44.50
sim. w/ sent. 5 sent. away 43.68 52.11

Table 5: Effect of longer range relations on coherence
accuracy

The final category of features investigates the de-
gree to which relations between sentences other than
directly subsequent sentences are relevant. To this
end, we explore two different approaches. The first
set of features considers the distribution of entities
within a fixed set of sentences, and captures in how
many different sentences the entities occur. The re-
sulting score is the number of times the entities oc-
cur in N out of M sentences. The second set only
considers the similarity score from the current sen-
tence and the other sentences within a certain range
from the current sentence. The score of this fea-
ture is the sum of the individual similarities. Table 5
clearly confirms that longer range relations are rele-
vant to the assessment of the coherence of text. An
interesting difference between the two approaches is
that sentence similarity only provides good results
for neighboring sentences or sentences only one sen-
tence apart, while the occurrence-counting method
also works well over longer ranges.

Having evaluated the potential contributions of
the individual features and their modeling, we now
use SVMs to combine the features into one com-
prehensive measure. Given the indications from the
foregoing experiments, the results in Table 6 are dis-
appointing. In particular, the performance on the
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Combination
Accuracy

Acc Earth
Chunk+Temp+WN+LongRange+ 83.11 54.88
Chunk+Temp+WN+LongRange- 77.67 62.76
Chunk+Temp+WN-LongRange+ 74.17 59.28
Chunk+Temp+WN-LongRange- 68.15 63.55
Chunk+Temp-WN+LongRange+ 86.88 63.83
Chunk+Temp-WN+LongRange- 80.19 59.43
Chunk+Temp-WN-LongRange+ 76.63 60.86
Chunk+Temp-WN-LongRange- 64.43 60.94
NG Similarity w/ Synonyms 85.90 63.55
Coreference+Syntax+Salience+ 90.4 87.2
Coreference-Syntax+Salience+ 89.9 83.0
HMM-based Content Models 75.8 88.0
Latent Semantic Analysis 87.3 81.0

Table 6: Comparison of the developed model with other
state-of-the-art systems. Coreference+Syntax+Salience+
and Coreference?Syntax+Salience+ are the Barzilay and
Lapata (2008) model, HMM-based Content Models is the
Barzilay and Lee (2004) paper and Latent Semantic Anal-
ysis is the Barzilay and Lapata (2008) implementation of
Peter W. Foltz and Landauer (1998). The results of these
systems are reproduced from Barzilay and Lapata (2008).
(Temp = Temporal; WN = WordNet)

earthquake dataset is below standard. However, it
seems that sentence ordering in that set is primarily
defined by topics, as only content models perform
well. (Barzilay and Lapata (2008) only perform well
when using their coreference module, which de-
termines antecedents based on the identified coref-
erences in the original sentence ordering, thereby
biasing their orderings towards the correct order-
ing.) Longer range and WordNet relations together
(Chunk+Temp-WN+LongRange+) achieve the best
performance. The corresponding configuration is
also the only one that achieves reasonable perfor-
mance when compared with other systems.

4 Experiment 2

As stated, the ultimate goal of the models presented
in this paper is the application of sentence ordering
to automatically generated summaries. It is, in this
regard, important to distinguish coherence as studied
in Experiment 1 and coherence in the context of au-
tomatic summarization. Namely, for newswire sum-
marization systems, the topics of the documents are

Coreference+Syntax+Salience+
Test

Earthquakes Accidents
Train
Earthquakes 87.3 67.0
Accidents 69.7 90.4

HMM-based Content Models
Test

Earthquakes Accidents
Train
Earthquakes 88.0 31.7
Accidents 60.3 75.8
Chunk+Temporal-WordNet+LongRange+

Test
Earthquakes Accidents

Train
Earthquakes 63.83 86.63
Accidents 64.19 86.88

Table 7: Cross-Training between Accident and
Earthquake datasets. The results for Corefer-
ence+Syntax+Salience+ and HMM-Based Content
Models are reproduced from Barzilay and Lapata (2008).

unknown at the time of training. As a result, model
performance on out-of-domain texts is important for
summarization. Experiment 2 seeks to evaluate how
well our model performs in such cases. To this
end, we carry out two sets of tests. First, we cross-
train the models between the accident and earth-
quake datasets to determine system performance in
unseen domains. Second, we use the dataset based
on the DUC 2005 model summaries to investigate
whether our model’s performance on unseen topics
reaches a plateau after training on a particular num-
ber of different topics.

Surprisingly, the results are rather good, when
compared to the poor results in part of the previ-
ous experiment (Table 7). In fact, model perfor-
mance is nearly independent of the training topic.
Nevertheless, the results on the earthquake test set
indicate that our model is missing essential compo-
nents for the correct prediction of sentence order-
ings on this set. When compared to the results ob-
tained by Barzilay and Lapata (2008) and Barzilay
and Lee (2004), it would appear that direct sentence-
to-sentence similarity (as suggested by the Barzilay
and Lapata baseline score) or capturing topic se-
quences are essential for acquiring the correct se-
quence of sentences in the earthquake dataset.

The final experimental setup applies the best
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Different Topics Training Pairs Accuracy
2 160 55.17
4 420 63.54
6 680 65.20
8 840 65.57
10 1,100 64.80
15 1,500 64.93
20 2,100 64.87
25 2,700 64.94
30 3,300 65.61

Table 8: Accuracy on 20 test topics (2,700 pairs) with
respect to the number of topics used for training using
the model Chunk+Temporal-WordNet+LongRange+

model (Chunk+Temporal-WordNet+LongRange+)
to the summarization dataset and evaluates how well
the model generalises as the number of topics in the
training dataset increases. The results - provided in
Table 8 - indicate that very little training data (both
regarding the number of pairs and the number of dif-
ferent topics) is needed. Unfortunately, they also
suggest that the DUC summaries are more similar
to the earthquake than to the accident dataset.

5 Conclusions

This paper investigated the effect of different fea-
tures on sentence ordering. While a set of features
has been identified that works well individually as
well as in combination on the accident dataset, the
results on the earthquake and DUC 2005 datasets are
disappointing. Taking into account the performance
of content models and the baseline of the Barzilay
and Lapata (2008) model, the most convincing ex-
planation is that the sentence ordering in the earth-
quake datasets is based on some sort of topic notion,
providing a variety of possible antecedents between
which our model is thus far unable to distinguish
without resorting to the original (correct) ordering.
Future work will have to concentrate on this aspect
of sentence ordering, as it appears to coincide with
the structure of the summaries for the DUC 2005
dataset.

References

Barzilay, R. (2003). Information fusion for multi-
document summarization: paraphrasing and gen-

eration. Ph. D. thesis, Columbia University.

Barzilay, R. and M. Lapata (2008). Modeling local
coherence: An entity-based approach. Comput.
Linguist. 34, 1–34.

Barzilay, R. and L. Lee (2004). Catching the drift:
probabilistic content models, with applications to
generation and summarization. In Proceedings of
HLT-NAACL 2004.

Bollegala, D., N. Okazaki, and M. Ishizuka (2006).
A bottom-up approach to sentence ordering for
multi-document summarization. In Proceedings
of ACL-44.

Chklovski, T. and P. Pantel (2004). Verbocean: Min-
ing the web for fine-grained semantic verb rela-
tions. In Proceedings of EMNLP 2004.

Dang, H. (2005). Overview of duc 2005.

Fellbaum, C. (Ed.) (1998). WordNet An Electronic
Lexical Database. The MIT Press.

Grover, C. and R. Tobin (2006). Rule-based chunk-
ing and reusability. In Proceedings of LREC 2006.

Ji, P. D. and S. Pulman (2006). Sentence order-
ing with manifold-based classification in multi-
document summarization. In Proceedings of
EMNLP 2006.

Joachims, T. (2002). Evaluating retrieval perfor-
mance using clickthrough data. In Proceedings
of the SIGIR Workshop on Mathematical/Formal
Methods in Information Retrieval.

Karamanis, N. (2004). Evaluating centering for sen-
tence ordering in two new domains. In Proceed-
ings of the NAACL 2004.

Lapata, M. (2003). Probabilistic text structuring:
Experiments with sentence ordering. In Proc. of
ACL 2003.

Minnen, G., C. J. and D. Pearce (2000). Robust, ap-
plied morphological generation. In Proceedings
of the 1st International Natural Language Gener-
ation Conference.

Peter W. Foltz, W. K. and T. K. Landauer (1998).
Textual coherence using latent semantic analysis.
Discourse Processes 25, 285–307.

83



Proceedings of the NAACL HLT Student Research Workshop and Doctoral Consortium, pages 84–89,
Boulder, Colorado, June 2009. c©2009 Association for Computational Linguistics

Towards Unsupervised Recognition of Dialogue Acts

Nicole Novielli
Dept. of Informatics, University of Bari

via Orabona 4
I-70125 Bari, Italy

novielli@di.uniba.it

Carlo Strapparava
FBK-irst

via Sommarive, Povo
I-38050 Trento, Italy
strappa@fbk.eu

Abstract

When engaged in dialogues, people per-
form communicative actions to pursue specific
communicative goals. Speech acts recogni-
tion attracted computational linguistics since
long time and could impact considerably a
huge variety of application domains. We study
the task of automatic labeling dialogues with
the proper dialogue acts, relying on empiri-
cal methods and simply exploiting lexical se-
mantics of the utterances. In particular, we
present some experiments in supervised and
unsupervised framework on both an English
and an Italian corpus of dialogue transcrip-
tions. The evaluation displays encouraging re-
sults in both languages, especially in the unsu-
pervised version of the methodology.

1 Introduction

People proceed in their conversations through a se-
quence of dialogue acts to yield some specific com-
municative goal. They can ask for information,
agree or disagree with their partner, state some facts
and express opinions.

Dialogue Acts (DA) attracted linguistics (Austin,
1962; Searle, 1969) and computational linguistics
research (Core and Allen, 1997; Traum, 2000) since
long time. With the advent of the Web, a large
amount of material about natural language inter-
actions (e.g. blogs, chats, conversation transcripts)
has become available, raising the attractiveness of
empirical methods analyses on this field. There is
a large number of application domains that could
benefit from automatically labeling DAs: e.g. con-
versational agents for monitoring and supporting

human-human remote conversations, blogs, forums
and chat logs analysis for opinion mining, interper-
sonal stances modeling by mean of conversational
analysis, automatic meeting summarizations and so
on. These applications require a deep understanding
of the conversational structure and the ability of the
system to understand who is telling what to whom.

This study defines a method for automatically la-
beling dialogues with the proper speech acts by re-
lying on empirical methods. Even if prosody and
intonation surely play a role (e.g. (Stolcke et al.,
2000; Warnke et al., 1997)), nonetheless language
and words are what the speaker uses to convey the
communicative message and are just what we have
at disposal when we consider texts found on the
Web. Hence, we decided to simply exploit lexical
semantics of the sentences. We performed some ex-
periments in a supervised and unsupervised frame-
work on both an English and an Italian corpora of
dialogue transcriptions, achieving good results in all
settings. Unsupervised performance is particularly
encouraging, independently from the used language.

The paper is organized as follows. Section 2 gives
a brief sketch of the NLP background on Dialogue
Acts recognition. In Section 3 we introduce the En-
glish and Italian corpora of dialogues, their charac-
teristics and DA labeling. In Section 4 we describe
the preprocessing of the data sets. Then Section 5
explains the supervised and unsupervised settings,
showing the experimental results obtained on the
two corpora and providing an error analysis. Finally,
in Section 6 we conclude the paper with a brief dis-
cussion and some directions for future work.
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Speaker Dialogue Act Utterance
A OPENING Hello Ann.
B OPENING Hello Chuck.
A STATEMENT Uh, the other day, I attended a conference here at Utah State University on recycling
A STATEMENT and, uh, I was kind of interested to hear cause they had some people from the EPA and

lots of different places, and, uh, there is going to be a real problem on solid waste.
B OPINION Uh, I didn’t think that was a new revelation.
A AGREE /ACCEPT Well, it’s not too new.
B INFO-REQUEST So what is the EPA recommending now?

Table 1: An excerpt from the Switchboard corpus

2 Background

A DA can be identified with the communicative goal
of a given utterance (Austin, 1962). Researchers use
different labels and definitions to address this con-
cept:speech act (Searle, 1969),adjacency pair part
(Schegloff, 1968) (Sacks et al., 1974),game move
(Power, 1979)

Traditionally, the NLP community has employed
DA definitions with the drawback of being do-
main or application oriented. Recently some efforts
have been made towards unifying the DA annotation
(Traum, 2000). In the present study we refer to a
domain-independent framework for DA annotation,
the DAMSL architecture (Dialogue Act Markup in
Several Layers) by (Core and Allen, 1997).

Recently, the problem of DA recognition has
been addressed with promising results: Poesio and
Mikheev (1998) combine expectations about the
next likely dialogue ‘move’ with information de-
rived from the speech signal features; Stolcke et
al. (2000) employ a discourse grammar, formal-
ized in terms of Hidden Markov Models, combining
also evidences about lexicon and prosody; Keizer et
al. (2002) make use of Bayesian networks for DA
recognition in dutch dialogues; Grau et al. (2004)
consider naive Bayes classifiers as a suitable ap-
proach to the DA classification problem; a partially
supervised framework has also been explored by
Venkataraman et al. (2005)

Regardless of the model they use (discourse
grammars, models based on word sequences or on
the acoustic features or a combination of all these)
the mentioned studies are developed in a supervised
framework. In this paper, one goal is to explore also
the use of a fully unsupervised methodology.

3 Data Sets

In the experiments of the present paper we exploit
two corpora, both annotated with DAs labels. We
aim at developing a recognition methodology as
general as possible, so we selected corpora which
are different in content and language: the Switch-
board corpus (Godfrey et al., 1992), a collection
of transcriptions of spoken English telephone con-
versations about general interest topics, and an Ital-
ian corpus of dialogues in the healthy-eating domain
(Clarizio et al., 2006).

In this section we describe the two corpora, their
features, the set of labels used for annotating the di-
alogue acts with their distributions and the data pre-
processing.

3.1 Description

The Switchboard corpus is a collection of English
human-human telephone conversations (Godfrey et
al., 1992) between couples of randomly selected
strangers. They were asked to choose one general
interest topic and to talk informally about it. Full
transcripts of these dialogues are distributed by the
Linguistic Data Consortium. A part of this cor-
pus is annotated (Jurafsky et al., 1997) with DA
labels (overall 1155 conversations, for a total of
205,000 utterances and 1.4 million words)1. Table
1 shows a short sample fragments of dialogues from
the Switchboard corpus.

The Italian corpus had been collected in the scope
of some previous research about Human-ECA inter-
action. A Wizard of Oz tool was employed (Clarizio
et al., 2006) and during the interaction, a conver-
sational agent (i.e. the ‘wizard’) played the role of

1ftp.ldc.upenn.edu/pub/ldc/public\_data/
swb1\_dialogact\_annot.tar.gz
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Label Description Example Italian English
INFO-REQUEST Utterances that are pragmatically, semantically,

and syntactically questions
‘What did you do when your kids
were growing up?’

34% 7%

STATEMENT Descriptive, narrative, personal statements ‘I usually eat a lot of fruit’ 37% 57%
S-OPINION Directed opinion statements ‘I think he deserves it.’ 6% 20%
AGREE-ACCEPT Acceptance of a proposal, plan or opinion ‘That’s right’ 5% 9%
REJECT Disagreement with a proposal, plan, or opinion‘I’m sorry no’ 7% .3%
OPENING Dialogue opening or self-introduction ‘Hello, my name is Imma’ 2% .2%
CLOSING Dialogue closing (e.g. farewell and wishes) ‘It’s been nice talking to you.’ 2% 2%
KIND-ATT Kind attitude (e.g. thanking and apology) ‘Thank you very much.’ 9% .1%
GEN-ANS Generic answers to an Info-Request ‘Yes’, ‘No’, ‘I don’t know’ 4% 4%
total cases 1448 131,265

Table 2: The set of labels employed for Dialogue Acts annotation and their distribution in the two corpora

an artificial therapist. The users were free to inter-
act with it in natural language, without any partic-
ular constraint. This corpus is about healthy eating
and contains (overall 60 dialogues, 1448 users’ ut-
terances and 15,500 words).

3.2 Labelling

Both corpora are annotated following the Dialogue
Act Markup in Several Layers (DAMSL) annotation
scheme (Core and Allen, 1997). In particular the
Switchboard corpus employs a revision (Jurafsky et
al., 1997).2

Table 2 shows the set of labels employed with
their definitions, examples and distributions in the
two data sets. The categories maintain the DAMSL
main characteristic of being domain-independent
and can be easily mapped back into SWBD-DAMSL
ones, and maintain their original semantics. Thus,
the original SWBD-DAMSL annotation had been
automatically converted into the categories included
in our markup language.3

4 Data preprocessing

To reduce the data sparseness, we used a POS-tagger
and morphological analyzer (Pianta et al., 2008) for
preprocessing both corpora. So we considered lem-
mata instead of tokens in the formatlemma#POS. In
addition, we augment the features of each sentence
with a set of linguistic markers, defined according to

2The SWBD-DAMSL modifies the original DAMSL frame-
work by further specifying some categories or by adding extra
features (mainly prosodic) which were not originally included
in the scheme.

3Also we did not consider the utterances formed only by
non-verbal material (e.g. laughter).

the semantic of the DA categories. We hypothesize,
in fact, these features could play an important role
in defining the linguistic profile of each DA. The ad-
dition of these markers is performed automatically,
by just exploiting the output of the POS-tagger and
of the morphological analyzer, according to the fol-
lowing rules:
• WH-QTN, used whenever an interrogative de-

terminer (e.g. ‘what’) is found, according to the
output of the POS-tagger;

• ASK-IF, used whenever an utterance presents
the pattern of a ‘Yes/No’ question. ASK-IF and
WH-QTN markers are supposed to be relevant
for the INFO-REQUEST category;

• I-PERS, used for all declarative utterances
whenever a verb is in the first person form, sin-
gular or plural (relevant for the STATEMENT);

• COND, used for conditional form is detected.
• SUPER, used for superlative adjectives.
• AGR-EX, used whenever an agreement ex-

pression (e.g.‘You’re right’, ‘I agree’) is de-
tected (relevant for AGREE-ACCEPT);

• NAME, used whenever a proper name follows
a self-introduction expression (e.g. ‘My name
is’) (relevant for the OPENING);

• OR-CLAUSE, used for or-clauses, that is ut-
terance starting by ‘or’ (should be helpful for
the characterization of the INFO-REQUEST);

• VB, used only for the Italian, when a dialectal
form of agreement expression is detected.

5 Dialogue Acts Recognition

We conducted some experiments both in a super-
vised and unsupervised settings.
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5.1 Supervised

Regarding the supervised experiments, we used
Support Vector Machines (Vapnik, 1995), in partic-
ular SVM-light package (Joachims, 1998) under its
default configuration. We randomly split the two
corpora into 80/20 training/test partitions. SVMs
have been used in a large range of problems, in-
cluding text classification, image recognition tasks,
bioinformatics and medical applications, and they
are regarded as the state-of-the-art in supervised
learning. We got .71 and .77 of F1 measures respec-
tively for the Italian and English corpus. Table 4
reports the performance for each direct act.

5.2 Unsupervised

It is not always easy to collect large training, partly
because of manual labeling effort and moreover be-
cause often it is not possible to find it.

Schematically, our unsupervised methodology is:
(i) building a semantic similarity space in which
words, set of words, text fragments can be repre-
sented homogeneously, (ii) finding seeds that prop-
erly represent dialogue acts and considering their
representations in the similarity space, and (iii)
checking the similarity of the utterances.

To get a similarity space with the required charac-
teristics, we used Latent Semantic Analysis (LSA),
a corpus-based measure of semantic similarity pro-
posed by Landauer (Landauer et al., 1998). In LSA,
term co-occurrences in a corpus are captured by
means of a dimensionality reduction operated by a
singular value decomposition (SVD) on the term-by-
document matrixT representing the corpus.

SVD decomposes the term-by-document matrix
T into three matricesT = UΣkVT whereΣk is
the diagonalk × k matrix containing thek singu-
lar values ofT, σ1 ≥ σ2 ≥ . . . ≥ σk, and U
andV are column-orthogonal matrices. When the
three matrices are multiplied together the original
term-by-document matrix is re-composed. Typically
we can choosek′ � k obtaining the approximation
T ' UΣk′VT .

LSA can be viewed as a way to overcome some
of the drawbacks of the standard vector space model
(sparseness and high dimensionality). In fact, the
LSA similarity is computed in a lower dimensional
space, in which second-order relations among terms

and texts are exploited. The similarity in the result-
ing vector space is then measured with the standard
cosine similarity. Note also that LSA yields a vec-
tor space model that allows for ahomogeneous rep-
resentation (and hence comparison) of words, sen-
tences, and texts. For representing a word set or
a sentence in the LSA space we use thepseudo-
document representation technique, as described by
Berry (1992). In practice, each text segment is repre-
sented in the LSA space by summing up the normal-
ized LSA vectors of all the constituent words, using
also atf.idf weighting scheme (Gliozzo and Strappa-
rava, 2005).

Label Seeds
INFO-REQ WH-QTN, QuestionMark, ASK-IF, huh
STATEMENT I-PERS, I
S-OPINION Verbs which directly express opinion or

evaluation (guess, think, suppose, affect)
AGREE-ACC AGR-EX, yep, yeah, absolutely, correct
REJECT Verbs which directly express disagreement

(disagree, refute)
OPENING Greetings (hi, hello), words and markers re-

lated to self-introduction (name, NAME)
CLOSING Interjections/exclamations ending dis-

course (alright, okeydoke), Expressions
of thanking (thank) and farewell (bye,
bye-bye, goodnight, goodbye)

KIND-ATT Wishes (wish), apologies (apologize),
thanking (thank) and sorry-for (sorry,
excuse)

GEN-ANS no, yes, uh-huh, nope

Table 3: The seeds for the unsupervised experiment

The methodology is completely unsupervised.
We run the LSA using 400 dimensions (i.e.k′, as
suggested by (Landauer et al., 1998)) respectively
on the English and Italian corpus, without any DA
label information. Starting from a set of seeds
(words) representing the communicative acts (see
the complete sets in Table 3), we build the corre-
sponding vectors in the LSA space and then we com-
pare the utterances to find the communicative act
with higher similarity. To compare with SVM, the
performance is measured on the same test set parti-
tion used in the supervised experiment (Table 4).

We defined seeds by only considering the commu-
nicative goal and the specific semantic of every sin-
gle DA, just avoiding as much as possible the over-
lapping between seeds groups. We wanted to design
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Italian English
SVM LSA SVM LSA

Label prec rec f1 prec rec f1 prec rec f1 prec rec f1
INFO-REQ .92 .99 .95 .96 .88 .92 .92 .84 .88 .93 .70 .80
STATEMENT .85 .68 .69 .76 .66 .71 .79 .92 .85 .70 .95 .81
S-OPINION .28 .42 .33 .24 .42 .30 .66 .44 .53 .41 .07 .12
AGREE-ACC .50 .80 .62 .56 .50 .53 .69 .74 .71 .68 .63 .65
REJECT - - - .09 .25 .13 - - - .01 .01 .01
OPENING .60 1.00 .75 .55 1.00 .71 .96 .55 .70 .20 .43 .27
CLOSING .67 .40 .50 .25 .40 .31 .83 .59 .69 .76 .34 .47
KIND-ATT .82 .53 .64 .43 .18 .25 .85 .34 .49 .09 .47 .15
GEN-ANS .20 .63 .30 .27 .38 .32 .56 .25 .35 .54 .33 .41
micro .71 .71 .71 .66 .66 .66 .77 .77 .77 .69 .69 .69

Table 4: Evaluation of the two methods on both corpora

an approach which is as general as possible, so we
did not consider domain words. The seeds are the
same for both languages, which is coherent with our
goal of defining a language-independent method.

5.3 Experimental Results and Discussion

We evaluate the performance of our method in terms
of precision, recall and f1-measure (see Table 4) ac-
cording to the DA labels given by annotators in the
datasets. As baselines we consider (i) most-frequent
label assignment (respectively 37% for Italian, 57%
for English) for the supervised setting, and (ii) ran-
dom DA selection (11%) for the unsupervised one.

Results are quite satisfying (Table 4). In particu-
lar, the unsupervised technique is largely above the
baselines, for both the Italian and the English exper-
iments. The methodology is independent from the
language and the domain: the Italian corpus is a col-
lection of dialogue about a very restricted domain
while the Switchboard conversations are essentially
task-free. Moreover, in the unsupervised setting we
use in practice the same seed definitions. Secondly,
it is independent on the differences in the linguis-
tic style due to the specific interaction scenario and
input modality. Finally, the performance is not af-
fected by the difference in size of the two data sets.

Error analysis. After conducting an error analy-
sis, we noted that many utterances are misclassi-
fied as STATEMENT. One possible reason is that
statements usually are quite long and there is a high
chance that some linguistic markers that character-
ize other dialogue acts are present in those sen-
tences. On the other hand, looking at the corpora we

observed that many utterances which appear to be
linguistically consistent with the typical structure of
statements have been annotated differently, accord-
ing to the actual communicative role they play. For
similar reasons, we observed some misclassifica-
tion of S-OPINION as STATEMENT. The only sig-
nificative difference between the two labels seems
to be the wider usage of ‘slanted’ and affectively
loaded lexicon when conveying an opinion. Another
cause of confounding is the confusion among the
backchannel labels (GEN-ANS, AGREE-ACC and
REJECT) due to the inherent ambiguity of common
words likeyes, no, yeah, ok.

Recognition of such cases could be improved (i)
by enabling the classifiers to consider not only the
lexical semantics of the given utterance (local con-
text) but also the knowledge about a wider context
window (e.g. the previousn utterances), (ii) by en-
riching the data preprocessing (e.g. by exploiting in-
formation about lexicon polarity and subjectivity pa-
rameters). We intend to follow both these directions
in our future research.

6 Conclusions and Future Work

This study aims at defining a method for Dialogue
Acts recognition by simply exploiting the lexical se-
mantics of dialogue turns. The technique had to
be independent from some important features of the
corpus being used such as domain, language, size,
interaction scenario. In a long-term perspective, we
will employ the technique in conversational analysis
for user attitude classification (Martalo et al., 2008).

The methodology starts with automatically en-
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riching the corpus with additional features, such as
linguistic markers. Then the unsupervised case con-
sists of defining a very simple and intuitive set of
seeds that profiles the specific dialogue acts, and
subsequently performing a similarity analysis in a
latent semantic space. The performance of the unsu-
pervised experiment has been compared with a su-
pervised state-of-art technique such as Support Vec-
tor Machines, and the results are quite encouraging.

Regarding future developments, we will investi-
gate how to include in the framework a wider con-
text (e.g. the previousn utterances), and the intro-
duction of new linguistic markers by enriching the
preprocessing techniques. In particular, it would be
interesting to exploit the role of slanted or affective-
loaded lexicon to deal with the misclassification of
opinions as statements. Along this perspective, DA
recognition could serve also as a basis for conver-
sational analysis aimed at improving a fine-grained
opinion mining in dialogues.
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Abstract

Letter-to-phoneme conversion plays an impor-
tant role in several applications. It can be a dif-
ficult task because the mapping from letters to
phonemes can be many-to-many. We present a
language independent letter-to-phoneme con-
version approach which is based on the pop-
ular phrase based Statistical Machine Trans-
lation techniques. The results of our ex-
periments clearly demonstrate that such tech-
niques can be used effectively for letter-to-
phoneme conversion. Our results show an
overall improvement of 5.8% over the base-
line and are comparable to the state of the art.
We also propose a measure to estimate the dif-
ficulty level of L2P task for a language.

1 Introduction

Letter-to-phoneme (L2P) conversion can be defined
as the task of predicting the pronunciation of a
word given its orthographic form (Bartlett et al.,
2008).The pronunciation is usually represented as
a sequence of phonemes. Letter-to-phoneme con-
version systems play a very important role in spell
checkers (Toutanova and Moore, 2002), speech syn-
thesis systems (Schroeter et al., 2002) and translit-
eration (Sherif and Kondrak, 2007). Letter-to-
phoneme conversion systems may also be effec-
tively used for cognate identification and translitera-
tion. The existing cognate identification systems use
the orthographic form of a word as the input. But we
know that the correspondence between written and
spoken forms of words can be quite irregular as is
the case in English. Even in other languages with

supposedly regular spellings, this irregularity exists
owing to linguistic phenomena like borrowing and
language variation. Letter-to-phoneme conversion
systems can facilitate the task of cognate identifica-
tion by providing a language independent transcrip-
tion for any word.

Until a few years ago, letter-to-phoneme conver-
sion was performed considering only one-one cor-
respondences (Black et al., 1998; Damper et al.,
2004). Recent work uses many-to-many correspon-
dences (Jiampojamarn et al., 2007) and reports sig-
nificantly higher accuracy for Dutch, German and
French. The current state of the art systems give as
much as 90% (Jiampojamarn et al., 2008) accuracy
for languages like Dutch, German and French. How-
ever, accuracy of this level is yet to be achieved for
English.

Rule-based approaches to the problem of letter-
to-phoneme conversion although appealing, are im-
practical as the number of rules for a particular lan-
guage can be very high (Kominek and Black, 2006).
Alternative approaches to this problem are based on
machine learning and make use of resources such as
pronunciation dictionaries. In this paper, we present
one such machine learning based approach wherein
we envisage this problem as a Statistical Machine
Translation (SMT) problem.

The outline of the paper is as follows. Section 2
presents a brief summary of the related work done
in L2P conversion. Section 3 describes our model
and the techniques devised for optimizing the per-
formance. Section 4 describes the letter-to-phoneme
alignment. The description of the results and exper-
iments and a new technique for estimating the diffi-
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culty level of L2P task have been given in Section 5.
Error analysis is presented in Section 6. Finally we
conclude with a summary and suggest directions for
future work.

2 Related Work

In the letter-to-phoneme conversion task, a single
letter can map to multiple phonemes [x → ks] and
multiple letters can generate a single phoneme. A
letter can also map to a null phoneme [e → ϕ] and
vice-versa. These examples give a glimpse of why
the task is so complex and a single machine learning
technique may not be enough to solve the problem.
A overview of the literature supports this claim.

In older approaches, the alignment between the
letters and phonemes was taken to be one-to-
one (Black et al., 1998) and the phoneme was
predicted for every single letter. But recent
work (Bisani and Ney, 2002; Jiampojamarn et al.,
2007) shows that multiple letter-to-phoneme align-
ments perform better than single letter to phoneme
alignments. The problem can be either viewed as a
multi-class classifier problem or a structure predic-
tion problem. In structure prediction, the algorithm
takes the previous decisions as the features which
influence the current decision.

In the classifier approach, only the letter and its
context are taken as features. Then, either multiclass
decision trees (Daelemans and van den Bosch, 1997)
or instance based learning as in (van den Bosch and
Daelemans, 1998) is used to predict the class, which
in this case is a phoneme. Some of these meth-
ods (Black et al., 1998) are not completely automatic
and need an initial handcrafted seeding to begin the
classification.

Structure prediction is like a tagging problem
where HMMs (Taylor, 2005) are used to model
the problem. Taylor claims that except for a pre-
processing step, it is completely automatic. The
whole process is performed in a single step. The
results are poor, as reasoned in (Jiampojamarn et al.,
2008) due to the emission probabilities not being in-
formed by the previous letter’s emission probabil-
ities. Pronunciation by Analogy (PbA) is a data-
driven method (Marchand and Damper, 2000) for
letter-to-phoneme conversion which is used again
by Damper et al (2004). They simply use an

Expectation-Maximisation (EM) like algorithm for
aligning the letter-phoneme pairs in a speech dictio-
nary. They claim that by integrating the alignments
induced by the algorithm into the PbA system, they
were able to improve the accuracy of the pronunci-
ation significantly. We also use the many-to-many
alignment approach but in a different way and ob-
tained from a different source.

The recent work of Jiampojamarn et al (2007)
combines both of the above approaches in a very in-
teresting manner. It uses an EM like algorithm for
aligning the letters and phonemes. The algorithm al-
lows many-to-many alignments between letters and
phonemes. Then there is a letter chunking module
which uses instance-based training to train on the
alignments which have been obtained in the previ-
ous step. This module is used to guess the possible
letter chunks in every word. Then a local phoneme
predictor is used to guess the phonemes for every
letter in a word. The size of the letter chunk could
be either one or two. Only one candidate for every
word is allowed. The best phoneme sequence is ob-
tained by using Viterbi search.

An online model MIRA (Crammer and Singer,
2003) which updates parameters is used for the L2P
task by Jiampojamarn et al (2008). The authors
unify the steps of letter segmentation, phoneme pre-
diction and sequence modeling into a single mod-
ule. The phoneme prediction and sequence model-
ing are considered as tagging problems and a Per-
ceptron HMM (Collins, 2002) is used to model
it. The letter segmenter module is replaced by a
monotone phrasal decoder (Zens and Ney, 2004) to
search for the possible substrings in a word and out-
put the n-best list for updating MIRA. Bisani and
Ney (2002) take the joint multigrams of graphemes
and phonemes as features for alignment and lan-
guage modeling for phonetic transcription probabili-
ties. A hybrid approach similar to this is by (van den
Bosch and Canisius, 2006).

In the next section we model the problem as a Sta-
tistical Machine Translation (SMT) task.

3 Modeling the Problem

Assume that given a word, represented as a se-
quence of letters l = lJ1 = l1...lj ...lJ , needs to be tran-
scribed as a sequence of phonemes, represented as f
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= f I
1 = f1...fi...fI . The problem of finding the best

phoneme sequence among the candidate translations
can be represented as:

fbest = arg max
f

{Pr (f | l)} (1)

We model the problem of letter to phoneme con-
version based on the noisy channel model. Refor-
mulating the above equation using Bayes Rule:

fbest = arg max
f

p (l | f) p (f) (2)

This formulation allows for a phoneme n-gram
model p (f) and a transcription model p (l | f). Given
a sequence of letters l, the argmax function is a
search function to output the best phonemic se-
quence. During the decoding phase, the letter se-
quence l is segmented into a sequence of K letter
segments l̄K1 . Each segment l̄k in l̄K1 is transcribed
into a phoneme segment f̄k. Thus the best phoneme
sequence is generated from left to right in the form
of partial translations. By using an n-gram model
pLM as the language model, we have the equations:

fbest = arg max
f

p (l | f) pLM (3)

with p (l | f) written as

p(l̄K1 | f̄K
1 ) =

K�

k=1

Φ(l̄k | f̄k) (4)

From the above equation, the best phoneme se-
quence is obtained based on the product of the prob-
abilities of transcription model and the probabilities
of a language model and their respective weights.
The method for obtaining the transcription probabil-
ities is described briefly in the next section. Deter-
mining the best weights is necessary for obtaining
the right phoneme sequence. The estimation of the
models’ weights can be done in the following man-
ner.
The posterior probability Pr (f | l) can also be

directly modeled using a log-linear model. In
this model, we have a set of M feature functions
hm(f, l), m = 1...M . For each feature function
there exists a weight or model parameter λm, m =
1...M . Thus the posterior probability becomes:

Pr (f | l) = pλM
1

(f | l) (5)

=
exp

�
ΣM

m=1λmhm(f, l)
�

�
f́I
1

exp
�
ΣM

m=1
λmhm(f́ I

1
, l)

� (6)

with the denominator, a normalization factor that
can be ignored in the maximization process.
The above modeling entails finding the suitable

model parameters or weights which reflect the prop-
erties of our task. We adopt the criterion followed
in (Och, 2003) for optimising the parameters of the
model. The details of the solution and proof for the
convergence are given in Och (2003). The models’
weights, used for the L2P task, are obtained from
this training.

4 Letter-to-Phoneme Alignment

We used GIZA++ (Och and Ney, 2003), an open
source toolkit, for aligning the letters with the
phonemes in the training data sets. In the context
of SMT, say English-Spanish, the parallel corpus is
aligned bidirectionally to obtain the two alignments.
The IBM models give only one-to-one alignments
between words in a sentence pair. So, GIZA++ uses
some heuristics to refine the alignments (Och and
Ney, 2003).
In our input data, the source side consists of

grapheme (or letter) sequences and the target side
consists of phoneme sequences. Every letter or
grapheme is treated as a single ‘word’ for the
GIZA++ input. The transcription probabilities can
then be easily learnt from the alignments induced
by GIZA++, using a scoring function (Koehn et al.,
2003). Figure 1 shows the alignments induced by
GIZA++ for the example words which are men-
tioned by Jiampojamarn et al (2007). In this fig-
ure, we only show the alignments from graphemes
to phonemes.

Figure 1: Example Alignments from GIZA++
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5 Evaluation

We evaluated our models on the English CMUDict,
French Brulex, German Celex and Dutch Celex
speech dictionaries. These dictionaries are available
for download on the website of PROANALSYL1

Letter-to-Phoneme Conversion Challenge. Table 1
shows the number of words for each language. The
datasets available at the website were divided into
10 folds. In the process of preparing the datasets we
took one set for test, another for developing our pa-
rameters and the remaining 8 sets for training. We
report our results in word accuracy rate, based on
10-fold cross validation, with mean and standard de-
viation.

Language Datasets Number of Words

English CMUDict 112241

French Brulex 27473

German Celex 49421

Dutch Celex 116252

Table 1: Number of words in each Dataset

We removed the one-to-one alignments from
the corpora and induced our own alignments us-
ing GIZA++. We used minimum error rate train-
ing (Och, 2003) and the A* beam search de-
coder implemented by Koehn (Koehn et al., 2003).
All the above tools are available as parts of the
MOSES (Koehn et al., 2007) toolkit.

5.1 Exploring the Parameters

The parameters which have a major influence on the
performance of a phrase-based SMT model are the
alignment heuristics, the maximum phrase length
(MPR) and the order of the language model (Koehn
et al., 2003). In the context of letter to phoneme
conversion, phrase means a sequence of letters or
phonemes mapped to each other with some prob-
ability (i.e., the hypothesis) and stored in a phrase
table. The maximum phrase length corresponds to
the maximum number of letters or phonemes that a
hypothesis can contain. Higher phrase length corre-
sponds a larger phrase table during decoding.

We have conducted experiments to see which
combination gives the best output. We initially
trained the model with various parameters on the

1http://www.pascal-network.org/Challenges/PRONALSYL/

training data and tested for various values of the
above parameters. We varied the maximum phrase
length from 2 to 7. The language model was trained
using SRILM toolkit (Stolcke, 2002). We varied the
order of language model from 2 to 8. We also tra-
versed the alignment heuristics spectrum, from the
parsimonious intersect at one end of the spectrum
through grow, grow-diag, grow-diag-final, grow-
diag-final-and and srctotgt to the most lenient union
at the other end. Our intuitive guess was that the best
alignment heuristic would be union.

We observed that the best results were obtained
when the language model was trained on 6-gram and
the alignment heuristic was union. No significant
improvement was observed in the results when the
value of MPR was greater than 5. We have taken
care such that the alignments are always monotonic.
Note that the average length of the phoneme se-
quence was also 6. We adopted the above parameter
settings for performing training on the input data.

5.2 System Comparison

We adopt the results given in (2007) as our baseline.
We also compare our results with some other recent
techniques mentioned in the Related Work section.
Table 2 shows the results. As this table shows, our
approach yields the best results in the case of Ger-
man and Dutch. The word accuracy obtained for
the German Celex and Dutch Celex dataset using
our approach is higher than that of all the previous
approaches listed in the table. In the case of En-
glish and French, although the baseline is achieved
through our approach, the word accuracy falls short
of being the best. However, it must also be noted
that the dataset that we used for English is slightly
larger than those of the other systems shown in the
table.

We also observe that for an average phoneme
accuracy of 91.4%, the average word accuracy is
63.81%, which corroborates the claim by Black et
al (Black et al., 1998) that a 90% phoneme accuracy
corresponds to 60% word accuracy.

5.3 Difficulty Level and Accuracy

We also propose a new language-independent mea-
sure that we call ‘Weighted Symmetric Cross En-
tropy’ (WSCE) to estimate the difficulty level of the
L2P task for a particular language. The weighted
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Language Dataset Baseline CART 1-1 Align 1-1 + CSIF 1-1 + HMM M-M Align M-M + HMM MeR + A*
English CMUDict 58.3±0.49 57.8 60.3±0.53 62.9±0.45 62.1±0.53 65.1±0.60 65.6±0.72 63.81±0.47
German Celex 86.0±0.40 89.38 86.6±0.54 87.6±0.47 87.6±0.59 89.3±0.53 89.8±0.59 90.20±0.25
French Brulex 86.3±0.67 - 87.0±0.38 86.5±0.68 88.2±0.39 90.6±0.57 90.9±0.45 86.71±0.52
Dutch Celex 84.3± 0.34 - 86.6±0.36 87.5±0.32 87.6±0.34 91.1±0.27 91.4±0.24 91.63±0.24

Table 2: System Comparison in terms of word accuracies. Baseline:Results from PRONALSYS website. CART: CART Decision
Tree System (Black et al., 1998). 1-1 Align, M-M align, HMM: one-one alignments, many-many alignments, HMM with local
prediction (Jiampojamarn et al., 2007). CSIF:Constraint Satisfaction Inference(CSIF) of(van den Bosch and Canisius, 2006).
MeR+A*:Our approach with minimum error rate training and A* search decoder. “-” refers to no reported results.

SCE is defined as follows:

dscewt
=

�
rt (pl log (qf ) + qf log (pl)) (7)

where p and q are the probabilities of occurrence
of letter (l) and phoneme (f ) sequences, respec-
tively. Also, rt corresponds to the conditional prob-
ability p(f | l). This transcription probability can
be obtained from the phrase tables generated during
training. The weighted entropy measure dscewt ,for
each language, was normalised with the total num-
ber of such n-gram pairs being considered for com-
parison with other languages. We have fixed the
maximum order of l and f n-grams to be 6. Ta-
ble 3 shows the difficulty levels as calculated using
WSCE along with the accuracy for the languages
that we tested on. As is evident from this table,
there is a rough correlation between the difficulty
level and the accuracy obtained, which also seems
intuitively valid, given the nature of these languages
and their orthographies.

Language Datasets dscewt
Accuracy

English CMUDict 0.30 63.81±0.47
French Brulex 0.41 86.71±0.52
Dutch Celex 0.45 91.63±0.24
German Celex 0.49 90.20±0.25

Table 3: dscewt
values predict the accuracy rates.

6 Error Analysis

In this section we present a summary of the error
analysis for the output generated. We tried to ob-
serve if there exist any patterns in the words that
were transcribed incorrectly.
The majority of errors occurred in the case of

vowel transcription, and diphthong transcription in
particular. In the case of English, this can be at-
tributed to the phenomenon of lexical borrowing

from a variety of sources as a result of which the
number of sparse alignments is very high. The sys-
tem is also unable to learn allophonic variation of
certain kinds of consonantal phonemes, most no-
tably fricatives like /s/ and /z/. This problem is ex-
acerbated by the irregularity of allophonic variation
in the language itself.

7 Conclusion and Future Work

In this paper we have tried to address the problem
of letter-to-phoneme conversion by modeling it as
an SMT problem and we have used minimum error
rate training to obtain the suitable model parame-
ters, which according to our knowledge, is a novel
approach to L2P task. The results obtained are com-
parable to the state of the art system and our error
analysis shows that a lot of improvement is still pos-
sible.

Intuitively, the performance of the system can be
improved in at least two areas. First is the Minimum
Error Rate Training (MERT) and the second is the
decoding phase. Using phonetic feature based edit
distance or string similarity as the loss function in
the MERT implementation can improve results sig-
nificantly. In addition, incorporating more model
parameters and extensive testing of these parame-
ters might improve the results of the system. We
also plan to introduce a decoding scheme similar to
the substring based transducer (Sherif and Kondrak,
2007) to improve the usage of lower order language
models.
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Abstract

In this paper, we present a supervised classifi-
cation approach for disambiguation of prepo-
sition senses. We use the SemEval 2007
Preposition Sense Disambiguation datasets to
evaluate our system and compare its results to
those of the systems participating in the work-
shop. We derived linguistically motivated fea-
tures from both sides of the preposition. In-
stead of restricting these to a fixed window
size, we utilized the phrase structure. Testing
with five different classifiers, we can report an
increased accuracy that outperforms the best
system in the SemEval task.

1 Introduction

Classifying instances of polysemous words into
their proper sense classes (aka sense disambigua-
tion) is potentially useful to any NLP application
that needs to extract information from text or build
a semantic representation of the textual information.
However, to date, disambiguation between preposi-
tion senses has not been an object of great study. In-
stead, most word sense disambiguation work has fo-
cused upon classifying noun and verb instances into
their appropriate WordNet (Fellbaum, 1998) senses.
Prepositions have mostly been studied in the con-
text of verb complements (Litkowski and Hargraves,
2007). Like instances of other word classes, many
prepositions are ambiguous, carrying different se-
mantic meanings (including notions of instrumental,
accompaniment, location, etc.) as in “He ran with
determination”, “He ran with a broken leg”, or “He
ran with Jane”. As NLP systems take more and more

semantic content into account, disambiguating be-
tween preposition senses becomes increasingly im-
portant for text processing tasks.

In order to disambiguate different senses, most
systems to date use a fixed window size to derive
classification features. These may or may not be
syntactically related to the preposition in question,
resulting–in the worst case–in an arbitrary bag of
words. In our approach, we make use of the phrase
structure to extract words that have a certain syn-
tactic relation with the preposition. From the words
collected that way, we derive higher level features.

In 2007, the SemEval workshop presented par-
ticipants with a formal preposition sense dis-
ambiguation task to encourage the development
of systems for the disambiguation of preposition
senses (Litkowski and Hargraves, 2007). The train-
ing and test data sets used for SemEval have been re-
leased to the general public, and we used these data
to train and test our system. The SemEval work-
shop data consists of instances of 34 prepositions
in natural text that have been tagged with the ap-
propriate sense from the list of the common Eng-
lish preposition senses compiled by The Preposition
Project, cf. Litkowski (2005). The SemEval data
provides a natural method for comparing the per-
formance of preposition sense disambiguation sys-
tems. In our paper, we follow the task requirements
and can thus directly compare our results to the ones
from the study. For evaluation, we compared our re-
sults to those of the three systems that participated
in the task (MELB: Ye and Baldwin (2007); KU:
Yuret (2007); IRST: Popescu et al. (2007)). We also
used the “first sense” and the “most frequent sense”
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baselines (see section 3 and table 1). These baselines
are determined by the TPP listing and the frequency
in the training data, respectively. Our system beat
the baselines and outperformed the three participat-
ing systems.

2 Methodology

2.1 Data Preparation

We downloaded the test and training data provided
by the SemEval-2007 website for the preposition
sense disambiguation task. These are 34 separate
XML files–one for each preposition–, comprising
16557 training and 8096 test example sentences,
each sentence containing one example of the respec-
tive preposition.

What are your beliefs
<head>about</head> these emotions ?

The preposition is annotated by a head tag, and the
meaning of the preposition in question is given as
defined by TPP.

Each preposition had between 2 and 25 different
senses (on average 9.76). For the case of “about”
these would be

1. on the subject of; concerning

2. so as to affect

3. used to indicate movement within a particular
area

4. around

5. used to express location in a particular place

6. used to describe a quality apparent in a person

We parsed the sentences using the Charniak
parser (Charniak, 2000). Note that the Charniak
parser–even though among the best availbale Eng-
lish parsers–occasionally fails to parse a sentence
correctly. This might result in an erroneous extrac-
tion, such as an incorrect or no word. However,
these cases are fairly rare, and we did not manually
correct this, but rather relied on the size of the data
to compensate for such an error.

After this preprocessing step, we were able to ex-
tract the features.

2.2 Feature Extraction
Following O’Hara and Wiebe (2003) and
Alam (2004), we assumed that there is a meaningful
connection between syntactically related words on
both sides of the preposition. We thus focused on
specific words that are syntactically related to the
preposition via the phrase structure. This has the
advantage that it is not limited to a certain window
size; phrases might stretch over dozens of words,
so the extracted word may occur far away from the
actual preposition. These words were chosen based
on a manual analysis of training data. Using Tregex
(Levy and Andrew, 2006), a utility for expressing
“regular expressions over trees”, we created a set
of rules to extract the words in question. Each rule
matched words that exhibited a specific relationship
with the preposition or were within a two word
window to cover collocations. An example rule is
given below.

IN > (PP < (V P < # = x& <
#!AUX))

This particular rule finds the head (denoted by x) of
a verb phrase that governs the prepositional phrase
containing the preposition, unless x is an auxiliary
verb. Tregex rules were used to identify the follow-
ing words for feature generation:

• the head verb/noun that immediately dominates
the preposition along with all of its modifying
determiners, quantifiers, numbers, and adjec-
tives

• the head verb/noun immediately dominated by
the preposition along with all of its modifying
determiners, quantifiers, numbers, and adjec-
tives

• the subject, negator, and object(s) of the imme-
diately dominating verb

• neighboring prepositional phrases dominated
by the same verb/noun (“sister” prepositional
phrases)

• words within 2 positions to the left or right of
the preposition

For each word extracted using these rules, we col-
lected the following items:
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• the word itself

• lemma

• part-of-speech (both exact and conflated, e.g.
both ’VBD’ and ’verb’ for ’VBD’)

• all synonyms of the first WordNet sense

• all hypernyms of the first WordNet sense

• boolean indicator for capitalization

Each feature is a combination of the extraction
rule and the extracted item. The values the feature
can take on are binary: present or absent. For some
prepositions, this resulted in several thousand fea-
tures. In order to reduce computation time, we used
the following steps: For each preposition classifier,
we ranked the features using information gain (For-
man, 2003). From the resulting lists,we included at
most 4000 features. Thus not all classifiers used the
same features.

2.3 Classifier Training

We chose maximum entropy (Berger et al., 1996) as
our primary classifier, since it had been successfully
applied by the highest performing systems in both
the SemEval-2007 preposition sense disambiguation
task (Ye and Baldwin, 2007) and the general word
sense disambiguation task (Tratz et al., 2007). We
used the implementation provided by the Mallet ma-
chine learning toolkit (McCallum, 2002). For the
sake of comparison, we also built several other clas-
sifiers, including multinomial naı̈ve Bayes, SVMs,
kNN, and decision trees (J48) using the WEKA
toolkit (Witten, 1999). We chose the radial basis
function (RBF) kernel for the SVMs and left all
other parameters at their default values.

3 Results

We measured the accuracy of the classifiers over
the test set provided by SemEval-2007 and provided
these results in Table 1. It is notable that our system
produced good results with all classifiers: For three
of the classifiers, the accuracy is higher than MELB,
the winning system of the task. As expected, the
highest accuracy was achieved using the maximum
entropy classifier. Overall, our system outperformed

the winning system by 0.058, an 8 percent improve-
ment. A simple proportion test shows this to be sta-
tistically significant at 0.001.
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Table 1: Accuracy results on SemEval data (with 4000
features)

Since our initial cutoff of 4000 features was ar-
bitrary, we reran our Maximum Entropy experiment
multiple times with different cutoffs. Accuracy con-
sistently increased as the feature limit was relaxed,
resulting in 0.764 accuracy at the 10k feature limit.
These results are displayed in Figure 1.

its modifying determiners, quantifiers, 
numbers, and adjectives

! the head verb/noun immediately domi-
nated by the preposition along with all of 
its modifying determiners, quantifiers, 
numbers, and adjectives

! the subject, negator, and object(s) of the 
immediately dominating verb

! neighboring prepositional phrases domi-
nated by the same verb/noun (“sister” 
prepositional phrases)

! words within 2 positions to the left  or right 
of the preposition

For words extracted using these rules, we col-
lected the following features: 

! the word itself
! lemma
! part-of-speech (both exact  and conflated 

(e.g. both 'VBD' and 'verb' for 'VBD'))
! synonyms of the first WordNet sense
! hypernyms of the first WordNet sense
! boolean indicator for capitalization

This resulted in several thousand features for the 
prepositions. We used information gain (Foreman, 
2003) in order to find the highest ranking features 
of each class and limited our classifiers to the top 
4000 features in order to reduce computation time.

2.3 Classifier Training

We chose maximum entropy (Berger, 1996) as our 
primary classifier because the highest performing 
systems in both the SemEval-2007 preposition 
sense disambiguation task (Ye and Baldwin, 2007) 
and the general word sense disambiguation task 
(Tratz et al., 2007) used it. We used the implemen-
tation provided by the Mallet machine learning 
toolkit (McCallum, 2002). Then, for the sake of 
comparison, we also built several other classifiers 
including multinomial naïve Bayes, SVMs, kNN, 
and decision trees (J48) using the WEKA toolkit 
(Witten, 1999). We chose the radial basis function 
(RBF) kernel for the SVMs and left all other pa-
rameters at their default values.

3 Results

We measured the accuracy of the classifiers over 
the test  set provided by SemEval-2007 and pro-
vided these results in Table 1. It  is notable that  our 
system produced good results with all classifiers: 
For three of the classifiers, the accuracy is higher 
than MELB, the winning system of the task. As 

expected, the highest  accuracy was achieved using 
the maximum entropy classifier.

Overall, our system outperformed the winning 
system by 0.058, an 8 percent improvement. A 
simple proportion test  shows this to be statistically 
significant at 0.001.

System Accuracy

kNN 684

SVM (RBF Kernel) 692

J48 decision trees 712

Multinomial Naïve Bayes 731

Maximum Entropy 751

Most Frequent Sense 396

IRST (Popescu et al., 2007) 496

KU (Yuret, 2007) 547

MELB (Ye and Baldwin, 2007) 693

Table 1. Accuracy results on SemEval-2007 data.

Since our initial cutoff of 4000 features was arbi-
trary, we reran our Maximum Entropy experiment 
multiple times with different cutoffs. Accuracy 
consistently increased as the feature limit was re-
laxed, resulting in 0.764 accuracy at  the 10k fea-
ture limit. These results are displayed in Figure 1.

Figure 1. Relationship between maximum feature limit 
and accuracy for the Maximum Entropy classifiers.

4 Related Work

The linguistic literature on prepositions and their 
use is copious and diverse. We restrict ourselves to 
the works that deal with preposition sense disam-
biguation in computational linguistics.

O'Hara and Wiebe (2003) make use of Penn 
Treebank (Marcus et  al., 1993) and FrameNet 
(Baker et  al., 1998) to classify prepositions. They 
show that  using high level features from the con-
text, such as semantic roles, significantly aids dis-

Figure 1: Maximum feature limit vs. accuracy for maxi-
mum entropy classifier

4 Related Work

The linguistic literature on prepositions and their use
is copious and diverse. We restrict ourselves to the
systems that competed in the SemEval 2007 Prepo-
sition Sense Disambiguation task. All three of the
systems within the framework of the SemEval task
used supervised learning algorithms, yet they dif-
fered widely in the data collection and model prepa-
ration.
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Ye and Baldwin (2007) participated in the Sem-
Eval task using a maximum entropy classifier and
achieved the highest accuracy of the participating
systems. The features they extracted were similar
to the ones we used, including POS and WordNet
features, but they used a substantially larger word
window, taking seven words from each side of the
preposition. While they included many higher level
features, they state that the direct lexical context
(i.e., bag-of-words) features were the most effective
and account for the majority of features, while syn-
tactic and semantic features had relatively little im-
pact.

Yuret (2007) used a n-gram model based on word
substitution by synonyms or antonyms. While this
proved to be quite successful with content words, it
had considerable problems with prepositions, since
the number of synonyms and/or antonyms is fairly
limited.

Popescu et al. (2007) take an interesting approach
which they call Chain Clarifying Relationship. They
are using a supervised algorithm to learn a regu-
lar language. They used the Charniak parser and
FrameNet information on the head, yet the features
they extract are generally not linguistically moti-
vated.

5 Discussion

Using the phrase structure allows for more freedom
in the choice of words for feature selection, yet still
guarantees to find words for which some syntactic
relation with the preposition holds. Extracting se-
mantic features from these words (hypernyms, syn-
onyms, etc.) allows for a certain degree of abstrac-
tion, and thus a high level comparison. O’Hara and
Wiebe (2003) also make use of high level features,
in their case the Penn Treebank (Marcus et al., 1993)
and FrameNet (Baker et al., 1998) to classify prepo-
sitions. They show that using high level features–
such as semantic roles–of words in the context sub-
stantially aids disambiguation efforts. They cau-
tion, however, that indiscriminately using colloca-
tions and neighboring words may yield high accu-
racy, but has the risk of overfitting. In order to mit-
igate this, they classify the features by their part of
speech. While we made use of collocation features,
we also took into account higher order aspects of the

context, such as the governing phrase, part of speech
type, and semantic class according to WordNet. All
other things being equal, this seems to increase per-
formance substantially.

As for the classifiers used, our results seem to
confirm that Maximum Entropy classifiers are very
well suited for disambiguation tasks. Other than
naı̈ve Bayes, they do not presuppose a conditional
independence between the features, which clearly
not always holds (quite contrary, the underlying syn-
tactic structure creates strong interdependencies be-
tween words and features). This, however, does not
satisfactory explain the ranking of the other classi-
fiers. One possible explanation could be the sensi-
tivity of for example decision trees to random noise.
Though we made use of information gain before
classification, there still seems to be a certain ten-
dency to split on features that are not optimal.

6 Conclusion

We showed that using a number of simple linguis-
tically motivated features can improve the accu-
racy of preposition sense disambiguation. Utilizing
widely used and freely available standard tools for
language processing and a set of simple rules, we
were able to extract these features easily and with
very limited preprocessing. Instead of taking a “bag
of words” approach that focuses primarily upon the
words within a fixed window size, we focused on el-
ements that are related via the phrase structure. We
also included semantic information gathered from
WordNet about the extracted words. We compared
five different classifiers and demonstrated that they
all perform very well, using our selected feature set.
Several of them even outperformed the top system
at SemEval. Our best result was obtained using a
maximum entropy classifier, just as the best partici-
pating system, leading us to believe that our primary
advantage was our feature set. While the contribu-
tion of the direct context (+/-7 words) might have
a stronger effect than higher level features (Ye and
Baldwin, 2007), we conclude from our findings that
higher level features do make an important contribu-
tion. These results are very encouraging on several
levels, and demonstrate the close interaction of syn-
tax and semantics. Leveraging these types of fea-
tures effectively is a promising prospect for future

99



machine learning research in preposition sense dis-
ambiguation.
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