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Abstract

One of the most common features across
all known languages is their variability
in word order. We show that differences
in the prenominal and postnominal place-
ment of adjectives in the noun phrase
across five main Romance languages is
not only subject to heaviness effects, as
previously reported, but also to subtler
structural interactions among dependen-
cies that are better explained as effects of
the principle of dependency length min-
imisation. These effects are almost purely
structural and show lexical conditioning
only in highly frequent collocations.

1 Introduction

One of the most widely observed characteristics
of all languages is the variability in the linear or-
der of their words, both across and within a single
language. In this study, we concentrate on word
order alternations where one structure can be lin-
earised in two different ways. Consider, for exam-
ple, the case when a phrasal verb (V + particle)
has a direct object (NP), in English. Two alter-
native orders are possible: VP1 = V NP Prt, and
VP2 = V Prt NP. If the NP is heavy, as defined in
number of words or number of syllables, it will be
frequently placed after the Prt, yielding the V-Prt-
NP order. Compare, for instance Call me up! to
Call up the customer who called yesterday. This
tendency is also formulated as a Principle of End
Weight, where phrases are presented in order of
increasing weight (Wasow, 2002). Cases of heavy
NP-shift (Stallings et al., 1998), dative alternation
(Bresnan et al., 2007) and other alternation pref-
erences among verbal dependents are traditionally
evoked to argue in favour of the “heaviness” effect.

In this work, we study the alternations in the
noun-phrase domain, much less investigated in

Figure 1: Percent of postnominal simple (green)
and heavy (red) adjectives across seventeen lan-
guages.

connection with the heaviness effect. Abeillé and
Godard (2000) introduce the heaviness of adjec-
tive phrases as a principle explaining their post-
nominal placement compared to ‘light’ adjectives
in French. Their observations have been recently
confirmed in a corpus study by Thuilier (2012).
Cross-linguistically, the data that we have col-
lected across many languages and several families,
presented in Figure 1, confirm the heaviness effect
for adjectives1. By extracting relevant statistics
from gold dependency annotated corpora, we can
observe that heavy adjectives (adjective phrases of
at least two words) appear more frequently post-
nominally than simple adjectives.

While the effect of size or heaviness is well-
documented, this statistics is very coarse and it
confounds various linguistic factors, such as types

1We use the following languages and treebanks: English,
Czech, Spanish, Chinese, Catalan, German, Italian (Hajič et
al., 2009), Danish, Dutch, Portuguese, Swedish (Buchholz
and Marsi, 2006), Latin, Ancient Greek (Haug and Jøhndal,
2008), Hungarian (Csendes et al., 2005), Polish (Woliński et
al., 2011), Arabic (Zeman et al., 2012), French (McDonald et
al., 2013). The extraction is based on the conversion to the
universal part-of-speech tags (Petrov et al., 2012).
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of adjectives, and annotation conventions of dif-
ferent corpora. From a typological perspective,
the formulation needs to be refined from a pref-
erence of end weight to a preference for all el-
ements being closer to the governing head: lan-
guages with Verb-Object dominant order tend to
put constituents in ‘short before long’ order, while
Object-Verb languages, like Japanese or Korean,
do the reverse (Hawkins, 1994; Wasow, 2002).
A more general explanation for the weight effect
has been sought in a general tendency to minimise
the length of the dependency between two related
words, called Dependency Length Minimisation
(DLM, Temperley (2007), Gildea and Temperley
(2007)).

In this paper, we look at the structural factors,
such as DLM, and lexical factors that play a role
in adjective-noun word order alternations in Ro-
mance languages and the predictions they make
on prenominal or postnominal placement of adjec-
tives. We concentrate on a smaller set of languages
than those shown in Figure 1 to be able to study
finer-grained effects than what can be observed at
a very large scale and across many different cor-
pus annotation schemes. We choose Romance lan-
guages because they show a good amount of vari-
ation in the word order of the noun phrase.

The DLM principle can be stated as follows:
if there exist possible alternative orderings of a
phrase, the one with the shortest overall depen-
dency length (DL) is preferred.

Consider, again, the case when a phrasal verb
(verb + particle) has a direct object (NP). Two al-
ternative orders are possible: VP1 = V NP Prt,
whose length is DL1 and VP2 = V Prt NP, whose
length isDL2. DL1 isDL(V-NP)+DL(V-Prt) =
|NP| + 1; DL2 is DL(V-NP) + DL(V-Prt) =
|Prt| + 1. If DL1 is bigger than DL2, then VP2

is preferred over VP1. Unlike the principle of End
Weight, this explanation applies also to languages
with a different word order than English.

The observation that human languages appear
to minimise the distance between related words is
well documented in sentence processing (Gibson,
1998; Hawkins, 1994; Hawkins, 2004), in cor-
pus properties of treebanks (Gildea and Temper-
ley, 2007; Futrell et al., 2015), in diachronic lan-
guage change (Tily, 2010). It is usually interpreted
as a means to reduce memory load and support ef-
ficient communication. Dependency length min-
imisation has been demonstrated on a large scale

in the verbal domain and at the sentence level, but
has not yet been investigated in the more limited
nominal domain, where dependencies are usually
shorter and might create lighter processing loads
that do not need to be minimised. In applying the
general principle of DLM to the dependency struc-
ture of noun phrases, our goal is to test to what
extent the DLM principle predicts the observed
adjective-noun word order alternation patterns.

In this paper, we develop and discuss a more
complex variant of a model described previously
(Gulordava et al., 2015) and extend its analysis.
First, we investigate whether the more complex
DLM principle is necessary to explain our findings
or if the simpler heaviness effect demonstrated for
many languages in Figure 1 is sufficient. The
answer is positive: the complexity introduced by
DLM is necessary. Then, we develop a more de-
tailed analysis of the only prediction of the model
that is only weakly confirmed, showing that this
result still holds under different definitions of de-
pendency length. We also present an in-depth
study to show that the DLM effect is structural, as
assumed, and not lexical. While it is well-known
that in French prenominal and post-nominal place-
ment of adjectives is sometimes lexically-specific
and meaning-dependent, this is not often the case
in other languages like Italian, and does not ex-
plain the extent of the variation.

2 Dependency length minimisation in the
noun phrase

In this section, we summarise the model in Gulor-
dava et al. (2015). In the next section we propose
a more complex model and study some factors in
depth. Gulordava et al. (2015) consider a proto-
typical noun phrase with an adjective phrase as a
modifier. They assume a simplified noun phrase
with only one adjective modifier adjacent to the
noun and two possible placements for an adjective
phrase: post-nominal and prenominal. The adjec-
tive modifier can be a complex phrase with both
left and right dependents (α and β, respectively).
The noun phrase can have parents and right mod-
ifiers (X and Y, respectively). The structures for
the possible cases are shown in Figure 2.

These structures correspond to examples like
those shown in (1), in Italian (X=‘vede’,
Adj=‘bella’, N=‘casa’, Y= ‘al mare’).
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DL1: X [NP [AP α Adj β ] N Y ]

d′
1

d′
2 d′

3

(a) Left external dependent, prenominal adjective

DL2: X [NP N [AP α Adj β ] Y ]

d′′
1

d′′
2

d′′
3

(b) Left external dependent, postnominal adjective

DL1: [NP [AP α Adj β ] N Y ] X

d′
1 d′

2
d′
3

(c) Right external dependent, prenominal adjective

DL2: [NP N [AP α Adj β ] Y ] X

d′′
1

d′′
2

d′′
3

(d) Right external dependent, postnominal adjective

Figure 2: Noun phrase structure variants and the
dependencies relevant for the DLM calculation
with right noun dependent Y.

RightNP=Yes RightNP=No
X=Left |β| − |α| 2|β|+ 1

X=Right −3|α| − 2 −2|α| − 1

Table 1: Dependency length difference for differ-
ent types of noun phrases. By convention, we al-
ways calculate DL1 −DL2.

(1) a. ...vede la bella casa al mare.

(’..sees the beautiful house at the sea’)

b. ...vede la casa bella al mare.

(’..sees the house beautiful at the sea’)

c. La bella casa al mare è vuota.

(’the beautiful house at the sea is empty.’)

d. La casa bella al mare è vuota.

(’the house beautiful at the sea is empty.’)

The differences in dependency lengths pre-
dicted by DLM are summarized in Table 1. DLM
makes predictions on adjective placement with re-
spect to the noun —prenominal or postnominal—

given the dependents of the adjectives, α and β,
and given the dependent of the noun Y.

The column RightNP=No shows the depen-
dency length difference for the two cases where
the noun does not have a right dependent Y. Given
that the calculation of DL differences is always
calculated as DL1 − DL2, the fact that the cell
(X=Left, RightNP=No) holds a positive value in-
dicates that DL1 > DL2 and that the differ-
ence in length depends only on β and not on
α. Conversely, the negative value of (X=Right,
RightNP=No) shows that DL1 < DL2 and that
the difference in length does not depend on β,
but only on α. This is not intuitive: intuitively,
one would expect that whether the Adjective is
left or right of the Noun depends on the relative
lengths of α and β, but instead if we look at all
the dependencies that come into play for a noun
phrase in a larger structure, the adjective position
depends on only one of the two dependents. The
table also shows that, on average, across all the
cells, the weights of α are less than zero while the
weights of β are greater than zero. This indicates
that DL1 < DL2, which means that globally the
prenominal adjective order is preferred.

DLM also makes predictions on adjective place-
ment with respect to the noun given the depen-
dents of the noun. Here the predictions of DLM
are not intuitive. DLM predicts that when the ex-
ternal dependency is right (the dependency from
the noun to its parent, X=right), then the adjective
is prenominal, else it is postnominal. To spell this
out, DLM predicts that, for example, we should
find more prenominal adjectives in subject NPs
than in NPs in object position. We discuss this
odd prediction below.

Another prediction that will be investigated in
detail is that when the noun has a right depen-
dent, the prenominal adjective position is more
preferred than when there is no right dependent, as
evinced by the fact that the RightNP = Yes column
is always greater than the RightNP = No column.

Gulordava et al. (2015) develop a mixed-effects
model to test which of the fine-grained predictions
derived from DLM are confirmed by the data pro-
vided by the dependency annotated corpora of five
main Romance languages. The different elements
in the DLM configuration are encoded as four fac-
tors: corresponding to the factors illustrated in
Figure 2 and example (1), represented as binary
or real-valued variables: LeftAP - the cumulative

249



length (in words) of all left dependents of the ad-
jective, indicated as α in Figure 2; RightAP - the
cumulative length (in words) of all right depen-
dents of the adjective, indicated as β in Figure 2;
ExtDep - the direction of the arc from the noun to
its parent X, an indicator variable; RightNP - the
indicator variable representing the presence or ab-
sence of the right dependent of the noun, indicated
as Y in Figure 2. 2

Their findings partly confirm the predictions
about adjective placement with respect to the noun
given the adjective dependents. The DLM predic-
tions about the position of the noun with respect
to its parent are instead not confirmed. Finally, the
prediction related to the presence of a right depen-
dent of the noun on the placement of the adjective
are confirmed.

In the next two sections, we replicate and inves-
tigate in more detail these results. First, we de-
velop and discuss a more detailed model, where
not only the factors, but also their interactions are
taken into account. Then, we compare the pre-
dictions of the DLM model to the predictions of
a simpler heaviness account, and confirm that the
complexity of DLM is needed, as a simpler model
based on heaviness of the adjective does not yield
the same effects. Then, we discuss the external
dependency factor, which, in the more complex
model with interactions, is a significant factor. Fi-
nally, the RightNP factor is significant in the fitted
model. The presence of a noun dependent on the
right of the noun favours a prenominal placement,
as predicted by DLM. We investigate the lexical
aspects of this result in a more detailed case study.

3 Analysis of Dependency Minimisation
Factors

The analysis that we develop here is based on the
assumption that DLM is exhibited by the depen-
dencies in the avalailable dependency-annotated
corpora for the five Romance languages.

3.1 Materials: Dependency treebanks

The dependency annotated corpora of five Ro-
mance languages are used: Catalan, Spanish, Ital-
ian (Hajič et al., 2009), French (McDonald et

2In addition, to account for lexical variation, they include
adjective tokens (or lemmas when available) as grouping vari-
ables introducing random effects. For example, the instances
of adjective-noun order for a particular adjective will share
the same weight value γ for the adjective variable, but across
different adjectives this value can vary.

al., 2013), and Portuguese (Buchholz and Marsi,
2006).

Noun phrases containing adjectives are ex-
tracted using part-of-speech information and de-
pendency arcs from the gold annotation. Specif-
ically, all treebanks are converted to coarse uni-
versal part-of-speech tags, using existing conven-
tional mappings from the original tagset to the uni-
versal tagset (Petrov et al., 2012). All adjectives
are identified using the universal PoS tag ‘ADJ’,
whose dependency head is a noun, tagged using
the universal PoS tag ‘NOUN’. All elements of
the dependency subtree, the noun phrase, rooted
in this noun are collected. For all languages where
this information is available, we extract lemmas
of adjective and noun tokens. The only treebank
without lemma annotation is French, for which we
extract token forms.3 A total of around 64’000 in-
stances of adjectives in noun phrases is collected,
ranging from 2’800 for Italian to 20’000 for Span-
ish.

3.2 Method: Mixed-Effects models

The interactions of several dependency factors are
analysed using a logit mixed effect models (Bates
et al., 2014). Mixed-effect logistic regression
models (logit models) are a type of Generalized
Linear Mixed Models with the logit link function
and are designed for binomially distributed out-
comes such as Order, in our case.

3.3 Factors and their interactions

While the original model in Gulordava et al.
(2015) represents the four main factors involved
in DLM in the noun phrase — α, β, RightNP and
ExtDep — the predictions described above often
mention interactions, which are not directly mod-
elled in the original proposal. We introduce inter-
actions, so that the model is more faithful to the
DLM predictions, as shown in (2) and in Table 2.
We do not take directly represent the interaction
between the LeftAP and RightAP because in our
corpora these two factors were both greater than
zero in only 1% of the cases.

3During preprocessing, we exclude all adjectives and
nouns with non-lower case and non-alphabetic symbols
which can include common names. Compounds (in Span-
ish and Catalan treebanks), and English borrowings are also
excluded. Neither do we include in our analysis noun phrases
which have their elements separated by punctuation (for ex-
ample, commas or parentheses) to ensure that the placement
of the adjective is not affected by an unusual structure of the
noun phrase.
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Predictor β SE Z p
Intercept -0.157 0.117 -1.33 0.182
LeftAP 2.129 0.183 11.63 < .001
RightAP 0.887 0.091 9.79 < .001
RightNP -0.794 0.056 -14.24 < .001
ExtDep -0.243 0.118 -2.06 0.039
RightNP:ExtDep 0.296 0.149 1.98 0.047
RightAP:RightNP:ExtDep -0.639 0.353 -1.81 0.070

Random effects Var
Adjective 1.989
Language 0.023

Table 2: Summary of the fixed and random effects in the mixed-effects logit model with interactions
(N = 15842), shown in (2). Non-significant factors are not shown.

Model Df AIC BIC logLik deviance χ2 Df p
Without interactions 7 12137 12190 -6061.3 12123
With interactions 14 12134 12241 -6052.9 12106 16.847 7 0.018∗

Table 3: Comparison of the fits of two models: the model with interactions (2) and a simpler model
without any interactions between the factors RightAP, LeftAP, RightNP and ExtDep.

yij = (LeftAP +RightAP ) ·RightNP ·
· ExtDep× β + γAdji

+ γLangj

(2)

Contrary to the model without interactions (Gu-
lordava et al., 2015), both the ExtDep factor and
its interaction with the RightNP factor are signifi-
cant. This interaction corresponds to the four dif-
ferent NP contexts presented in Table 1. Its sig-
nificance, then, can be taken as preliminary con-
firming evidence for the distinction of these con-
texts, as predicted by DLM. A direct comparison
of the two models, with and without interactions,
shows, however, that the effects of these interac-
tions are rather small (Table 3). The log-likelihood
test shows that the model with interactions fits the
data significantly better (χ2 = 16.8, p = 0.02),
but the comparison of the Bayesian Information
Criterion scores of the two models — criterion
which strongly penalises the number of parame-
ters — suggests that the model without interac-
tions should be preferred.

3.4 Comparison of DLM and heaviness
model

Dependency length minimisation was introduced,
as mentioned in the introduction, to better explain
processing effects at the sentence level for which
heaviness accounts were inadequate. However,
noun phrases are small and relatively simple do-
mains. We ask, then, if a model is sufficient where
the AP is not divided into LeftAP and RightAP, but

holistically represented by the size of the whole
AP.

Specifically, a simpler Heaviness model does
not make a difference between left and right de-
pendent of adjectives: all heavy adjectives are pre-
dicted to move post-nominally. Heaviness would
also not predict the interaction between placement
and the existence of a noun dependent to the right.

We compare, then, two minimally different
models. Since neither the external dependency
factor nor the interactions were shown to be highly
significant, we compare a simplified DLM model
shown in (3) to a model where AP is represented
only by its heaviness (number of words) as in (4).

yij = LeftAP · βLAP +RightAP · βRAP

+RightNP · βRNP + γAdji
+ γLangj

(3)

yij = SizeAP · βHV +RightNP · βRNP

+ γAdji
+ γLangj

(4)

The DLM model that distinguishes LeftAP
from RightAP in (3) fits the data better than a
model where AP is represented only by its heav-
iness as in (4), as can be seen in Table 4 and
from the difference in AIC values of two mod-
els (∆AIC = 146). This result confirms that the
complexity introduced by DLM minimisation is
needed, and confirms DLM as a property of lan-
guage, also in noun phrases. The main conceptual
difference between heaviness accounts and DLM

251



Df AIC BIC logLik deviance χ2 Df p
Model with SizeAP 5 12518 12557 -6254.1 12508
Model with LeftAP, RightAP 6 12372 12418 -6179.8 12360 148.5 1 < .001

Table 4: Comparison of the simplified DLM model in (3) and the heaviness model in (4).

accounts resides in the fact that the former do
not take into account the structure and the nature
of the context of the heavy element, while DLM
does. This model comparison shows that adjective
placement is not independent of its context.

Prediction for External Dependencies The ex-
pected effect of the external dependency of the
noun predicted by the DLM is borne out only
marginally. This factor predicts a difference be-
tween noun phrases that precede their head, for ex-
ample subjects, and noun phrases that follow their
head, for example objects. The prediction is unex-
pected, while the result that the factor is not highly
significant less so, as it is not immediately clear
why nouns preceding heads should behave differ-
ently from nouns that follow heads.

A possible explanation for this mismatch of
the predictions and the observed data patterns lies
in the assumptions underlying the DLM princi-
ple. We have assumed a definition of dependency
length as the number of words between the head
and the dependent, as found in the corpus annota-
tion. Our data are annotated using a content-head
rule, which assumes that the noun is the head of
the noun phrase. Hawkins (1994), in his well-
developed variant of DLM, postulates that min-
imisation occurs on the dependencies between the
head and the edge of the dependent phrase. For
noun phrases, the relevant dependencies will span
between the determiner which unambiguously de-
fines the left edge of the noun phrase and the head
of NP (e.g., a verb). The predictions of Hawkins’
theory for adjective placement will therefore differ
from the DLM predictions based on our definition.
As can be observed from Figure 2, the d′1 and d′′1
dependencies to the left edge of the NP will be
of equal length in cases (a) and (b) (similarly to
d′2 and d′′2 in cases (c) and (d)). The external de-
pendency is predicted therefore not to affect the
resulting adjective placement, as observed in the
data. This result lends weak support to a theory
where in this case the relevant dependency is be-
tween the parent and the edge of the dependent.

A question remains of what dependencies are

minimised when the noun phrase does not have a
determiner and the left edge of the noun phrase is
ambiguous.4 This issue is difficult to test in prac-
tice in our corpora. First, there are many more
cases (84% versus 16%) with left ExtDep (X is
on the right, e.g. for object NPs) than with right
ExtDep (X is on the left, e.g. for subjects) in Ro-
mance languages. This is because all of them, ex-
cept French, can optionally omit subjects. More-
over, the function of the NP, subject or object, and
therefore the ExtDep variable, correlates with the
definiteness of the NP. NPs in object position take
an article 75% of time while NPs in subject po-
sition take an article 96% of time. Consequently,
NPs without articles and on the left of the head are
observed only 135 times in our data sample (across
all languages). This small number of cases did not
allow us to develop a model.

4 In-depth study of the RightNP
dependency factor

The most novel result of the model in Gulordava
et al. (2015), extended here to the more complex
model (2) concerns the interaction between the ad-
jective position and the RightNP. This effect would
not be predicted by a heaviness explanation and
even in the DLM framework it is surprising that
minimisation should apply to such a short depen-
dency. We investigate this interaction in more de-
tail and ask two questions: is this effect evenly
spread across different nouns and adjectives or is it
driven by some lexical outliers? what are the lexi-
cal effects of the noun and its dependent? We anal-
yse a large amount of data constructed to be a rep-
resentative sample of adjective variation for sev-
eral nouns (around thirty for each language) and
very many adjectives and investigate noun phrases
with a right dependent introduced by the preposi-
tion ‘de/di’5.

4In one of his analyses, Hawkins claims that adjectives
define unambiguously the left edge of the NP, but this as-
sumption is controversial.

5For Italian, the preposition is ‘di’, while for other three
languages it is ‘de’. We do not consider complex prepositions
such as ‘du’ in French or ‘do’ in Portuguese.
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4.1 Data extracted from large PoS-tagged
corpora

We extract the data by querying automatically
a collection of corpora brought together by the
SketchEngine project (Kilgarriff et al., 2014).
This web-interface-based collection allows par-
tially restricted access to billion-word corpora of
Italian (4 billions of words), French (11 billions),
Spanish (8.7 billions) and Portuguese (4.5 bil-
lions). The corpora are collected by web-crawling
and automatically PoS-tagged. A similar Catalan
corpus was not available through this service.

First, we define the set of seed nouns that will be
queried. For each language, we use our treebanks
to find the list of the two-hundred most frequent
nouns which take the ‘di/de’ preposition as a com-
plement. A noun has ‘di/de’ as its right dependent
if there is a direct head-dependent link between
these elements in the gold annotation. Nouns in
the list which could be ambiguous between dif-
ferent types of parts of speech are replaced man-
ually. We randomly sample around thirty nouns,
based on the percentage of their co-occurrence
with ‘di/de’. Given the list of seed nouns, we
automatically queried the four corpora with sim-
ple regular patterns containing these nouns to ex-
tract cases of prenominal and postnominal noun-
adjective co-occurrences.6

For each noun, we collected a maximum of
100’000 matches for each of the two patterns,
which is the SketchEngine service limit. These
matches include left and right contexts of the pat-
tern and allow to extract the token following the
pattern, which can be ‘di/de’ or nothing.

We modeled the data using the Logit mixed ef-
fect models, with the Order as a response vari-
able, one fixed effect (Di) and nouns and adjec-
tives as random effects. We fit the maximal model
with both slope and intercept parameters, as shown
in model (5).

y = Di · (βDi + βAdji
+ βNounj )

+ γAdji
+ γNounj

(5)

We fit our models on a sample of data of around
200’000 instances of adjective-noun alternations
for each language, equally balanced for noun
phrases with Di = True and Di = False.

6Our patterns were of the type ‘[tag=”ADJ”] noun’ and
‘noun [tag=”ADJ”]’, where the tag field is specified for the
PoS tag of a token. In our case, ‘A.’ was the tag for adjectives
in , and ‘ADJ’ in Italian, French and Spanish.

Figure 3: Percent postnominal placement for the
thirty most frequent adjectives in French. (Noun
phrase has a right ‘de’-complement (green) and it
does not (red).

4.2 Results
The data shows that the Di effect is small, but
highly significant for all languages. The resulting
values are similar: for French βDi = −0.84, Por-
tuguese βDi = −0.95, Italian βDi = −1.14 and
Spanish βDi = −1.65 (all p < 0.001).

Figure 3 illustrates theDi effect for French (cu-
mulative for all nouns). We observe that most
of the adjectives appear more frequently prenom-
inally in noun phrases with a ‘de’ complement
than in noun phrases without a ‘de’ complement
(green columns are smaller than corresponding red
columns). Importantly, we observe a very similar
picture cross-linguistically for all four languages
and for the adjective alternation across the major-
ity of the nouns (if considered independently), as
shown in Figure 4.

This result agrees with our predictions, and
shows that DLM effects show up even in short
spans, where they are not necessarily expected.
If a postnominal adjective intervenes between the
noun and the dependent, the dependency length in-
creases only by one word (with respect to the noun
phrase with the prenominal adjective). Our results
nevertheless suggest that even such short depen-
dencies are consistently minimised. This effect is
confirmed in all languages.

4.3 Lexical effects on adjective placement
One of the lexical factors that could play a con-
founding role for the prenominal placement of ad-
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Figure 4: Percent postnominal placement for the thirty most frequent adjectives in Italian, Spanish, and
Portuguese (in this order). (Noun phrase has a right ‘de/di’-complement (green) and it does not (red).

jectives in Di constructions is the strength of the
‘Noun + di/de + Complement’ collocation. For ex-
ample, in the French compound ‘taux de chomage’
(‘unemployement rate’) the placement of an ad-
jective after the compound — ‘taux de chomage
important’ — is preferred in our corpora to the
adjacent postnominal placement (‘taux important
de chomage’). In our analysis, we do not extract
these types of post-NP adjectives. From this per-
spective, a drop in the percentage of postnominal
adjectives in ‘di’ cases could indicate that adjec-
tives prefer not to intervene between nouns and
their complements. We hypothesize that this de-
pendency is more strongly minimised than other
dependencies in the noun phrase because of this
strong lexical link.

We confirm that the Di effect is an interaction of
the DLM principle and lexical properties of com-
pounds by a further preliminary analysis of col-
locations. From the French data, we selected a
subset with the most frequent ‘Noun + de + Com-
plement’ sequences (10 for each seed noun) and a
subset with infrequent sequences (100 random de-
complements for each seed noun). We assume that
the frequency of the sequence is an indicator of the
collocational strength, so that highly frequent se-
quences are collocations while low frequency se-
quences are non-collocational combinations. The
first subset has a proportion of 78% prenominal
and 22% postnominal adjectives, while the second
subset has 61% prenominal and 39% postnominal
adjectives. We confirm, then, that in the frequent
collocations there is a substantial lexical effect in
adjective placement. However, we also observe a
preference of prenominal placement for the infre-
quent ‘Noun + de + Complement’ sequences that
are not collocational combinations, since prenom-
inal placement is still much higher than what is

observed for French adjectives, on average (46%
prenominal and 54% postnominal in our sample
of data). These numbers suggest that the Di effect
reported in the previous section is not a result of
mere lexical collocation effects and that, for low
frequency combinations at least, DLM is at play.

A different kind of lexical effect is shown in
Figure 5. Here we plot the percent postnominal
placement of the adjective, if the noun has a com-
plement introduced by di (of), che (that), per (for),
in Italian. We notice that adjective placement is
no longer as majoritarily prenominal for the right
dependent introduced by che and per as it is for
di. The main difference between di (of) and che
(that), per (for) is that the former introduces a PP
that is inside the NP that selects it, while che and
per usually do not, they are adjuncts, or infiniti-
vals or clauses. In the linguistic literature, this is
a distinction between arguments and adjuncts of
the noun and it is represented structurally. This
distinction is, then, a lexically-induced structural
distinction, and not simply a collocation.

5 Related work

Our work occupies the middle ground between
detailed linguistic investigations of weight effect
in chosen constructions of well-studied languages
and large scale demonstrations of the dependency
length minimisation principle.

Gildea and Temperley (2007) demonstrated that
DLM applies for the dependency annotated cor-
pora in English and German. They calculate ran-
dom and optimal dependency lengths for each
sentence given its unordered dependency tree
and compare these values to actual dependency
lengths. English lengths are shown to be close
to optimal, but for German this tendency is not as
clear. A recent study of Futrell et al. (2015) applies
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Figure 5: Percent postnominal placement for thirty most frequent adjectives in Italian, followed by
function word di, che, per, in this order. (Noun phrase has a right ‘di/per/che’-complement (green)
and it does not (red)).

this analysis on a large-scale, for more than thirty
languages that have dependency treebanks. Their
results also confirm the correspondence between
the dependency annotation and the experimental
data, something that has been reported previously
(Merlo, 1994; Roland and Jurafsky, 2002).

Much work in theoretical linguistics addresses
the adjective-noun order in Romance languages.
Such work typically concentrates on lexico-
semantic aspects of adjective placement (Cinque,
2010; Alexiadou, 2001). In our work, we account
for the strong lexical prenominal or postnominal
preferences of adjectives by including them as ran-
dom effects in our models.

Closest to our paper is the theoretical work of
Abeillé and Godard (2000) on the placement of
adjective phrases in French and recent corpus-
based work by Fox and Thuilier (2012) and
Thuilier (2012). Fox and Thuilier (2012) use a
dependency annotated corpus of French to extract
cases of adjective-noun variation and their syntac-
tic contexts. They model the placement of an ad-
jective as a lexical, syntactic and semantic multi-
factorial variation. They find, for example, that
phonologically heavy simple adjectives tend to be
postnominal. This result highlights the distinc-
tion between phonological weight and syntactic
weight, a topic which we do not address in the cur-
rent work.

6 Conclusion

In this paper, we have shown that differences in the
prenominal and postnominal placement of adjec-
tives in the noun phrase across five main Romance
languages is not only subject to heaviness effects,
but to subtler dependency length minimisation ef-
fects. These effects are almost purely structural

and show lexical conditioning only in highly fre-
quent collocations.

The subtle interactions found in this work raise
questions about the exact definition of what depen-
dencies are minimised and to what extent a given
dependency annotation captures these distinctions.
Future work will investigate more refined defini-
tions of dependency length minimisation, that dis-
tinguish different kinds of dependencies with dif-
ferent weights.
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Nianwen Xue, and Yi Zhang. 2009. The CoNLL-
2009 shared task: syntactic and semantic depen-
dencies in multiple languages. In Proceedings of
the Thirteenth Conference on Computational Natu-
ral Language Learning: Shared Task, CoNLL ’09,
pages 1–18, Stroudsburg, PA, USA. Association for
Computational Linguistics.

Dag T. T. Haug and Marius L. Jøhndal. 2008. Cre-
ating a Parallel Treebank of the Old Indo-European
Bible Translations. In Proceedings of the 2nd Work-
shop on Language Technology for Cultural Heritage
Data, pages 27–34, Marrakech, Morocco.

John A Hawkins. 1994. A performance theory of or-
der and constituency. Cambridge University Press,
Cambridge.

John A. Hawkins. 2004. Efficiency and Complexity in
Grammars. Oxford linguistics. Oxford University
Press, Oxford, UK.

Adam Kilgarriff, Vı́t Baisa, Jan Bušta, Miloš
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