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Introduction

A total of 9 tutorial proposals were submitted to the IJCNLP 2017 Tutorials track from which six were
finally accepted. We are grateful to the IJCNLP community for the diverse, and high-quality proposals
we received. This guarantees a strong tutorials track at IJCNLP 2017, but at the same time made the
selection process very difficult. All proposals were reviewed by the chairs with assistance by colleagues
and experts from the NLP community where necessary. The final selection was approved by the IJCNLP
2017 General Chair.

The following criteria guided the selection: (1) Quality: content, scope and organization of the proposal,
competence and experience of the presenters. (2) Diversity: We tried to include diverse topics ranging
from linguistically motivated approaches to current developments in deep learning. We would like to
emphasize that we also selected one tutorial on how to improve scientific presentatons. We believe that
our whole community – presenters and audience alike – will benefit from this tutorial. (3) Novelty:
Tutorials recently held at similar events were not selected.

We would like to thank all the presenters for putting a lot of effort in the tutorials. We are indebted to the
Local Chairs, the Publication Chairs and the IJCNLP 2017 General Chair for making it happen.

Enjoy,

Sadao Kurohashi, Kyoto University
Michael Strube, Heidelberg Institute for Theoretical Studies gGmbH
IJCNLP 2017 Tutorial Chairs
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Deep Learning in Lexical Analysis and Parsing

Wanxiang Che
Harbin Institute of Technology
car@ir.hit.edu.cn

Yue Zhang
Singapore University of Technology and Design

yue zhang@sutd.edu.sg

Abstract

Lexical analysis and parsing tasks, mod-
eling deeper properties of the words and
their relationships to each other, typi-
cally involve word segmentation, part-of-
speech tagging and parsing. A typical
characteristic of such tasks is that the out-
puts have structured. All of them can
fall into three types of structured predic-
tion problems: sequence segmentation, se-
quence labeling and parsing.

In this tutorial, we will introduce two
state-of-the-art methods to solve these
structured prediction problems: graph-
based and transition-based methods.
While, traditional graph-based and
transition-based methods depend on
“feature engineering” work, which costs
lots of human labor and may misses
many useful features. Deep learning just
right can overcome the above “feature
engineering” problem. We will further
introduction those deep learning models
which have been successfully used for
both graph-based and transition-based
structured prediction.

1 Tutorial Overview

Lexical analysis and parsing tasks, modeling
deeper properties of the words and their relation-
ships to each other, typically involve word seg-
mentation, part-of-speech tagging and parsing. A
typical characteristic of such tasks is that the out-
puts have structured. All of them can fall into three
types of structured prediction problems: sequence
segmentation, sequence labeling and parsing. Be-
cause of the pervasive problem of ambiguity, none
of the above problems are trivial to predict.

Two different methods have been used to solve
these structured prediction problems, including
graph-based methods and transition-based meth-
ods. The former differentiates output structures
based on their characteristics directly, while the
latter transforms output construction processes
into state transition processes, differentiating se-
quences of transition actions.

The conditional random fields (CRFs) are typi-
cal graph-based methods, which aim to maximize
the probability of the correct output structure. The
graph-based methods can also be applied to depen-
dency parsing, where the aim change to maximize
the score of the correct output structure.

At the beginning, the transition-based methods
were applied into dependency parsing. Latter, it
was found that sequence segmentation and label-
ing can also be modeled into a sequence of state
transition.

Both graph-based and transition-based meth-
ods depend on “feature engineering” work, that is
huge hand-crafted features and their combination
should be designed according to different tasks. It
usually cost lots of human labor. More seriously,
many useful features may be missed by human
beings. The features extracted from training data
also lack in generalization.

Neural networks, also with a fancy name deep
learning, just right can overcome the above “fea-
ture engineering” problem. In theory, they can use
non-linear activation functions and multiple layers
to automatically find useful features. The novel
network structures, such as convolutional or recur-
rent, help to reduce the difficulty further.

These deep learning models have been success-
fully used for both graph-based and transition-
based structured prediction. In this tutorial, we
will give a review of each line of work, by con-
trasting them with traditional statistical methods,
and organizing them in consistent orders.
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2 Outline

1. Typical Lexical Analysis and Parsing Tasks

• Word segmentation
• POS tagging
• Parsing
• Structured Prediction

– Sequence Segmentation
– Sequence Labeling
– Parsing

2. Deep Learning Background

• Multilayer Perceptron (MLP)
• Back-propagation
• Word Embedding
• Recurrent Neural Networks (RNNs)
• Recursive Neural Networks
• Convolutional Neural Networks (CNNs)

3. State-of-the-art Methods

• Graph-based Methods
– Conditional Random Fields
– Graph-based Dependency Parsing

• Transition-based Methods
– Greedy Shift-Reduce Dependency

Parsing
– Greedy Sequence Labeling
– Beam-search Training and Decod-

ing

4. Neural Graph-based Methods

• Neural Conditional Random Fields
• Neural Graph-based Dependency Pars-

ing

5. Neural Transition-based Methods

• Neural Greedy Shift-Reduce Depen-
dency Parsing

• Neural Greedy Sequence Labeling
• Globally Optimized Models

3 Instructors

Wanxiang Che is currently an associate profes-
sor of school of computer science and technology
at Harbin Institute of Technology (HIT) and visit-
ing associate professor of Stanford University (at
NLP group in 2012). His main research area lies
in Natural Language Processing (NLP). He cur-
rently leads a national natural science foundation

of China, a national 973 and a number of research
projects. He has published more than 40 papers in
high level journals and conferences, and published
two textbooks. He and his team have achieved
good results in a number of international technical
evaluations, such as the first place of CoNLL 2009
and the fourth place of CoNLL 2017. He was an
area co-chair of ACL 2016, publication co-chairs
of ACL 2015 and EMNLP 2011. The Language
Technology Platform (LTP), an open source Chi-
nese NLP system he leads to develop, has been
authorized to more than 600 institutes and indi-
viduals including Baidu, Tencent and so on. He
achieved the outstanding paper award honorable
mention of AAAI 2013, the first prize of techno-
logical progress award in Heilongjiang province
in 2016, Google focused research award in 2015
and 2016, the first prize of Hanwang youth inno-
vation award and first prize of the Qian Weichan
Chinese information processing science and tech-
nology award in 2010.

Yue Zhang is currently an assistant professor at
Singapore University of Technology and Design.
Before joining SUTD in July 2012, he worked as
a postdoctoral research associate in University of
Cambridge, UK. Yue Zhang received his DPhil
and MSc degrees from University of Oxford, UK,
and his BEng degree from Tsinghua University,
China. His research interests include natural lan-
guage processing, machine learning and artificial
Intelligence. He has been working on statistical
parsing, parsing, text synthesis, machine transla-
tion, sentiment analysis and stock market analysis
intensively. Yue Zhang serves as the reviewer for
top journals such as Computational Linguistics,
Transaction of Association of Computational Lin-
guistics (standing review committee) and Journal
of Artificial Intelligence Research. He is the as-
sociate editor for ACM Transactions on Asian and
Low Resource Language Information Processing.
He is also PC member for conferences such as
ACL, COLING, EMNLP, NAACL, EACL, AAAI
and IJCAI. He was the area chairs of COLING
2014, NAACL 2015, EMNLP 2015, ACL 2017
and EMNLP 2017. He is the TPC chair of IALP
2017.
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Multilingual Vector Representations
of Words, Sentences, and Documents

Gerard de Melo
Department of Computer Science

Rutgers University – New Brunswick
gdm@demelo.org

Abstract

Neural vector representations are now ubiq-
uitous in all subfields of natural language
processing and text mining. While meth-
ods such as word2vec and GloVe are well-
known, multilingual and cross-lingual vec-
tor representations have also become im-
portant. In particular, such representations
can not only describe words, but also of
entire sentences and documents as well.

1 Introduction

Vector representations are ubiquitous in all sub-
fields of natural language processing and text min-
ing. Well-known neural methods such as word2vec
and GloVe enable us to obtain distributed vector
representations of words, overcoming some of the
sparsity issues faced by traditional distributional
semantics methods. Such representations are learnt
from co-occurrence information drawn from large
monolingual corpora.

Oftentimes, however, we are interested in rep-
resentations that enable us to transition across lan-
guage boundaries. Thus, it is useful to consider
multilingual vector representations, covering multi-
ple languages, and in particular cross-lingual vector
representations, which capture the semantics of dif-
ferent items in the same vector space, even when
said items stem from different source languages.

This is useful for representations of individual
words (Section 2), but also of entire sentences (Sec-
tion 3) and documents (Section 4) as well.

2 Multilingual Word Vectors

One can distinguish several broad classes of algo-
rithms for inducing cross-lingual word vectors.

Projection Approaches. The first strategy is to
train multiple separate vector spaces using standard

methods and then align them cross-lingually. The
latter can be achieved using techniques such as
linear projections (Mikolov et al., 2013), Canonical
Correlation Analysis (Faruqui and Dyer, 2014), or
the approach by Gouws et al. (2015).

Parallel Corpora Approaches. The second
strategy is to rely on parallel corpora and directly
optimize a cross-lingual objective that considers
sentence translations. Examples include the meth-
ods proposed by Klementiev et al. (2012), Kočiský
et al. (2014), and Gouws and Søgaard (2015).
Some of these simply use aligned sentences, while
others require word alignments. Vulić and Moens
(2015a) showed that comparable documents may
suffice to learn bilingual embeddings.

External Supervision. Alternatively, a third
strategy is to draw on supplementary sources of
supervision. For this, one can extract more explicit
semantic information from text and then incorpo-
rate the mined knowledge into the objective func-
tion (Chen and de Melo, 2015; Chen et al., 2016).
Loza Mencı́a et al. (2016) propose exploiting docu-
ment labels as a surrogate form of supervision for
higher-quality embeddings.

Finally, one can also draw on lexical knowl-
edge graphs such as WordNet and its multilingual
extensions (de Melo and Weikum, 2010), or on
Wikipedia (de Melo and Weikum, 2014). These
resources provide a rich source of information to
induce massively multilingual word vectors cover-
ing hundreds of languages in the same space (de
Melo, 2015; de Melo, 2017), with the additional ad-
vantage of also yielding sense- or concept-specific
representations.

3 Multilingual Sentence Vectors

Next, we turn to vector representations of sen-
tences.
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Word Vector-inspired Approaches. A widely
used strategy is to simply average the word vectors
of words in a given sentence. Despite its simplicity,
this method often works surprisingly well (Wieting
et al., 2015; Arora et al., 2017).

An early attempt to incorporate sentences more
explicitly into the objective function was pro-
posed with the Paragraph Vectors approach (Le
and Mikolov, 2014). This method is also occasion-
ally referred to as doc2vec, as it straightforwardly
extends word2vec to additionally create represen-
tations of sentences or other longer units. Sev-
eral authors have devised bilingual variants of the
Paragraph Vector approach (Pham et al., 2015; Mo-
gadala and Rettinger, 2016).

The Skip-Thought Vector approach (Kiros et al.,
2015), while also inspired by the word2vec skip-
gram method, instead draws on recurrent units to
encode and decode sentence representations such
that the resulting representations are optimized for
predicting neighbouring sentences.

External Supervision. Wieting et al. (2015) ex-
plored using supervision from paraphrase informa-
tion to obtain custom-tailored word vectors that
give rise to high-quality sentence embeddings. The
InferSent approach (Conneau et al., 2017) relies on
supervision from the Stanford Natural Language In-
ference data as an auxiliary task to obtain sentence
representations. In terms of cross-lingual methods,
neural machine translation based on sequence-to-
sequence learning can give rise to vector encodings
of multilingual input sentences (Luong et al., 2015).
These have been shown to be semantically mean-
ingful (Schwenk and Douze, 2017).

4 Multilingual Document Vectors

Finally, we consider representations of entire text
documents.

Word Vector-inspired Approaches. To obtain
document representations, a common choice is
again to simply take the average of word vectors,
or a suitably weighted sum. In doing so, one can di-
rectly rely on multilingual word vectors to generate
cross-lingual documents representations (Klemen-
tiev et al., 2012) that can be used for tasks such
as cross-lingual text classification (de Melo and
Siersdorfer, 2007).

A fallback strategy is to translate all documents
to a single language and then consider monolin-
gual document similarity metrics. This approach

may be more costly in terms of the resources used,
and may neglect language-specific subtleties. Still,
in practice, it does appear to be a strong baseline
(de Melo and Siersdorfer, 2007).

Modeling Document Semantics. While many
methods treat sentences and documents as inter-
changeable, there are significant differences be-
tween the two. Methods that focus specifically on
properties of documents have the potential to yield
higher-quality document-level embeddings. Bag-
of-words vectors can be rendered cross-lingual by
translating individual words (Song et al., 2016), or
by moving from original words to bag-of-concept
representations (de Melo and Siersdorfer, 2007),
optionally drawing on distributed vectors for con-
cepts (de Melo, 2017). Representations may also
account for the salience of different parts of the text
(Yang et al., 2016, 2017). Hermann and Blunsom
(2014) train a siamese-style network architecture
on a parallel corpus such that it learns to compose
sentence representations into document representa-
tions. Finally, when documents are to be compared
against short queries, it is important to consider
the peculiarities of relevance modeling (Vulić and
Moens, 2015b; Hui et al., 2017), which differs from
semantic similarity modeling.

5 Conclusion

In summary, vector representations have made it
easier to target multilingual and cross-lingual se-
mantics. This is possible both at the level of indi-
vidual words as well as at the level of sentences or
even entire documents.

Biography

Gerard de Melo is an Assistant Professor of Com-
puter Science at Rutgers University, heading a team
of researchers working on NLP, Big Data analytics,
and web mining. He has published over 80 pa-
pers on these topics, with Best Paper/Demo awards
at WWW 2011, CIKM 2010, ICGL 2008, the
NAACL 2015 Workshop on Vector Space Mod-
eling, as well as an ACL 2014 Best Paper Honor-
able Mention, a Best Student Paper Award nomi-
nation at ESWC 2015, and a thesis award for his
work on graph algorithms for knowledge modeling.
Notable research projects include UWN/MENTA,
the first massively multilingual version of Word-
Net, and Lexvo.org, an important hub in the Web
of Data. For further information, please refer to
http://gerard.demelo.org.
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1 Tutorial Overview

Until recently, the goal of developing open-
domain dialogue systems that not only emulate hu-
man conversation but fulfill complex tasks, such
as travel planning, seemed elusive. However, we
start to observe promising results in the last few
years as the large amount of conversation data
is available for training and the breakthroughs in
deep learning and reinforcement learning are ap-
plied to dialogue. In this tutorial, we start with
a brief introduction to the history of dialogue re-
search. Then, we describe in detail the deep learn-
ing and reinforcement learning technologies that
have been developed for two types of dialogue
systems. First is a task-oriented dialogue system
that can help users accomplish tasks, ranging from
meeting scheduling to vacation planning. Second
is a social bot that can converse seamlessly and
appropriately with humans. In the final part of the
tutorial, we review attempts to developing open-
domain neural dialogue systems by combining the
strengths of task-oriented dialogue systems and
social bots. The tutorial material is available at
http://opendialogue.miulab.tw.

2 Outline

1. Introduction & Background [15 min.]
• Brief history of dialogue research
• Challenges of developing dialogue

agents
• Task-oriented dialogue systems
• Social chat bots
• How to evaluate dialogue systems
• Neural network basics
• Reinforcement learning (RL) basics

2. Task-Oriented Dialogue System [75 min.]
• Natural language understanding (NLU)

– Domain and intent classification
– Slot tagging

– Joint semantic frame parsing
– Contextual language understanding
– Structural language understanding

• Dialogue management (DM) – Dialogue
state tracking (DST)

– Neural belief tracker
– Multichannel tracker

• Dialogue management (DM) – Dialogue
policy optimization

– Dialogue RL signal
– Deep Q-network for learning policy
– Hierarchical RL for learning policy

• Natural language generation (NLG)
– Rule-based NLG
– Learning-based NLG
– Structural NLG
– Contextual NLG

• End-to-end task-oriented dialogue sys-
tems

– Joint learning of NLU and DM
– Supervised learning for dialogues
– Memory networks for dialogues
– RL-based InfoBot
– LSTM-based dialogue control
– RL-based task-completion bots

3. Social Chat Bots [75 min.]
• Neural response generation models
• Making the response diverse
• Making the response consistent
• Deep reinforcement learning for re-

sponse generation
• Image-grounded response generation
• Knowledge-grounded response genera-

tion
• Generative seq2seq for task-oriented di-

alogues
• Combining task-oriented bots and social

bots
4. Challenges & Conclusions [15 mins]
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Speech 
Recognition

Language Understanding (LU)
• Domain Identification
• User Intent Detection
• Slot Filling

Dialogue Management (DM)
• Dialogue State Tracking (DST)
• Dialogue Policy Optimization

Natural Language 
Generation (NLG)

Hypothesis
are there any action 
movies to see this 
weekend

Semantic Frame
request_movie(genre=action, date=this weekend)

System Action / 
Policy
request_location

Text response
Where are you located?

Text Input
Are there any action movies to see this weekend?

Speech Signal

Backend 
Knowledge 
Providers

Figure 1: Pipeline framework of task-oriented dialog system.

3 Task-Oriented Dialogue Systems

The architecture of a task-oriented dialogue sys-
tem is illustrated in Figure 1 (Tur and De Mori,
2011). It consists of three components, natu-
ral language understanding (NLU), dialogue man-
agement (DM), and natural language generation
(NLG) (Rudnicky et al., 1999; Zue et al., 2000;
Zue and Glass, 2000).

Natural Language Understanding NLU tradi-
tionally consists of domain identification and in-
tent prediction, which are framed as utterance
classification problems, and slot filling, framed as
a sequence tagging task.

With the advances on deep learning, recent de-
velopment has been focused on neural approaches.
Ravuri and Stolcke (2015) proposed an RNN
architecture for intent determination. Xu and
Sarikaya (2013) incoporated features generated
using neural approaches into the CRF framework
for slot filling. Yao et al. (2013) and Mesnil et al.
(2015) later employed soly the RNN-based se-
quence labeling model for slot filling. Such an
architecture has been further extended to jointly
model intent detection and slot filling in mul-
tiple domains (Hakkani-Tür et al., 2016; Jaech
et al., 2016). End-to-end memory networks have
shown to provide a good mechanism for integrat-
ing global knowledge context and local dialogue
context into these models (Chen et al., 2016a,b).
In addition, the importance of the NLU module is
investigated in Li et al. (2017a), showing that dif-
ferent types of errors from NLU can degrade the
whole system’s performance in a reinforcement
learning setting.

Dialogue Management DM plays two roles,
tracking the dialogue state and performing the dia-
logue policy (i.e., telling the agent how to act given
the dialogue state.)

The state-of-the-art dialogue managers monitor
the dialogue progress (state) using neural dialogue
state tracking models (Henderson et al., 2013).
Recent work shows that that Neural Dialog Man-
agers provide conjoint representations between the
utterances, slot-value pairs as well as knowledge
graph representations (Wen et al., 2016; Mrkšić
et al., 2016; Liu and Lane, 2017), and thus make
the deployment of large-scale dialogue systems for
complex domain much easier.

A partially observable Markov decision process
(POMDP) has been shown to be an effective math-
ematical framework for dialogue policy learning
since it can model the uncertainty such as those
caused by speech recognition errors and seman-
tic decoding errors (Williams and Young, 2007;
Young et al., 2013). Under POMDP, dialogue pol-
icy is trained using reinforcement learning (RL)
where the agent learns how to act based on the re-
ward signals recieved from the environment (Sut-
ton and Barto, 1998).

Natural Language Generation NLG ap-
proaches can be grouped into two categories, one
focuses on generating text using templates or rules
(linguistic) methods, the other uses corpus-based
statistical methods (Oh and Rudnicky, 2002).

The RNN-based models have been applied to
language generation for both social bots and
task-orientated dialogue systems (Sordoni et al.,
2015; Vinyals and Le, 2015; Wen et al., 2015b).
The RNN-based NLG can learn from unaligned
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Figure 2: Illustration of a sequence-to-sequence model for chit-chat dialogues.

data by jointly optimizing sentence planning and
surface realization, and language variation can
be achieved by sampling from output candi-
dates (Wen et al., 2015a). Moreover, Wen et al.
(2015b) improved the prior work by adding a gat-
ing mechanism to control the dialogue act during
generation in order to avoid repetition.

End-to-End Task-Oriented Dialogue System
Awaring the representation power of deep neural
networks, there are more and more attempts to
learning dialogue systems in an end-to-end fash-
ion using different learning frameworks, includ-
ing supervised learning and reinforcement learn-
ing (Yang et al., 2017).

Wen et al. (2016) and Bordes and Weston
(2016) introduced a network-based end-to-end
trainable task-oriented dialogue system. The au-
thors treated training a dialogue system as learn-
ing a mapping from dialogue histories to sys-
tem responses, and applied an encoder-decoder
model.However, the system is trained in a super-
vised fashion that requires a lot of training data.
Thus, the agent cannot learn a robust dialogue pol-
icy since it never explore the unknown space that
is not covered by the limited training data.

Zhao and Eskenazi (2016) presented an end-to-
end reinforcement learning (RL) approach to di-
alogue state tracking and policy learning. They
show some promising results when applying the
agent to the task of guessing the famous person
a user is thinking of. Dhingra et al. (2017) pro-
posed an end-to-end differentiable KB-Infobot for
efficient information access. Li et al. (2017b) pre-
sented an end-to-end neural dialogue system for
task completion. The agent can handle a wide var-
ity of question types, including user-initated re-
quest.

4 Social Chat Bots

Social bots are of growing importance in facil-
itating smooth interaction between humans and
their electronic devices. Recently, researcher have
begun to explore data-driven generation of con-
versational responses within the framework of
nerual machine translation (NMT) in the form
of encoder-decoder or seq2seq models (Sordoni
et al., 2015; Vinyals and Le, 2015; Li et al.,
2016a), as illustrated in Figure 2.

However, the generated responses are often too
general to carry meaningful information, such as
“I don’t know.”, which can serve as a response to
any user questions. A mutual information based
model was proposed to address the issue, a mu-
tual information model is proposed by Li et al.
(2016a), and is later improved by using deep re-
inforcement learning (Li et al., 2016c). Further-
more, Li et al. (2016b) presented a persona-based
model to address the issue of speaker consistency
in neural response generation.

Although task-oriented dialogue systems and
social bots are originally developed for different
purposes, there is a trend of combining both as
a step towards building an open-domain dialogue
agent.

For example, on the one hand, Ghazvininejad
et al. (2017) presented a fully data-driven and
knowledge-grounded neural conversation model
aimed at producing more contentful responses
without slot filling. On the other hand, Zhao et al.
(2017) proposed a task-oriented dialogue agented
based on the encoder-decoder model with chatting
capability.

5 Instructors

Yun-Nung (Vivian) Chen is currently an assis-
tant professor at the Department of Computer Sci-

8



ence, National Taiwan University. She earned
her Ph.D. degree from Carnegie Mellon Univer-
sity, where her research interests focus on spo-
ken dialogue system, language understanding, nat-
ural language processing, and multi-modal speech
applications. She received the Google Faculty
Research Awards 2016, two Student Best Paper
Awards from IEEE SLT 2010 and IEEE ASRU
2013, a Student Best Paper Nominee from Inter-
speech 2012, and the Distinguished Master The-
sis Award from ACLCLP. Before joining National
Taiwan University, she worked in the Deep Learn-
ing Technology Center at Microsoft Research
Redmond. More information about her can be
found at http://vivianchen.idv.tw.

Jianfeng Gao is Partner Research Manager in
Business AI at Microsoft AI and Research. From
2014 to 2017, he was Partner Research Manager
and Principal Researcher at Deep Learning Tech-
nology Center at MSR Redmond. He leads the de-
velopment of AI solutions to Predictive Sales and
Marketing. Gao also works on deep learning for
text and image processing and leads the develop-
ment of AI systems for dialogue, machine reading
comprehension, and question answering. From
2006 to 2014, he was a principal researcher at NLP
Group at MSR Redmond, working on Web search,
query understanding and reformulation, ads pre-
diction, and statistical machine translation. From
2005 to 2006, Gao was a research lead in Natural
Interactive Services Division at Microsoft, work-
ing on Project X, an effort of developing natural
user interface for Windows. From 1999 to 2005,
Gao was a research lead in Natural Language
Computing Group at MSR Asia, developing the
first Chinese speech recognition system released
with Microsoft Office, the Chinese/Japanese In-
put Method Editors which were the leading prod-
ucts in the market, and the natural language
platform for Windows Vista. More information
can be found at https://www.microsoft.
com/en-us/research/people/jfgao/.
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Abstract

In just a few years, Neural Machine Trans-
lation (NMT)(Bahdanau et al., 2015; Cho
et al., 2014) has become the main ap-
proach to Machine Translation as well as
one of the most successful application of
Deep Learning to NLP. It leverages pow-
erful machine learning techniques to train
complex translation models in an end-to-
end manner. Although this area of re-
search is pretty new, the many recent de-
velopments combined with the practical
difficulties of deep learning can make it
difficult for a researcher lacking the back-
ground and practical experience to de-
velop state-of-the-art models. This tutorial
is aimed at people who want to conduct
NMT research but have little prior expe-
rience in this field. We hope that by the
end of the tutorial the audience will have a
working understanding of the basics, prac-
tical aspects and the recent advancements
in NMT.

1 Tutorial Overview
This tutorial is primarily aimed at researchers who
are fairly new to the world of NMT and want to
obtain a deep understanding of NMT fundamen-
tals. Because it will also cover the latest develop-
ments in NMT, it should also be useful to attendees
with more experience in NMT. Roughly half of the
tutorial will be spent on understanding the work-
ing of the sequence-to-sequence encoder-decoder
with attention mechanism. This model introduced
in (Bahdanau et al., 2015) has become the de facto
baseline model in MT research.

The latter half of this tutorial will cover some
practical aspects of applying NMT models such as
preprocessing (especially in the case of Asian lan-
guages), model training and translation search (de-

coding). Some of these practical aspects are rarely
explicitely described, but are important when one
wants to obtain state-of-the-art results. This will
be followed by a fairly comprehensive review
of the recent advancements and trends in NMT
that constitute the state of the art, in particu-
lar the recent trend trying to replace the recur-
rent components with more computation-efficient
feed-forward components (as in (Vaswani et al.,
2017)). This half of the tutorial will be useful to
both NMT beginners as well as those with a fair
amount of experience.

2 Structure
1. Introduction: The appearance of NMT in

the Machine Translation world ( 15 min)

• A quick review of the evolution of the
approaches to Machine Translation

• Applications of NMT beyond trans-
lation (POS Tagging, Parsing, etc)
(Vinyals et al., 2015) and related topics
(Image Captioning).

2. The Encoder-Decoder Model ( 45 min)

The objective of this part of the tutorial is to
give an indepth explanation of the recurrent
NMT model that uses attention. We will give
enough details to make sure that the audience
has a good working idea of the NMT model
and be in a position to try and implement it
by themselves.

• The general architecture of the recurrent
sequence-to-sequence model.

• Background information and notations
(including linear algebra needed to un-
derstand).

• Quick overview of recurrent neural net-
work basics (LSTMs, GRUs, etc).

• Generic sequence to sequence model.
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• Encoder-Decoder model without atten-
tion and the results.

• Attention mechanism and its results and
implications.

• Variations of attention mechanisms like
local attention and various attention
strategies (dot product, linear combina-
tion, etc) (Luong et al., 2015).

• Visualizations of attention mechanisms.
• Model training in an end to end fashion.
• Limitations of the current model (Un-

known words, gradient propagation is-
sues in stacked RNNs etc).

(EXTRA) Overview of implementations
of the NMT models and the frameworks:
KNMT1, Lamtram2, Open NMT3, Nema-
tus4, Tensor2Tensor5.

Coffee Break ( 30 min)

3. Practical NMT ( 45 min)

The objective of this part of the tutorial is
to augment the audience’s understanding of
NMT with various practical ideas that can
help improve the quality and speed of NMT
as well as showcase the many black box ap-
plications of NMT.

• Preprocessing and management of rare
words.

• Subword units to enable infinite vocab-
ulary.

• BPE (Byte Pair Encoding) and its im-
pact on translation quality (Sennrich
et al., 2016b).

• Using monolingual corpora to improve
NMT (Gülçehre et al., 2015; Sennrich
et al., 2016a).

• Training and Translation search.
• Optimization algorithms (ADAM etc).
• Residual connections.
• Training schedules for optimal results

(ADAM –> SGD –> annealing –> early
stopping).

1https://github.com/fabiencro/knmt
2https://github.com/neubig/lamtram
3http://opennmt.net
4https://github.com/EdinburghNLP/nematus
5https://github.com/tensorflow/tensor2tensor

• Regularization, dropout and hyperpa-
rameter tuning to improve results.

• Beam search, model averaging and en-
sembling.

4. Recent Developments ( 45 min)

The objective of this part of the tutorial is
to bring the audience up to speed with the
current SOTA (state-of-the-art) NMT models
and advancements. We plan to enumerate the
most important ones and thereby provide the
audience members a roadmap to understand-
ing the big picture.

• Facebook’s CNN (Convolutional Neural
Network) based NMT model (Gehring
et al., 2017).

• Google’s Transformer (Vaswani et al.,
2017) that replies purely on attention
and feedforward networks (SOTA for
WMT tasks).

• Results and speedup in training
achieved by these architectures.

• Multilingual Multiway NMT (ML-
NMT) (Firat et al., 2016) and Zero Shot
NMT (Johnson et al., 2016).

• Other advances (search-guided, latent
graph, pointer networks)

5. Summary and Conclusion

3 About the Speakers
• Raj Dabre: Graduate School of Informatics,

Kyoto University, Japan (raj@nlp.ist.i.kyoto-
u.ac.jp)

Raj Dabre is a 3rd year PhD student at Ky-
oto University. His research interests center
on natural language processing, particularly
neural machine translation for low resource
languages and domain adaptation. He has
MT-related publications in ACL, NAACL,
COLING and WMT. He was a part of the
organizing committee of COLING 2012 and
has coordinated joint research between Kyoto
University (Japan) and IIT Bombay (India).

• Dr. Fabien Cromieres: Japan Sci-
ence and Technology Agency (JST), Japan
(fabien@nlp.ist.i.kyoto-u.ac.jp)

Fabien Cromieres is currently working with
the Japan Science and Technology Agency in
a project aiming at improve the translation of
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technical documents between Japanese and
Chinese. Initially focused on Example-Based
Machine Translation, he has been working
on Neural Machine Translation since the
end of 2015. He is one of the authors of
KyotoEBMT and KyotoNMT MT systems
and has MT-related publications in EACL,
NAACL, EMNLP and WAT.

• Dr. Toshiaki Nakazawa: Japan Sci-
ence and Technology Agency (JST), Japan
(nakazawa@nlp.ist.i.kyoto-u.ac.jp)

Toshiaki Nakazawa is currently working for
the Japan Science and Technology Agency
(JST) as a researcher of Project on Practical
Implementation of Japanese to Chinese and
Chinese to Japanese Machine Translation.
His research interests center on natural lan-
guage processing, particularly language re-
source construction, linguistically motivated
machine translation and NLP tools in human
activities. He is one of the authors of Ky-
otoEBMT and has MT-related publications in
NAACL, EMNLP, COLING and WAT. He is
also one of the organizers of the WAT work-
shops.
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1 Tutorial Description

There is no question that our research commu-
nity have, and still has been producing an insur-
mountable amount of interesting strategies, mod-
els and tools to a wide array of problems and chal-
lenges in diverse areas of knowledge. But for as
long as interesting work has existed, we’ve been
plagued by a great unsolved mystery: how come
there is so much interesting work being published
in conferences, but not as many interesting and en-
gaging posters and presentations being featured in
them? After extensive research and investigation,
we think we have finally found cause.

We believe this problem is not being caused di-
rectly by our undoubtedly competent researchers
themselves, but rather by three organisms which
have seemingly infected a great deal of our com-
munity:

• The Style-Eating Bacteria: Have you ever
gotten put off after seeing a large poster made
with a basic standard template containing no
images, graphs or diagrams illustrating it? It
might have been made by a researcher carry-
ing these bacteria.

• The Character-Replicating Virus: Every
time you’ve watched an oral presentation fea-
turing slides full of text and formulae which
are read in their integrity by the presenter,
you met a victim of this virus.

• The Speech-Jamming Parasite: The un-
luckiest among us will have to watch this
silent killer ruin our presentations in front of
the biggest names in our field. Non-native
English speakers and introspective presenters
are the most vulnerable targets.

In this tutorial, we present practical and
straightforward solutions to researchers who feel

like they have been infected by one or more of
these ruthless guests. Our tutorial will cover the
two main ways through which we present our
work to the community: posters and oral presenta-
tions.

When it comes to posters, we will introduce var-
ious ways through which authors can change the
style and content of their posters in order to al-
low them to draw more attention in those crowded
poster sessions. We will use step-by-step exam-
ples of poster overhauling to teach attendants how
to properly address various issues that are unfor-
tunately commonly found in conference posters in
our field, such as bland styling, verbose sections,
insufficient illustrating and others.

For oral presentations, we will teach attendants
to create slide presentations that not only make it
easier to keep the attention of attendants from be-
ginning to end, but also facilitate the life of the
presenter in case they do not feel like they have
good English proficiency. We will also present
some simple techniques that presenters can use to
feel more confident during their oral presentations,
as well as during the sometimes dreaded “question
and answer” session afterwards. A lot of our focus
will be turned to non-native English speakers with
low speaking proficiency, since we believe those
researchers are the ones who have the hardest time
during oral presentations.

2 Tutorial Outline

1. Posters

• Problems:
– Unnecessary information
– Poor section structuring
– Not enough visuals
– Too much text
– Bland styling

• Solutions:
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– What to remove and what to keep
– Poster sectioning made simple
– How to make things visual:
∗ Equations
∗ Languages and locations
∗ Models and methods
∗ Results and findings
∗ Other concepts

– Where to find cool poster templates
– Step-by-step poster overhaul

2. Slide presentations:

• Problems:
– Unessential content
– Verbose sections
– Poor fluidity
– Bland styling

• Solutions:
– What content to exclude
– Making things more visual
– Making more dynamic slides
– Where to find cool slide templates
– Step-by-step slides overhaul

3. Oral presentations:

• Problems:
– Slide reading
– Stage fright
– Lack of confidence
– Low English proficiency

• Solutions:
– How to prepare beforehand
– Summarising your presentation
– Making and using cue cards
– Finding a “presentation buddy”

3 Instructors

• Gustavo Henrique Paetzold: A Research
Associate at the University of Sheffield, UK,
who has recently written a Ph.D. thesis on
Lexical Simplification for Non-Native En-
glish Speakers. His main areas of expertise
are Text Simplification and Quality Estima-
tion. Gustavo is currently one of the lead re-
searchers in the SIMPATICO project, which
aims to provide novel solutions for Text Sim-
plification, and has received the award for
“Best Computer Science Undergraduate Stu-
dent of 2013” from the State University of
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1 Tutorial Description

The principle of compositionality states that the
meaning of a complete sentence must be explained
in terms of the meanings of its subsentential parts;
in other words, each syntactic operation should
have a corresponding semantic operation. In re-
cent years, it has been increasingly evident that
distributional and formal semantics are comple-
mentary in addressing composition; while the
distributional/vector-based approach can naturally
measure semantic similarity (Mitchell and Lapata,
2010), the formal/symbolic approach has a long
tradition within logic-based semantic frameworks
(Montague, 1974) and can readily be connected to
theorem provers or databases to perform compli-
cated tasks. In this tutorial, we will cover recent
efforts in extending word vectors to account for
composition and reasoning, the various challenging
phenomena observed in composition and addressed
by formal semantics, and a hybrid approach that
combines merits of the two.

For introduction, we briefly review the syntax-
semantics interface and word vectors, the two start-
ing points of this tutorial.

Then, we discuss vector-based models for com-
position, in which word vectors are combined into
phrase/sentence vectors according to some syntac-
tic structure (Hashimoto et al., 2014; Pham et al.,
2015; Tian et al., 2016). The word vectors and
composition operations are jointly learned in an
unsupervised manner in these models. We mention
but do not focus on approaches disregarding syntax,
such as recurrent neural networks.

Next, we move to recent advances in machine
learning theory of the most fundamental compo-
sition operation, the additive composition (Tian
et al., 2017). We explain why additive composition
works, how to train additive compositional vectors
and how to use them in semantic composition.

As a final part of the vector-based approach, we
discuss applications of vector-based composition
related to database and reasoning, such as Guu et al.
(2015) and Rocktäschel et al. (2015).

We introduce the symbolic approach to compo-
sition, also under the principles behind the syntax-
semantics interface; its symbolic nature allows
the use of theorem provers to perform natural lan-
guage inferences. As an example, we show how
this semantic composition takes place over syntac-
tic derivations in Combinatory Categorial Gram-
mar (CCG) (Steedman, 2000). We also demon-
strate how different semantic theories can be imple-
mented over a variety of syntactic grammars (not
only CCG) using ccg2lambda (Martı́nez-Gómez
et al., 2016), an open-sourced general framework
for compositional semantics.

We then introduce the problem of Recognizing
Textual Entailment (RTE) (Dagan et al., 2009),
where we test whether a text T entails a hypothesis
H. We compare different logic frameworks, includ-
ing first-order logic, higher-order logic (Mineshima
et al., 2015, 2016), and natural logic (Abzianidze,
2015), and discuss semantically challenging con-
structions such as generalized quantifiers, adjecti-
val modification and intensional operators, drawing
on the English dataset FraCaS and the Japanese
dataset JSeM for RTE.

The solution to many RTE problems requires the
use of external linguistic knowledge such as syn-
onyms, antonyms, and paraphrases. Since vector
representations naturally encode semantic similar-
ities between words and phrases, here we expect
a great synergy between the formal and distribu-
tional approaches. In the closing section of this
tutorial, we introduce a widely adopted hybrid ap-
proach toward RTE, in which semantic similarities
between words and phrases are explicitly converted
to logic rules as linguistic knowledge used in in-
ference (Tian et al., 2014; Beltagy et al., 2016;
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Martı́nez-Gómez et al., 2017). This approach has
the merit that all knowledge is explicit, and it can
easily integrate existing linguistic ontologies such
as WordNet. We demonstrate how the distribu-
tional approach can overcome the low coverage of
linguistic resources by composing phrase vectors
faithful to meaning and compatible with logic, and
how the formal approach can reduce computational
complexity in logical inference by identifying the
need of linguistic knowledge between specific con-
cepts and constructing axioms on-demand.

2 Tutorial Outline

• Introduction
– The syntax-semantics interface
– Word vectors

• Vector-based approach
– Vector-based composition models
– Theory of additive composition
– Vector-based reasoning

• Symbolic approach
– ccg2lambda: compositionality for your

favorite semantic theory
– Logic systems for RTE
– RTE datasets for formal semantics: Fra-

CaS and JSeM
• A hybrid approach toward RTE
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D. Bekki. 2015. Higher-order logical inference with
compositional semantics. In EMNLP.

K. Mineshima, R. Tanaka, P. Martı́nez-Gómez,
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