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Abstract

Neural conversation systems, typically
using sequence-to-sequence (seq2seq)
models, are showing promising progress
recently. However, traditional seq2seq
suffer from a severe weakness: during
beam search decoding, they tend to rank
universal replies at the top of the can-
didate list, resulting in the lack of di-
versity among candidate replies. Max-
imum Marginal Relevance (MMR) is a
ranking algorithm that has been widely
used for subset selection. In this pa-
per, we propose the MMR-BS decoding
method, which incorporates MMR into the
beam search (BS) process of seq2seq
. The MMR-BS method improves the di-
versity of generated replies without sacri-
ficing their high relevance with the user-
issued query. Experiments show that our
proposed model achieves the best perfor-
mance among other comparison methods.

1 Introduction

Conversation systems are of growing importance
since they enable a smooth interaction interface
between humans and computers: using natural
language (Yan et al., 2016b). Generally speak-
ing, there are two main categories of conversation
systems: the retrieval-based (Yan et al., 2016a,b;
Song et al., 2016) and the generation-based (Ser-
ban et al., 2016b; Shang et al., 2015; Serban et al.,
2016a) conversation systems. In this paper, we fo-
cus on the generation-based conversation systems,
which are more flexible and extensible compared
with the retrieval-based ones.

The sequence-to-sequence neural network
(seq2seq ) (Sutskever et al., 2014) is a prevail-
ing approach in generation-based conversation

systems (Shang et al., 2015). It uses a recurrent
neural network (RNN) to encode the source
sentence into a vector, then uses another RNN
to decode the target sentence word by word.
Long short term memory (LSTM) (Hochreiter
and Schmidhuber, 1997) and gated recurrent
units (GRUs) (Cho et al., 2014) could further
enhance the RNNs to model longer sentences. In
the scenarios of generation-based conversation
systems, the training criterion of seq2seq is to
maximize the likelihood of the generated replies
given the user-issued queries.

As is well known, the generation-based conver-
sation systems suffer from the problem of univer-
sally replies, which contain less information, such
as “I don’t know” and “something” (Mou et al.,
2016; Mrkšić et al., 2015). According to Li et al.,
0.45% generated replies contain the sequence “I
don’t know.” During the interaction between the
user and the system, the user may expect more in-
formative and diverse utterances with various ex-
pressions. The lack of diversity is one of the bot-
tlenecks of the generation-based conversation sys-
tems. Moreover, the quality of generated replies,
namely the high relevance between queries and
replies, could not be obliterated when trying to im-
prove the diversity.

In this paper, We propose the MMR-BS
model to tackle the problem of diversity in the
generation-based conversation systems. Maxi-
mum Marginal Relevance (MMR) (Jaime and
Goldstein, 1998; Wang et al., 2009; Yang et al.,
2007) has been widely applied in diversity mod-
eling tasks, such as information retrieval (Stewart
and Carbonell, 1998), document summarization
(Zhou, 2011) and text categorization (He et al.,
2012). It scores each candidate by properly mea-
suring them in terms of quality and diversity and
selects the current best candidate item at each time
step. These properties make it suitable for the sub-
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sequences choosing in the reply generation pro-
cess. Hence, we incorporate MMR into the decod-
ing process of Beam Search (BS) in seq2seq.

To demonstrate the effectiveness of MMR-BS,
we evaluate our method in terms of both quality
and diversity. Enhanced with MMR, the MMR-
BS model can generate more meaningful replies
than other baselines, as we shall show in the ex-
periments.

2 Preliminaries

2.1 seq2seq Model

seq2seq encodes the user-issued query q using
an RNN, and decodes a corresponding reply r with
another RNN. At each time step of decoding, the
RNN estimates a probabilistic distribution over the
vocabulary. The objective function of seq2seq
is the log-likelihood of reply r given the query q:

r̂ = argmax
r
{log(p(r|q))} (1)

We use the attention mechanism (Bahdanau
et al., 2015) to better align input and output sen-
tences and use gated recurrent units (GRUs) to en-
hance RNNs’ ability to handle long sentences.

2.2 Beam Search

Beam search is a prevalent decoding method
in seq2seq (Vijayakumar et al., 2016), which
maintains a set of candidate subsequences at every
step of decoding process. At a time step t, we keep
N subsequences based on their cumulative proba-
bilities. At the time t + 1, each subsequence is
appended with a word from the entire vocabulary,
resulting in a larger candidate set of subsequences.
Then we keep the top-N sequences in the same
manner. A candidate sequence terminates when
RNN predicts EOS, the special symbol indicating
the end of a sequence. Let S(y1, · · · , yt|q) be a
function that scores a subsequence {y1, · · · , yt}
given a query q. The original beam search chooses
N most probable replies, i.e., S(·) is the logarith-
mic probability, given by

S(yt|q) = S(yt−1) + log p(yt|q, y1, · · · , yt−1)
(2)

3 Diverse Neural Conversation

3.1 MMR-BS Model

The beam search criterion is mainly based on
the conditional probabilities of replies given the
query. Universal replies, which have relatively
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Figure 1: The architecture of MMR-BS.

higher probabilities, are likely to appear at the top
of the candidate list, resulting in the lack of di-
versity among top replies. To handle the influence
of the replies’ own probabilities and address the
relevance with the query at the same time, we pro-
pose MMR-BS, which applies the MMR criterion
to every decoding step of beam search to upturn
diverse subsequences. The whole architecture of
MMR-BS is illustrated in Figure 1.

Specifically, the decoding process maintains a
subsequence list S; the number of subsequences
in S is N . At each time of decoding, every sub-
sequence is appended with a word from the en-
tire vocabulary V , resulting in N ∗ |V | subse-
quences. Since only N subsequences would be
passed into next time step for further generation,
our MMR-BS model uses two granularities of se-
lection, which is performed in two-step strategy.
We present the decoding process in Algorithm 1.
• Coarse-grained Selection. Coarse-grained se-
lection follows the original scoring function in
traditional beam search, which is described in
equation 2. This selection strategy conditions on
the probabilities of subsequences given the query,
which represents the relevance between each sub-
sequence and the query. We use coarse-grained se-
lection to select 2N subsequences noted as S2N .
• Fine-grained Selection. However, coarse-
grained selection focuses on the quality of sub-
sequences but ignores the diversity among them.
The fine-grained selection adopts the MMR scor-
ing to balance quality and diversity in the selecting
process. It maintains a selected list Ss and con-
tinually adds the highest scored subsequence into
Ss from the remaining candidates, i.e., S2N

t \Ss
t .

This process repeats N times, resulting in N best
subsequences. The scoring function of MMR con-
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Algorithm 1: MMR-BS Decoding
Input: the user-issued query q, the max

length of reply l, λ in MMR function
Output: generated reply set R
R = ∅;
S0 = ∅; for t = 1; t ≤ l; do

// obtain the subsequence set at time i
St = Decoding(q, St−1);
// coarse-grained selection
S2N

t = Normal Ranking(St);
// fine-grained selection
Ss

t = ∅; for i = 1; i ≤ N ; do
max = −∞;
forall sj ∈ S2N

t \ Ss
t do

score = λ simqua(sj , q)
−(1− λ)simdiv(sj , S

s
t );

if score > max then
max = score;
bests = sj ;

Ss
t = Ss

t ∪ bests;

R = Ss
l ;

return R

siders the quality of a candidate as well as its di-
versity against previously selected ones. In partic-
ular, we have two metrics: simqua(si, q) measures
the similarity of a candidate subsequence si with
respect to the query q, indicating the quality of si.
simdiv(si, S

s) measures the similarity of si against
other replies in the selected list; − simdiv(·) indi-
cates the diversity.

MMR chooses the next candidate s∗ such that

s∗ = argmax
si∈S2N\Ss

[λ simqua(si, q)−(1−λ)simdiv(si, S
s))]

(3)
where λ is a hyper-parameter balancing these two
aspects. Thus the fine-grained selection improves
the diversity and retains the quality of subse-
quences at each time of decoding, so the generated
replies are of good quality and diversity.

3.2 Quality and Diversity Metrics

The fine-grained selection allows explicit defini-
tion of quality and diversity measurements, which
are presented in this section.
Quality Metric. The semantic coherence with the
query, which is based on the word-level similarity,
defines the quality of each candidate subsequence.
For each word in the query, we find the best match-

ing word in the subsequence using the cosine sim-
ilarity of the word embeddings (Mikolov et al.,
2015, 2013). Then we sum over all the similarity
scores as the final quality score given by

simqua(si, q) =
1
|q|

∑
wi∈q

argmax
wj∈si

cos(ewi , ewj )

(4)
where ewi refers to the embedding of word wi.
Diversity Metric. The diversity score of a sub-
sequence measures its differences against existing
subsequences in the selected set Ss by the word
overlapping. We represent a subsequence si as
a vector and measure the similarity by the cosine
score; the average indicates overall diversity,

simdiv(si, S
s) =

1
|Ss|

∑
sj∈Ss

cos(si, sj) (5)

where si is a binary word vector, each element in-
dicating if a word appears in si; the vector length
is the number of words in si and sj . Notice that,
for diversity, we use binary word vectors instead
of embeddings to explicitly avoid word overlap
among (top-ranked) candidate subsequences.

4 Experiments

4.1 Dataset

We evaluated each approach on a massive Chinese
conversation dataset crawled from Baidu Tieba1.
There were 1,600,000 query-reply pairs for train-
ing, 2000 pairs for validation, and another unseen
2000 pairs for testing. We performed standard
Chinese word segmentation.

4.2 Experimental Setups

All the methods are established on the base of
the traditional seq2seq with same settings. In
our study, word embeddings were 610d and hid-
den layers were 1000d, following the settings in
Shang et al. We applied AdaDelta with default
hyper-parameters. We kept 100k words (Chinese
terms) for both queries and replies, but 30k for the
decoder’s output due to efficiency concerns. λ in
MMR scores was empirically set to 0.5; the beam
size was 30.

4.3 Algorithms for Comparison

• Beam Search (BS). The standard beam search
in seq2seq which acts as the baseline.

1http://tieba.baidu.com
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Method Top-1 Top-5 Top-10 QualityBLEU-1 BLEU-2 BLEU-1 BLEU-2 BLEU-1 BLEU-2
BS 0.679 0.254 1.803 0.555 2.959 0.980 0.703
DD 0.790 0.192 1.893 0.480 2.991 0.802 0.727
DBS 0.358 0.111 1.123 0.224 2.264 0.401 0.553
MMR-BS 2.626 0.802 5.154 1.270 6.672 2.019 0.791

Table 1: Results of quality evaluation. Inter-annotator agreement for human annotation: Fleiss’ κ =
0.5698 (Fleiss, 1971), std = 0.3453.

Method Top-1 Top-5 Top-10
distinct-1 distinct-2 distinct-3 distinct-4 distinct-1 distinct-2 distinct-3 distinct-4 distinct-1 distinct-2 distinct-3 distinct-4

BS 0.100 0.261 0.366 0.624 0.038 0.148 0.259 0.346 0.021 0.101 0.200 0.291
DD 0.130 0.333 0.489 0.623 0.047 0.191 0.334 0.448 0.027 0.134 0.263 0.377
DBS 0.113 0.321 0.495 0.649 0.056 0.206 0.371 0.524 0.036 0.171 0.334 0.487
MMR-BS 0.152 0.510 0.725 0.840 0.063 0.326 0.600 0.776 0.037 0.243 0.517 0.729

Table 2: Results of distinct scores.
Method Top-1 Top-5 Top-10 Rates
BS 0.759 0.765 0.796 56.53%
DD 0.849 0.830 0.846 50.30%
DBS 0.901 0.897 0.892 45.53%
MMR-BS 0.939 0.910 0.878 15.67%

Table 3: Results of diverse scores and the rates of
the universal replies in Top-10 reply list. Fleiss’
κ = 0.2540 (Fleiss, 1971), std = 1.563.

• Diverse Decoding (DD). A work proposed by
Li et al., which assigns low scores to sibling sub-
sequences.
• Diverse Beam Search (DBS). A work proposed
by Vijayakumar et al., which adds a similarity
punishment to the scoring function.
• MMR-BS. The proposed model in this paper,
which applies the MMR in the decoding process
to select the subsequences.

4.4 Evaluation Metrics

We evaluated each method in terms of two aspects,
namely the quality and the diversity. All the sub-
jective evaluation experiments are conducted on
100 randomly sampled cases.
• Quality Evaluation We used BLEU scores as
objective metrics to measure the coherence be-
tween the user-issued query and candidate replies,
which is also used in (Li and Jurafsky, 2016; Vi-
jayakumar et al., 2016). We calculated the BLEU
scores of Top-1, Top-5 and Top-10 replies, and
only display BLEU-1 and BLEU-2 scores due to
the flexibility of conversation. We asked three
well-educated volunteers to annotate the quality of
the generated replies for each comparison method.
The volunteers are asked to label each reply with
a score: 0 for the improper reply, 1 for the border-
line reply and 2 for the proper reply.

• Diversity Evaluation We used the distinct
scores to measure the diversity in the generated
replies, following (Li and Jurafsky, 2016; Vi-
jayakumar et al., 2016). We also conducted the di-
verse scores, which is used in information retrieval
to calculate the differentness between retrieved re-
sults (Zhang and Hurley, 2008),

2
|R|(|R| − 1)

∑
ri∈R

∑
rj∈R,ri 6=rj

(1− cos(ri, rj))

(6)
where R is whole set of the generated replies and
ri is the binary word vector with same definition
in Equation 5. We asked three well-educated vol-
unteers to count the universal replies in the Top-10
reply list and calculated the rates.

4.5 Overall Performance

We presented the quality evaluation results in Ta-
ble 1. DD achieves almost the same performance
with the standard BS. DBS is not as good as the
BS and DD. MMR-BS yields the highest BLEU
scores and human annotation results, which indi-
cates the effectiveness of the quality measurement.

We presented the diversity evaluation results in
Table 2 and Table 3. BS achieves the worst perfor-
mance as it does not consider about the diversity
during the decoding process. DD is better than BS
but not as good as DBS. DBS shows a good perfor-
mance in terms of all the diversity evaluation and
even outperforms MMR-BS in the Top 10 diverse
score. MMR-BS outperforms all the other meth-
ods in most metrics. Compared with BS, it de-
creases the number of universal replies by 3 times,
which is a significant improvement.

It is obvious that MMR-BS yields the highest
quality and diverse scores. Compared with BS,
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DD does not improve the quality very much but
indeed fosters the diversity among the generated
replies. DBS achieves a good diversity perfor-
mance but is still worse than MMR-BS. As DBS
does not perform well in quality, we can see that it
sacrifices the quality to increase the diversity.

5 Related Work

To tackle diversity problem in generation-based
systems, Li et al. propose a diverse decod-
ing method2 that avoids choosing sibling subse-
quences during decoding (Li and Jurafsky, 2016).
Vijayakumar et al. propose a diverse beam search,
which divides the subsequence into several groups
during selection. These methods add a diversity
punishment term to the scoring function in beam
search; it is hard to balance this term with other
components in the function.

MMR is widely used in information retrieval
(Stewart and Carbonell, 1998), document summa-
rization (Zhou, 2011), and text categorization (He
et al., 2012). MMR allows an explicit definition of
both quality and diversity, and linearly combines
these two aspects. This property fits the require-
ments in subsequence selection in beam search
where the candidate subsequences should be dif-
ferent from each other and retain the high coher-
ence with the user-issued query at the same time.

6 Conclusions

In this paper, we propose an MMR-BS method to
tackle the problem of diversity in generative con-
versation systems. MMR-BS deploys two gran-
ularities of subsequence selection during the de-
coding process. The first one continues to use the
original scoring function, and the second one takes
advantage of MMR to measure each subsequence,
considering both the quality and diversity. The ex-
perimental results demonstrate the effectiveness of
our method.
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