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Abstract 

Sentiment detection of a given expression in-
volves interaction with its component constit-
uents through rules such as polarity propaga-
tion, reversal or neutralization. Such composi-
tionality-based sentiment detection usually 
performs better than a vote-based bag-of-
words approach. However, in some contexts, 
the polarity of the adjectival modifier may not 
always be correctly determined by such rules, 
especially when the adjectival modifier char-
acterizes the noun so that its denotation be-
comes a particular concept or an object in cus-
tomer reviews. In this paper, we examine ad-
jectival modifiers in customer review sentenc-
es whose polarity should either be propagated 
(SHIFT) or not (UNSHIFT). We refine polari-
ty propagation rules in the literature by con-
sidering both syntactic and semantic clues of 
the modified nouns and the verbs that take 
such nouns as arguments. The resulting rules 
are shown to work particularly well in detect-
ing cases of ‘UNSHIFT’ above, improving the 
performance of overall sentiment detection at 
the clause level, especially in ‘neutral’ sen-
tences. We also show that even such polarity 
that is not propagated is still necessary for 
identifying implicit sentiment of the adjacent 
clauses. 

1 Introduction  

Detecting the sentiment of a given grammatical 
unit such as phrase, clause or sentence has re-
ceived much attention in opinion mining and 
sentiment analysis. While earlier work simply 
detected the overall polarity by computing the 
majority of the polarity of words within the ex-
pression, researchers are now looking more into 
the composition of polarity of words within the 
expression (Wilson et al., 2005; Moilanen and 
Pulman, 2007; Choi and Cardie, 2008). They 
have utilized either word features (e.g., ‘Context 

Valence Shifters’) or grammatical structures (e.g., 
‘the Principle of Compositionality’). It is shown 
that a machine learning approach with these fea-
tures performs better than a vote-based bag-of-
words approach. While the importance of salient 
features such as ‘negation’ or ‘intensifier’ is fully 
recognized, it is not yet clearly understood when 
the polarity of a particular word is propagated or 
is sacrificed.  

The polarity of an adjectival modifier is often 
propagated to the polarity of the modified noun 
or noun phrases with no inherent polarity. How-
ever, sometimes the polarity is not propagated to 
that of the enclosing clause or sentence at all. For 
example, the polarity of the word ‘real’ is not 
propagated to that of the sentence “Real 501’s 
are made of 14 oz canvas-like material.” in a cus-
tomer review of the pants, even though there is 
no salient sentiment word except for the word 
‘real’. Our observation shows that stopped prop-
agation of this kind in customer reviews often 
appears because of the following reasons:  1) the 
word in question is mainly used to refer to the 
property or the identity of the product entity; 2) it 
is mainly used to describe certain processes 
about the author’s experiences or to provide a 
useful guide for potential customers.  

It is important to make the correct decision 
about the polarity propagation in particular re-
garding no propagation of the polarity of such an 
adjectival modifier, in order to detect the senti-
ment over customer reviews at a deeper linguis-
tic level. For example, the word ‘real’ above is 
chosen to refer to the other comparative entity, 
which is regarded as a ‘positive’ entity, as op-
posed to the present one that is not ‘real’. Hence, 
the ‘positive’ polarity should not be propagated 
to the polarity of the current reviewed product 
entity in the context. The benefit of this decision 
is that it will enhance the detection of the ‘neu-
tral’ polarity of the sentences in a document. 
This decision can also be utilized in identifying 
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the underlying ‘negative’ sentiment of the given 
sentence. Although it is still hard to detect the 
case by just looking into the sentiment of the 
words at the surface level, this will still work as a 
good clue for the detection because such a word 
is in contrast to the phrase ‘these Iconic Rigid 
jeans’ as in “These Iconic Rigid jeans are made 
of some sleazy, much lighter material”, which is 
the sentence that follows. By considering these 
two sentences together, we can see that a ‘nega-
tive’ sentiment is conveyed.  Previous work on 
sentiment detection from customer reviews 
mainly focuses on detecting sentiment of product 
features from the patternized sentences (Hu and 
Liu, 2004; Popescu and Etzioni, 2005; Titov and 
McDonald, 2008), so the sentences containing 
such implicit sentiment were not analyzed 
properly, despite of its importance. 

In this paper, we examine adjectival modifiers 
in customer review sentences whose polarity 
should either be propagated (SHIFT) or not 
(UNSHIFT) when the modified noun has no in-
herent polarity. We refine the previous polarity 
propagation rules (Moilanen and Pulman, 2007) 
in order to enhance the performance of the prop-
agation decision by considering both syntactic 
and semantic clues of the modified nouns and the 
verbs that take such modified nouns as argu-
ments. 

Our rules incorporating these clues into the 
previous rules have an important role in detect-
ing the ‘UNSHIFT’ case. We found that our 
rules help the overall sentiment detection at the 
clause level especially regarding the ‘neutral’ 
cases but found also that even such polarity with 
no propagation is also necessary identifying the 
implicit sentiment of the adjacent clauses. 

The rest of the paper is organized as follows. 
Section 2 introduces previous work analyzing the 
sentiment in customer reviews focusing on the 
detection of the polarity. Section 3 summarizes 
compositionality-based polarity detection in this 
paper. Sections 4 and 5 describe basic and re-
fined polarity decision rules for adjectival modi-
fiers. Section 6 analyzes our experimental results 
and Section 7 discusses its importance and limi-
tation. Section 8 concludes the paper with future 
work.  

2 Related Work 

Previous work on the detection of the opinions 
and sentiments to a given product can be divided 
into three groups: graph-based method with po-
larity words, rule-based and machine learning-

based methods focusing on sentiment detection 
in a compositional way. Hu and Liu (2004) iden-
tified the sentiment by counting the relevant ad-
jectives that belong to each polarity class with a 
graph-based polarity lexicon. Popescu and Etzio-
ni (2005) determined the polarity of opinion-
containing phrases by identifying the polarity of 
the words based on relaxation labeling. 

The rule-based sentiment identification meth-
ods are based on the Principle of Compositionali-
ty (Moilanen and Pulman, 2007; Neviarouskaya 
et al., 2009). Such methods determine the polari-
ty of a given unit basically by composing the 
inherent polarity of its component lexical units or 
other linguistic constituents. In addition, a certain 
type of unit called ‘valence shifters’ works to 
contextually neutralize or intensify the polarity 
of the given phrase or sentence (Polanyi and 
Zaenen, 2004; Kennedy and Inkpen, 2006). Our 
work is also based on the polarity decision rules 
proposed by the previous work, and we modified 
some of them for our purpose. The benefit of 
rule-based approach is that it is easy to incorpo-
rate the additional rules into a rule-based frame-
work for further detailed classification with addi-
tional categories.  

Some researchers incorporated rule-based sen-
timent identification into machine learning tech-
niques (Wilson et al., 2005; Choi and Cardie, 
2008). Wilson and colleagues (2005) developed 
the classifier using AdaBoost.HM based on the 
idea of contextual valence shifters in order to 
identify contextual polarity at the phrase level. 
One of the features they considered is modifica-
tion feature, modifies (parent with polarity), and 
modified (children with polarity), though they 
did not examine the context in which these types 
of feature may or may not contribute to the over-
all polarity. Choi and Cardie (2008) developed a 
machine-learning based sentiment detection 
method by adopting the Principle of Composi-
tionality (Moilanen and Pulman, 2007) in order 
to examine whether such computational seman-
tic-based idea can be made empirically effective. 
Their results show that the method incorporating 
compositionality performed best among all the 
methods. Our work is similar to their work in 
that we followed the idea of the Principle of 
Compositionality. However, our focus is on ex-
amining the characteristics of context surround-
ing a given adjectival modifier when its polarity 
is either propagated or not propagated and seeing 
how this propagation result affects the overall 
polarity of the clause.       
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3 Sentiment Detection  based on Com-
positionality 

Previous work on deciding the overall polarity of 
the given expression based on the Principle of 
Compositionality (Moilanen and Pulman, 2007; 
Neviarouskaya et al., 2009) takes into account 
how component lexical units are syntactically 
combined and develops rules to handle contextu-
al polarity  propagation, reversal, conflict or neu-
tralization when combining the inherent polari-
ties of the component lexical units.   

We follow the polarity decision rules from 
previous work (Moilanen and Pulman, 2007; 
Shaikh et al., 2007; Neviarouskaya et al., 2009) 
as shown below. We apply the rules to each sen-
tence with its dependency tree structure acquired 
from the Stanford parser (Klein and Manning, 
2003; Marneffe et al., 2006). 

 Basic Propagation (Moilanen and Pul-
man, 2007; Neviarouskaya et al., 2009): 
The polarity of the lexical unit at the upper 
level in the dependency structure of the 
text unit has a higher priority. If the word 
at the upper level has no inherent polarity, 
the polarity of its dependent word (at the 
lower level) is propagated to the polarity 
of the text unit.  

 OBJ/Comp domination for the case of 
transfer verbs (Moilanen and Pulman, 
2007): The polarity of the constituent as 
an object or a complement of the transfer 
verbs that “transmit sentiments among the 
arguments” (Neviarouskaya et al., 2009) is 
dominant when there is a polarity conflict 
among arguments of such verbs. (e.g., 
“My good old size started showing up too 
big or wouldn’t shrink right.”)  

 Reversal (Moilanen and Pulman, 2007; 
Neviarouskaya et al., 2009): The negation 
words (e.g., ‘not’, ‘no’, ‘hardly’, ‘reduce’) 
reverse the polarity. We added more verb 
entries containing the meaning of ‘rever-
sal’ from other existing review corpora.  

 Reversal for Conflict (Both negative 
adverbs and negative verbs are combined 
from (Shaikh et al., 2007)): When two lex-
ical units with ‘negative’ polarity are 
combined, the polarity of the unit covering 
both units is reversed. (e.g., “They are 501, 
it’s hard to go wrong with these.”: posi-
tive)  

 Neutralizing operators (Condition op-
erators (e.g., if) from Neviarouskaya et al., 
2009): The polarity of the main clause or 
the sentence is neutralized when there are 
adverbial conditional clauses. We added 
the markers ‘wh-words’ or ‘how’ as well 
as the conditional marker ‘if/unless’. (e.g., 
“How can I go wrong with the classic 
501?”) 

4 Basic Rules for Adjectival Modifier 

By following the compositionality-based polarity 
decision rules, the polarity of a noun or a noun 
phrase that has no inherent polarity is determined 
by its modifier’s polarity. In other words, the 
polarity of the modifier is propagated to the up-
per level node in the dependency tree structure. 
For example, the noun phrase ‘a perfect dryer’ 
becomes to have ‘positive’ polarity by the result 
of polarity propagation. And such polarity may 
or may not be propagated depending on its syn-
tactic role of the noun phrase at the clause level. 
If the phrase is a subject, it gets lower priority 
than the one that works as an object or a com-
plement, but if the word at the upper level or the 
word with higher priority at the same level (i.e., 
object or complement) has no inherent polarity, 
its polarity can be propagated up to the root level 
by the ‘Basic Propagation’. Figure 1 illustrates 
this case.  

 

 
Figure 1. Basic propagation 

 
Nonetheless, we found that the polarity should 

not be propagated in some cases as shown in Ex-
ample (1a).  
 

(1) a. Real 501’s are made of 14 oz canvas-like 
material. 
b. It’s a real 501’s.  

 
There is no word with inherent polarity except 
‘real’ in (1a), so the overall polarity could be de-
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cided as ‘positive’ by the rules just like (1b), but 
it is actually closer to ‘neutral’ sentence. The 
reason is that the adjective is utilized to refer to 
another product entity, which is ‘the original 
Levis 501 Jean’ in this context.   

Interestingly, we see that such phrases often 
appear in the customer reviews of a product 
which is a steady seller and whose quality is al-
ready well known. To detect whether the polarity 
of the adjectival modifier is propagated or not is 
crucial especially when there are no other salient 
polarity words except for the adjective. It is 
mainly used to refer to the other product entity 
for contrastive purposes.   

In this paper, we examine the types of clues 
that affect the propagation of the adjectival mod-
ifier’s polarity at the clause level. We also refine 
the previous polarity decision rules by incorpo-
rating additional clues. With the refined rules, we 
define our problem as follows. For a given adjec-
tival modifier modifying a noun or a noun phrase 
with no inherent polarity, we label it with 
‘SHIFT/UNSHIFT’ tags depending on the nature 
of propagation. If it is propagated, we label it 
with the ‘SHIFT’ tag, and if not, we do it with 
the ‘UNSHIFT’ tag.  

The basic rules for labeling by considering on-
ly syntactic clues from the previous polarity de-
cision rules are as follows.  

 SHIFT: 1) if the syntactic role of the 
noun phrase is complement; 2) if the syn-
tactic role of the noun phrase is object of 
verbs or prepositions  

 UNSHIFT: 1) if the syntactic role of the 
noun phrase is subject (e.g., (1a)); 2) if the 
syntactic role of the noun phrase is object 
of the verb whose syntactic type is either 
‘gerund (Ving)’ or ‘infinitive (to V)’ 

We also regarded the case as ‘UNSHIFT’ where 
the noun phrase has lower priority than its sibling 
phrases in the dependency tree; for example, if 
there is an object with non-neutral polarity and 
the syntactic role of the given noun phrase is 
subject, the labeling is done with ‘UNSHIFT’. 
Example (2) shows ‘SHIFT’ and ‘UNSHIFT’ for 
the adjectival modifier ‘good’ and ‘great’, re-
spectively.   
 

(2) a. It’s a good buy.  
b. A great shave takes a little more com-
mitment than just breaking out a can of 
foam and a disposable razor. 

 

We decided not to use machine learning tech-
niques with the following reasons. First, our goal 
is not to enhance the overall performance of sen-
timent detection in general but to examine what 
kinds of additional clues are called especially for 
the decision of the polarity propagation of the 
adjectives modifying the noun with no polarity. 
Following Kennedy and Inkpen (2006)’s work 
for measuring the impact of valence shifters on 
sentiment classification, we believe it is not 
straightforward to identify major factors for the 
improvement with a machine learning algorithm. 
Second, our work focuses on relatively small 
cases among all the cases in the whole review 
sentences (See Table 5), so it is reasonable to 
directly apply refined rules to each case without 
an unnecessary training process handling other 
cases. We believe that the rules of this kind by 
taking a closer look at the focused cases could be 
extended regarding scalability with the help of 
the machine leaning techniques in the future.  

5 Rule Refinement 

We refined the rules with additional clues as fol-
lows because the basic rules do not work proper-
ly in some context. 

5.1 Phrase-level Clues  

The basic rules mainly consider the syntactic 
types of the noun phrase and the verb taking the 
noun phrase as the argument. However, the fol-
lowing clues at the phrase level may also affect 
the propagation.   

 Quoted / Capital Letters (UNSHIFT) 

 Types of noun in the product reviews 

Example (3) shows quoted adjectival modifiers. 
The quotes indicate that its inherent polarity is 
not effective. We can see that the author of the 
review intentionally used them to indicate such 
neutralization.      

(3) a. The fit on these “relaxed” jeans is just 
that--relaxed but not loose. 

b. If you love “Happy Hippy” shower gel, 
this fun bath product will impress you. 

Examples (4) and (5) show the polarity propaga-
tion depending on the types of modified noun by 
the adjectives. While the polarities in Example 
(4) are propagated, those in Example (5) are not 
propagated.  
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(4) a. This product also arrived in good condi-
tion and in good time. (Delivery) 
b. I will never order anything from Levi 
again until they come back to the original 
levi material. (Product feature) 

(5) a. They were also not much cheaper than I 
would have paid from a real retailer. (Loca-
tion & time)  
b. People with healthy, not-so-damaged, 
and normal hair do not need to use this stuff. 
(User Information) 
c. All it takes for a great shave is a good 
safety razor, a decent brush, shaving soap 
and a mug. (Purpose) 
d. After a quick rinse my skin looked less 
dull, and helped clear blotches (Process). 
e. Use with Chanel loose powder and Cha-
nel concealer for a perfectly flawless finish. 
(Product name) 

 
The types of noun in Example (4) are related to 
explicit sentiment of the product. On the other 
hand, the types of noun in Example (5) are relat-
ed to implicit sentiment or additional background 
information provided for the potential customers. 
In order to distinguish SHIFT cases from UN-
SHIFT cases resulting from such different types 
of noun we built a lexicon for the noun type as 
shown in Table 1. We collected the words be-
longing to each type by utilizing three different 
methods. We first manually collected words be-
longing to each noun type from the sample re-
view texts and extended the entries by including 
synonyms of the seed words in WordNet (Syno-
nyms; Miller, 1995). Some synsets of WordNet 
such as ‘body_part’/‘illness’ and ‘shop’ are ap-
propriate for ‘User information’ and ‘Location’. 
We combined several synsets for such type 
(WordNet Synsets). The noun types such as 
‘Product name’, ‘Product feature’, ‘Purpose’, and 
‘Process’ are domain dependent, we collected the 
words by utilizing Point-wise Mutual Infor-
mation (PMI).  

Propagation Noun Type Method 
SHIFT Delivery   

Synonyms
Deal 
Product feature PMI 

UNSHIFT Time Synonyms
Location (shop, 
store) WordNet 

Synsets User info (body 
part/illness) 
Product name 

PMI 
Process/Purpose 

Table 1. Types of noun  

5.2 Clause-level Clues  

The main reason for the second rule of the ‘UN-
SHIFT’ basic rules in Section 4 is that we as-
sumed the given phrase/clause could be regarded 
as a secondary concept or topic for the main con-
cept or topic as shown in Example (6).  
 

(6) a. Anyone who is that determined to make 
the best product on the market, obviously 
will do whatever it takes to make it happen.  
b. Getting an outstanding shave from this 
razor should be a cinch. 

 
However, the given phrase/clause should be re-
garded as the main concept or an independent 
concept as shown in Example (7). 
 

(7) a. It seemed to have a rich sophistication 
which goes with horseback riding or polo. 
b. It’s wonderful doing everything I need, 
including making my hair nice and shiny, 
without the heaviness. 

 
In order to capture these differences, we refined 
the rules as shown in Table 2.  
 

Infinitive (to V) Gerund (Ving) 
IF the head of the 
infinitive has auxilia-
ry characteristics 
such as ‘seem’ and 
‘need’ THEN label it 
with SHIFT. 
Otherwise, label it 
with ‘UNSHIFT’. 

IF the phrase/clause 
including the gerund 
is clausal subject  
THEN label it with 
‘UNSHIFT’. 
Otherwise label it 
with ‘SHIFT’. 

Table 2. Refined rules for ‘UNSHIFT’ 
 

The rule for the object of prepositions should 
also be refined. As we mentioned in Section 5.1, 
the reason for mentioning some particular types 
of object in the review is to explain additional 
background information as a guide for the poten-
tial customer as well as showing the sentiment 
about the product. The types of noun at the 
phrase level cannot always solely determine the 
polarity propagation because such decision is 
still affected by the presence of other constitu-
ents in the context at the clause level. For exam-
ple, by comparing (5c) with the sentence “it pro-
vides a very close, smooth shave”, the polarity of 
‘smooth’ is propagated while that of ‘great’ is 
not propagated.  

To handle this case properly, we consider 
‘Clause-level Semantic Label’ at a shallow level 
by taking into account both some preposition 
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types and the noun types together that frequently 
appear as shown in Table 3. We named the labels 
by referring to ‘Frame Index’ from FrameNet 
data (Baker et al., 1998). This list of the pairs 
filters further ‘UNSHIFT’ cases from the 
‘SHIFT’ labeled cases by the basic rules. 
 

Semantic Label 
(FrameNet) 

Prep. & N.Type Ex. 

Purpose (related 
to Shopping) 

‘for/with’ & Pur-
pose (Use) 

(5c) 

Body mark  ‘for/with’ & 
User info 
(Body part) 

(5b) 

Process (related 
to Using) 

‘after’  & Process (5d) 

Place (related to 
Shopping) 

‘on/from’ &  
Time/ Location 

(5a) 

Table 3. Semantic Label for filtering ‘UNSHIFT’ 
 

The last clue is about the sentence type. Even 
if the polarity of the adjectival modifier is propa-
gated to the top node word at the clause level, the 
type of the sentence may block it for the overall 
polarity of the whole sentence. We consider three 
types of sentences that turn the ‘SHIFT’ label 
into the ‘UNSHIFT’ label as shown in Table 4. 
 

Sentence 
Type 

Examples 

Condition You will not be sorry if you are 
looking for the perfect brush to 
go with your perfect dryer (the 
featherweight)! 

Experience 
(Perfect 
Tense & 
verb class)  

I have been searching for what 
seems like forever for a nice co-
logne or perfume that is not all 
flowery and overpowering 

Guide 
(Types of 
nominal 
subject) 

The best solution for this is …  
A personal tip I would like to 
suggest …  

Guide (Im-
perative 
sentence) 

Make sure you shake the bottle 
before using for best color results 
(as mentioned on the packaging).

Table 4. Types of sentences for ‘UNSHIFT’ 
 
 As a number of previous researches also consid-
ered, we canceled the detected sentiment at the 
conditional clause. In addition, we considered 
two domain specific types of sentences, namely, 
experiences sentences and guide sentences as the 
clues for ‘UNSHIFT’ cases, because these types 
of sentences also give background information 
rather than explicitly mentioning the sentiment 

so that the polarity of the adjective tends not to 
be propagated. We defined experience sentence 
whose main subject is the author and which has 
present or past perfect tenses with purchase re-
lated verbs (e.g., buy, search, try or return). We 
also defined guide sentence that is an imperative 
sentence with no main subject or with the subject 
referring to the potential customer such as ‘you’ 
or ‘people’. 

The preprocessing steps before applying the 
rules above are as follows. First, we get the de-
pendency relation pairs for each input sentence 
acquired from the Stanford parser (Klein and 
Manning, 2003; Marneffe et al., 2006), and con-
structed the dependency tree structure for tree 
traversal in order to process polarity propagation. 
Then we assigned each word to its inherent po-
larity (if it has one) by looking up the sentiment 
lexicon, ‘Subjectivity Lexicon’ (Riloff and 
Wiebe, 2003). We adapted the lexicon to product 
reviews by modifying the inherent polarity of 36 
lexical entries (e.g., white, positive to neutral) 
and adding 105 additional words frequently used 
(e.g., small with neutral). In order to apply rules 
to particular types of adjective and verb such as 
transfer verbs or contextually polarized adjec-
tives, we added an additional field such as ‘type’ 
into each lexical entry to show their identities 
(The original types of 22 entries in ‘Subjective 
Lexicon’ are modified).  As for extracting clues, 
we utilized dependency relations for syntactic 
types of nouns and verbs. For semantic types of 
nouns and verbs, we utilized the semi-
automatically constructed lexicon as mentioned 
in Section 5.1.  In addition, in order to identify 
‘experience sentences’ and ‘guide sentences’, we 
extracted tense information and noun subject by 
utilizing dependency parse tree.  

6 Experimental Results  

We performed two types of experiment in order 
to examine the performance of our refined po-
larity propagation rules and the contribution of 
the propagation results to the sentiment detection 
at the clause level.  

Table 5 shows the data sets of customer re-
views we used for the experiments. We first test-
ed our rules with Set 1 (Beauty positive), a cor-
pus utilized in (Blitzer et al., 2007) because all 
the reviews are classified as ‘positive’, so we 
assume that there are many adjectival modifiers 
with ‘positive’ polarity. We then performed both 
propagation decision and sentiment classification 
experiments with Set 2 (Levi’s Jean), which is 
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crawled review data from Amazon.com by our-
selves. The reasons why we chose this product 
are as follows. First, it is a steady-selling product 
so that most of the reviews are regarded as posi-
tive, which makes it more important to identify 
negative or neutral opinions than other kinds of 
reviews. Hence, it is crucial to consider correct 
decision of propagation of the adjectival modifi-
ers with ‘positive’ polarity that is mostly not 
propagated. Second, after the initial observation, 
we found that a particular expression about 
‘changes in quality’ frequently appears in such 
reviews (about 20%) and the adjectival modifiers 
with ‘positive’ polarity in such expression are 
mostly not propagated because it would refer to 
other particular entities or be used to describe a 
certain process. 
 

Data Sets 
# for 
exp. 

Total % 

Beauty Positive set 1 444 6,126 7.2%
Levi’s Jeans set 2 147 1,655 8.8%

Table 5. Data sets 
 

Table 6 shows the numbers of propagation 
rules and Table 7 shows the propagation decision 
results. Compared to the results by the basic 
rules, the performance is enhanced in general. 
However, we notice that the rules related to 
VerbType are effective on recall but not on pre-
cision for ‘SHIFT’. On the other hand, as for 
‘UNSHIFT’ the rules are effective on precision 
but not on recall.  Rules taking into account both 
noun types and prepositions slightly enhance the 
overall performance. The overall rules that in-
clude sentence type score the best precision and 
recall figures, which are both effective for 
‘SHIFT’ and ‘UNSHIFT’.  

Next, we apply these rules to our data set 2. 
Table 8 shows the propagation decision results. 
The accuracy for the overall test clauses is al-
most similar to that for set 1. While precision for 
‘UNSHIFT’ and recall for ‘SHIFT’ rose, preci-
sion for ‘SHIFT’ and recall for ‘UNSHIFT’ 
dropped. We analyzed False Negative errors of 
‘UNSHIFT’ cases. Most of them are unknown 
cases for each rule except due to parsing errors. 
This also led to the drop of the precision for 
‘SHIFT’. The strong restriction for ‘UNSHIFT’ 
also affected the result of recall for ‘SHIFT’. 

Table 9 shows the sentiment detection results 
at the clause level for set 2. The performance of 
‘positive’ label is not much enhanced but that of 
‘neutral’ label is enhanced. We believe that this 
is because if the polarity of the top node word is 

explicitly ‘positive’ because of its inherent polar-
ity the overall polarity of the clause is obviously 
‘positive’ regardless of the result of the polarity 
propagation decision. On the other hand, in the 
case of ‘neutral’ clause, the correct polarity 
propagation decision for ‘UNSHIFT’ is critical 
for detecting the overall polarity. This confirms 
that our rules have a critical role in detecting the 
sentiment of ‘neutral’ sentences.  
 

Rules SHIFT UNSHIFT
# ∑ #  ∑

Basic rules (B) 3 3 2 2 
B + PhClues 0 3 4 6 
B + PhClues + 
VerbType 

2 5 2 8 

B + PhClues + 
VerbType  + SemLabel

0 5 3 11 

All 0 5 3 14 
Table 6. Numbers of propagation rules 

 

Rules 
SHIFT UNSHIFT All
P R P R Acc.

Basic rules 
(B) 

0.84 0.83 0.72 0.73 0.79

B + PhClues 0.84 0.83 0.72 0.74 0.80
B + PhClues 
+ VerbType 

0.83 0.89 0.79 0.70 0.82

B + PhClues 
+ VerbType  
+ SemLabel 

0.86 0.89 0.80 0.76 0.84

All 0.90 0.88 0.80 0.84 0.86
Table 7. Propagation decision results (set 1) 

 

 SHIFT UNSHIFT All
P R P R Acc.

Basic 
Rules 

0.71 0.89 0.82 0.59 0.74

Refined 
Rules 

0.78 0.90 0.85 0.69 0.80

Table 8. Propagation decision results (set 2) 
 

 Basic Rules Refined Rules
P R P R 

Positive 0.82 0.86 0.87 0.87 
Negative 0.85 0.67 0.90 0.70 
Neutral 0.45 0.56 0.51 0.70 
All (Acc.) 0.74 0.79 

Table 9. Sentiment detection results 
 
By the importance of ‘neutral’ polarity, we con-
ducted an error analysis on 18 False Positive cas-
es for ‘neutral’ polarity as shown in Table 10. 

7 Discussion  
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Types Description #

Implicit  
sentiment 

The overall sentiment 
should be detected by fur-
ther deep linguistic analysis.

8

Incorrect 
‘UNSHIFT’ 

The ‘UNSHIFT’ result is 
incorrect.  

3

Incorrect 
polarity 

The polarity result  is incor-
rect due to other lexical en-
tries 

3

Parsing 
errors 

The propagation is made 
incorrectly due to incorrect 
dependency relation. 

2

Others 
Comparison without ‘Posi-
tive/Negative’ sentiment 

2

Table 10. Error distribution 
 
We note that the reason for considering specific 
sentence types as addressed in this paper is that 
we assume that these sentences are better suited 
to demonstrate the need for blocking the propa-
gation of the polarity of the given adjectival 
modifier.  

Although we considered certain types in a lim-
ited way, we haven’t fully observed what types 
of sentence are actually involved in propagation. 
In addition, we found that some sentences in the 
data set we considered initially as having the sen-
tence type that blocks the propagation of polarity 
of the adjectival modifier do not convey ‘neutral’ 
but convey ‘positive’ or ‘negative’ polarity im-
plicitly as shown in Example (8). 
 

(8) a. If there is a more perfect shampoo, I ha-
ven’t found it. 
b. Previously, I had to visit my favorite 
store more than once to get my size. 
c. I’ve had it for a year and the elastic is to-
tally stretched out with normal wear. 

 
The main clause in (8a) conveys ‘positive’ polar-
ity implicitly even though there is no polarity-
bearing word. Further processing is necessary 
including a proper account of negation. The 
phrases in (8b) and (8c) are about product enti-
ties contrastive to the currently reviewed product 
so that the inherently assigned polarity of ‘favor-
ite’ and ‘normal’ is not applicable to the current-
ly reviewed product. In order to detect the im-
plicit intention of this kind, we should also detect 
the clues for contrast such as ‘previously’ or the 
relation between the phrases ‘elastic’ and ‘be 
stretched out’.  

Although the propagation decision for ‘UN-
SHIFT’ itself is correct, such inherent polarity of 
the adjectival modifier may help to identify the 

implicit sentiment of the adjacent clause as 
shown in Example (9). 
 

(9) a. I washed them repeatedly in my very effi-
cient and eco-friendly Asko washer, but the 
smell remained.  
b. I have paid much more for inferior brand 
jeans and I can say that I won’t be doing 
that anymore. 

 
The implicit polarity of the underlined clause in 
(9a) may be both ‘negative’ and ‘positive’ de-
pending on the context.  By utilizing both the 
inherent polarity of ‘efficient’ and the role of the 
conjunction ‘but’, the conventional polarity de-
tection rule along with conjuncts (Meena and 
Prabhakar, 2007) can correctly detect its polarity 
as ‘negative’. As for (9b), by the inherent polari-
ty ‘negative’ of ‘inferior’ and negation on the 
underlined clause we can detect the ‘positive’ 
polarity of the underlined clause. However, the 
possibility of the correctness of the detection is 
still chancy, and a further analysis of the under-
lying meaning of the clause or the sentence is 
called for.  For example, if we label the clause 
containing ‘inferior’ in (9b) as ‘action for goal 
achievement’, we can detect the polarity of the 
underlined clause as ‘negative’ by the rule taking 
such label and another label related to its conti-
nuity. 

8 Conclusion  

In this paper, we refined the previous polarity 
propagation rules in order to better decide 
whether the polarity of the adjectival modifier 
should be propagated or not. We considered both 
phrase-level and clause-level clues by consider-
ing syntactic and semantic types of nouns and 
verbs. Our rules incorporating these clues into 
the basic rules detected the ‘UNSHIFT’ case par-
ticularly well. The detection results of the overall 
sentiment at the clause level are meaningfully 
enhanced as compared to those based on the pre-
vious polarity propagation rules regarding espe-
cially ‘neutral’ sentences. However, despite the 
correct decision for ‘UNSHIFT’, we found that 
such polarity of the modifiers may also help to 
identify the implicit sentiment without further 
deeper linguistic analysis.   

In order to detect implicit sentiment, we will 
examine the clues for detecting contrast among 
product entities or product features for the future 
work. We will also classify the roles of the 
clause at a fine-grained level that is related to the 
detection of the implicit sentiment.  
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