
Statistical Parsing of Messages 
Mahesh V. Chitrao and Ralph Grishman 

Depar tment  of Computer  Science 
Courant  Insti tute of Mathematical  Science 

New York University 

Message Processing 
The recent trend in natural  language processing research 
has been to develop systems that  deal with text  concern- 
ing small, well defined domains. One practical applica- 
tion for such systems is to process messages pertaining to 
some very specific task or activity [5]. The advantage of 
dealing with such domains is twofold - firstly, due to the 
narrowness of the domain, it is possible to encode most 
of the knowledge related to the domain and to make this 
knowledge accessible to the natural  language processing 
system, which in turn can use this knowledge to dis- 
ambiguate the meanings of the messages. Secondly, in 
such a domain, there is not a great diversity of language 
constructs and therefore it becomes easier to construct 
a g rammar  which will capture all the constructs which 
exist in this sub-language. 

However, some practical aspects of such domains tend 
to make the problem somewhat  difficult. Often, the mes- 
sages tend not to be absolutely grammatical ly correct. 
As a result, the g rammar  designed for such a system 
needs to be far more forgiving than one designed for 
the task of parsing edited English. This can result in 
a proliferation of parses, which in turn makes the dis- 
ambiguation task more difficult. This problem is further 
compounded by the telegraphic nature  of the discourse, 
since telegraphic discourse is more prone to be syntacti- 
cally ambiguous. 

Statistical Parsing 
The major  objective of the research described in this pa- 
per is to use statistical da ta  to evaluate the likelihood 
of a parse in order to help the parser prune out un- 
likely parses. Our conjecture - supported by our results 
and some prior, similar experiments - is that  a more 
probable parse has a greater chance of being the correct 
one. The related work by the research team at UCREL 
(Unit for Computer  Research on the English Language) 
at Lancaster University [4] and at IBM Research Lab. at 
Yorktown Heights [3] addressed the same problem in the 
context of unconstrained text. The success rate of about 
50% achieved by the probabilistic parser at UCREL is 
certainly impressive [4], considering the fact that  their 
corpus included a range of domains and text types. How- 
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ever, our objectives differ from that  of UCREL in that  
our aim is to build a system for a specific application 
task (viz. information extraction). For this reason, we 
sacrifice breadth of coverage for higher reliability. 

We use a model of probabilistic sentence generation 
based on a context-free g rammar  with independent prob- 
abilities for the expansion of any non-terminal by its al- 
ternate productions. These probabilities are adjusted 
to generate sentences in which the frequency of particu- 
lar constructs corresponds to that  observed in a sample 
corpus. The resulting g rammar  gives us not only the 
probabilities of sentences, but also the probabilities of 
alternate parses for a single sentence. It  is the latter 
probabilities which are of pr imary interest to us in ana- 
lyzing new sentences. 

Initially, probabilities of all individual productions 
were determined using a corpus of text.  This body of 
text was parsed using the NYU PROTEUS grammar  
which is a subset of Sager's grammar[10] based on Lin- 
guistic String Theory [7]. The parsing was performed 
using a chart parser [8]. The probabilities of the produc- 
tions were computed by an iterative procedure described 
below. 

The parser was then modified to use these probabili- 
ties. The probabili ty of a parse tree is computed as the 
product  of probabilities of all the productions used in 
that  particular parse tree. The parsing algorithm gener- 
ates parses in the best-first order [9] (i.e. most probable 
parse first). 

The prioritizing of productions not only helps in the 
disambiguation of parses but also forces the parser to 
try more likely productions first. As a result, there is a 
twofold improvement  at t r ibutable  to this modified pars- 
ing algorithm. Firstly, the accuracy of the parsing im- 
proves since the parser provides a mechanism to iden- 
tify the most likely parse. Secondly, the tendency of 
the parser to try more likely productions first results in 
a quicker conclusion of the search process and a faster 
parser 1. 

To further enhance the performance of the system, 
probabilities of individual productions were computed 
separately for each of the contexts in which they could 

1 Speed of the parser can be approximately assessed from the 
number of edges generated. An edge is an intermediate hypothesis 
made by the parser [8] 



be invoked and these probabilities were used to compute 
probabilities of parse trees. This modification improved 
the speed and accuracy of the system still further. 

This paper briefly describes the methodology underly- 
ing statistical parsing and corroborates through experi- 
mental results the claim that  parsing guided with statis- 
tical information is more robust and faster. 

Est imat ion  of  Probabil i t ies  of 
Product ions  
In this experiment, a corpus of 105 Navy OPREP  mes- 
sages (prepared for Message Understanding Conference - 
2 [11]) was parsed using the PROTEUS grammar. Parse 
trees of each sentence were accumulated separately. 2 
The algorithm for estimation of probabilites of produc- 
tions resembles the Inside Outside Algorithm [1]. The 
initial estimate of the probability of 7~,j, the jth parse 
tree of the i th sentence is 

1 
Pro(7~j) = ~i  

sake of enabling "best first parsing", the agenda was con- 
verted into a priority queue (or a heap), where the prior- 
ity of each incomplete parse was computed by adding the 
priorities of all constituent edges. This computation was 
performed in a recursive manner, since edges themselves 
are incomplete parses. Moreover, whenever an edge used 
a certain production, the corresponding priority (given 
by (3)) is also added to the priority of that  edge. 

The objective of the modified parsing algorithm is to 
generate parses in the most-likely-first order. The prior- 
ity of a parse tree (finished or unfinished) is asserted to 
be the product  of the probabilities of all the productions 
used in it. For a grammar with a decision tree of average 
branching factor 5, a parse tree that  uses 20 different pro- 
ductions will have a priority of the order (0.2) 2° which is 
a small floating point number. In order to avoid dealing 
with such small numbers, probabilities are converted to 
log scale. This has the added advantage of being able to 
add probabilites instead of having to multiply them. We 
assign 

Priority(P,~,n) = 10.0 x log(Pr(Pm,,)) (3) 

where Ni is the number of parses obtained for the i th 
sentence. We further define the current partial count of 
the n th production of the m t h  nonterminal attributable 
to T/,j to be 

C0(P,~,,,7~,/) = Pro(Ti,j) x C(Pm,,,Ti,j) (1) 

where C(Pm,, ,  7~,j) is the actual count of the number 
of times this production is used in Ti,j. From this, an 
estimate of the probability of production Pro,, can be 
found as 

This way, whenever a new edge is added to the parse 
tree, its priority is added to the priority of the parse 
tree. 

Even though this modification in the parsing algo- 
r i thm resulted in significant improvement in the accu- 
racy and the speed of parsing, it was felt that  the per- 
formance of the parsing could be further enhanced by ex- 
tracting more specific information from the corpus. The 
following section describes one such scheme. 

Pro(Pm,, Ira) = ~TC°(Pm'n 'T)  (2) 
E. ET Pm,., T) 

Using these estimates, it is possible to come up with a 
new es t ima~ of Pr(Ti , j )  for each tree by multiplying the 
probabilities of all the productions used in that  deriva- 
tion. This enables us to reestimate C(Pm,n ,T/ j ) ,  which 
in turn allow us to reestimate Pr(Pm,, I m).  This mech- 
anism leads to an iterative process. After convergence, 
this iterative process gives us estimates of the probabil- 
ities of each production in the grammar. 

M o d i f i e d  P a r s i n g  A l g o r i t h m  
The parser which PROTEUS uses is a chart parser. This 
parser maintains a list of incomplete parses, which is 
cMled agenda. In the earlier parsing algorithm, partiM 
parses were chosen in LIFO order for expansion 3. For the 

2The P R O T E U S  g r a m m a r  used for this task included a numbe r  
of ad-hoc scoring const ra in ts  to prefer full sentence analyses to 
f ragments  and run-ons.  In accumulat ing parse trees, we only took 
the top-scoring trees for each sentence. For subsequent  iterations, 
we used only these parse trees wi th  new weights assigned; we did 
not  reparse the corpus to obtain  addit ional trees. 

3 This  simply means  tha t  search space was searched in a depth-  
first order; there is no  pecticular reason for this choice 

Fine Grained Statist ics  
In the above scheme, the amount of priority due to a 
production depends only on the production and not on 
the place where the production is used. For example, 
use of the production 

SA "--, N U L L  

will involve a fixed amount of priority no matter  where 
this SA appears. This strategy disregards the fact that  
SA appearing at certain locations may have a greater 
probability to use this production and SA appearing at 
some other place may have a lesser probability to use 
this production. Therefore, it was expected that  if the 
probabilities for a certain non-terminal using a certain 
production were computed separately for each instance 
of each nonterminal appearing on the right hand side of a 
production, it will lead to a more informed parser. Such 
probabilities were obtained and the parsing algorithm 
was modified accordingly. This change resulted in an 
even bet ter  perfomance, both with respect to speed and 
accuracy. The following section briefly describes the fur- 
ther changes necessary in the parsing algorithm in order 
to be able to use fine-grained statistical information. 
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Parsing Method Correct Misplaced Prepositional Incorrect 
Phrase 

No statistical parsing 
Context free statistical Parsing 
Context free statistical parsing 
with heuristic penalties 
Context sensitive statistical parsing 
Context sensitive statistical parsing 
with heuristic penalites 

34 
47 
42 

53 
45 

45 
46 
55 

51 
58 

Edges 

61 577265 
47 553022 
43 483432 

36 
37 

501357 
419772 

Table h Comparison of correctness of parsing with various parsing methods 

Modified Parsing Algorithm for Fine 
Grained Statistics 
The parsing algorithm for parsing with fine-grained pri- 
orities becomes somewhat more complex. In this scheme, 
the priority attr ibutable to a production is influenced by 
the context in which it is used. Since the priority of an 
edge is the sum of the priority of the production used 
by the edge and priorities of its constituents, the overall 
priority of an edge varies according to the context. This 
effect can be best captured by breaking up the priority of 
an edge into two components - the absolute component 
and the relative component.  While the absolute com- 
ponent for an edge is constant, the relative component 
depends on the context in which the priority of this edge 
is being computed, since priorities of the same produc- 
tion are different in different contexts. These changes 
are discussed in greater detail in [2] 

Heuristic Penalt ies  
Even with the improvements detailed in the two prior 
sections, the parser suffered from a serious problem. The 
modified search algorithm, which is best first, ignored 
the length of hypotheses being compared. As a result, as 
the parsing progressed towards the right of the sentence, 
it would often thrash after the lengthier (and possibly 
correc 0 partial parses gathered more penalty than short, 
unpromising hypotheses near the left of the sentence. In 
order to have a strictly best-first search strategy, this 
phenomenon is unavoidable 4. However, we studied the 
trade-off that  existed by penalizing shorter hypotheses 
by a fixed amount per word 5. This way, the ~hrashmg 
was avoided, the parser became faster and the parser 
could parse several sentences which could not be parsed 
earlier under the same edge limit 6. However, the parser 
lost the characteristic of being best first and this resulted 
in a slight degradation of accuracy. 

4 T h e  bes t  first search  expec t s  a n  admiss ib le  heur is t ic ,  which  by 
definit ion,  a lways u n d e r e s t i m a t e s  the  res idual  penal ty .  We exper-  
imen t ed  wi th  some  admiss ib le  heur is t ics ,  b u t  they  were too  weak 
to  improve  pe r fo rmance  significantly.  

5This  idea  is due  to Sal lm Roukos  (personal  c o m m u n i c a t i o n )  
6Usual ly ,  a l imit  is i m p o s e d  on  t he  n u m b e r  of  edges the  pa r se r  

can  genera te  before  a b a n d o n i n g  the  sea rch  for t he  parse .  Th i s  
occasional ly resu l t s  in  a s i t ua t i on  where  the  pa r se r  does no t  find 
a n  exis t ing  correct  pa rse  

Results  
The statistical data  was obtained from a corpus of about 
300 parsed sentences. To assess the performance of var- 
ious parsing algorithms, each version of the modified 
parser and grammar was run on a sample of 140 sen- 
tences, which were selected from the training corpus. 
For verification purposes, the correct regularized syntac- 
tic structures were manually garnered for each of these 
sentences. These were compared with the top-ranked 
(highest probability) parse produced by each of the var- 
ious parsing schemes. The results are summarized in 
table 1. 

Because the single most frequent source of error in 
a parse was a misplaced prepositional phrase, we sepa- 
rated out this parsing error from other errors. The table 
shows the number of sentences parsed correctly, the num- 
ber that  had one or two misplaced prepositional phrases, 
and the number with other errors, for each parsing strat- 
egy. It also shows the total number of edges built by the 
parser for all 140 sentences. Since the number of edges 
roughly represents the computational complexity of the 
parsing algorithm, it can be treated as an approximate 
measure of time spent. 

The following conclusions can be drawn about the per- 
formance of the parser that  uses the statistical informa- 
tion: 

1. Parsing guided by statistics does better  in speed as 
well as accuracy in comparison with the earlier al- 
gorithm. 

2. The fine-grained statistics does better  than ordinary 
statistics both in speed and accuracy. 

3. The use of heuristic penalties improves the perfor- 
mance with respect to speed and the number of sen- 
tences parsed but  accuracy suffers. 
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