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Objectives

Neural Machine Translation (NMT) has achieved
new breakthroughs in machine translation in re-
cent years. It has dominated recent shared trans-
lation tasks in machine translation research, and
is also being quickly adopted in industry. The
technical differences between NMT and the previ-
ously dominant phrase-based statistical approach
require that practictioners learn new best practices
for building MT systems, ranging from different
hardware requirements, new techniques for han-
dling rare words and monolingual data, to new
opportunities in continued learning and domain
adaptation.

This tutorial is aimed at researchers and users
of machine translation interested in working with
NMT. The tutorial will cover a basic theoretical
introduction to NMT, discuss the components of
state-of-the-art systems, and provide practical ad-
vice for building NMT systems.

Outline

Part 1: An Introduction to Neural Machine
Translation
In the first part, we will give a basic introduction to
neural MT, discussing how the translation problem
can be modelled via a neural network, introducing
RNN language models, the attentional encoder-
decoder architecture for NMT, and describe infer-
ence with greedy search and beam search.

Part 2: The State-of-the-Art in Neural
Machine Translation
In the second part, we will describe the journey
from a baseline attentional encoder-decoder with
attention to our winning systems at WMT16, in-
cluding techniques such as subword models, train-
ing with monolingual data, and bidirectional de-
coding. We will also provide an overview of re-

cent analyses of NMT, highlighting its strengths
and weaknesses.

Part 3: Practical Advice and Open Problems
The third part will cover practical advice for build-
ing NMT systems. We will discuss aspects such
as training and decoding speed on different hard-
ware and software, ensembling strategies, contin-
ued learning and domain adaptation, and advanced
features such as Minimum Risk Training or fac-
tored models. We will also discuss recent research
and open problems in NMT.
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