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Preface: General Chair

Welcome to EACL 2014, the 14th Conference of the European Chapter of the Association for
Computational Linguistics! This is the largest EACL meeting ever: with eighty long papers, almost fifty
short ones, thirteen student research papers, twenty-six demos, fourteen workshops and six tutorials, we
expect to bring to Gothenburg up to five hundred participants, for a week of excellent science interspersed
with entertaining social events.

It is hard to imagine how much work is involved in the preparation of such an event. It takes about three
years, from the day the EACL board starts discussing the location and nominating the chairs, until the
final details of the budget are resolved. The number of people involved is also huge, and I was fortunate
to work with an excellent, dedicated and efficient team, to which I am enormously grateful.

The scientific program was very ably composed by the Program Committee Chairs, Sharon Goldwater
and Stefan Riezler, presiding over a team of twenty-four area chairs. Given that this year we had long
paper submissions, followed by a rebuttal period, followed by a very stressed short paper reviewing
period, this meant a lot of work. Overall, Sharon and Stefan handled over five hundred submissions,
or over 1,500 reviews! The result of this work is a balanced, high-quality scientific program that I’m
sure we will all enjoy. The PC Chairs have also selected the three invited speakers, and we will have the
pleasure of attending keynotes delivered by Simon King, Ulrike von Luxburg, and Dan Roth – a great
choice of speakers!

The diverse workshop program was put together by the Workshop Chairs, Anja Belz and Reut Tsarfaty,
under very strict deadlines due to the fact that as in previous years, workshops were coordinated with
other ACL events (this year, ACL and EMNLP). Even in light of the competition, Anja and Reut
negotiated a varied and attractive set of fourteen workshops which will keep us busy over the weekend
prior to the main conference.

Also on that weekend are the six tutorials, selected from among several submissions by the Tutorial
Chairs, Afra Alishahi and Marco Baroni. Again, the tutorials offer a set of diverse and timely topics,
covering both core areas of NLP and tangential fields of research.

We included in the program a large number of demonstrations, selected by Marko Tadić and Bogdan
Babych, the Demo Chairs. And an integral part of the scientific program is the Student Research
Workshop, put together by the SRW Chairs, Desmond Elliott, Konstantina Garoufi, Douwe Kiela, and
Ivan Vulić, whose work was supervised by the SRW Faculty Advisor, Sebastian Padó.

The Proceedings that you’re reading now were compiled by the Publication Chairs, Gosse Bouma and
Yannick Parmentier. Their responsibilities include the preparation of all the proceedings, including the
main session, the SRW, the demo session, the workshop proceedings etc. – thousands of pages, all under
very strict deadlines.

It has been a very special pleasure for me to work with an excellent local organization team. The Local
Organization Chairs, Lars Borin and Aarne Ranta, were assisted by an extremely efficient team, Yvonne
Adesam, Martin Kaså and Nina Tahmasebi. Their effort cannot be overestimated: from dealing with
the two universities over issues of conference space and funding, through dealing with two professional
conference organizers, to corresponding with authors, participants and of course all the other chairs.
Add the stress involved in being in charge of a hefty budget that has to be balanced by the end of the
conference, and you can only admire the relaxed way in which they took upon themselves this daunting
task.

The local team included also Peter Ljunglöf, the Publicity Chair, to whom we should all be grateful for
the beautiful web site of the conference and the timely e-mails, tweets and Facebook statuses. The Local
Sponsorship Chairs, Sofie Johansson Kokkinakis and Staffan Larsson, worked together with the ACL
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Sponsorship Chairs Jochen Leidner and Alessandro Moschitti, to obtain some much needed financial
support. Sincere thanks are due to the various sponsors for their generous contribution.

The local team did a wonderful job organizing a social program this year. This includes a reception at the
City Hall on Sunday, a catered poster and demo session on Monday, a conference dinner on Tuesday and
of course, the famous Cortège at the very end of the conference. A perfect mix of business and pleasure.

I am grateful to all members of the EACL board for their advice and guidance, and in particular to past
Chair Sien Moens, Chair Stephen Clark, Chair-elect Lluìs Màrquez and Treasurer Mike Rosner. Many
thanks are also due to the ACL Treasurer Graeme Hirst and of course, as always, to the ACL Business
Manager Priscilla Rasmussen, who was always there with her vast experience to clear up uncertainties
and lend a helping hand.

Finally, let us not forget that this is all about you: authors, reviewers, demo presenters, workshop
organizers and speakers, tutorial speakers and participants of the conference. Thank you for choosing to
be part of EACL-2014, I wish you a very enjoyable conference!

Shuly Wintner, University of Haifa
General Chair
March 2014
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Preface: Program Chairs

We are delighted to present you with this volume containing the papers accepted for presentation at
the 14th Conference of the European Chapter of the Association for Computational Linguistics, held in
Gothenburg, Sweden, from April 26 till April 30 2014.

EACL 2014 introduced a short paper (4 page) format in addition to the usual long paper (8 page) format,
which led to the highest total number of submissions of any EACL. We received 317 valid long paper
submissions and were able to accept 78 of these papers (an acceptance rate of 24.6%). 49 of the papers
(15.4%) were accepted for oral presentation, and 31 (9.8%) for poster presentation. In addition, we
received 199 valid short paper submissions and were able to accept 46 of these (an acceptance rate of
23.1accepted for oral presentation, and 13 (6.5%) for poster presentation. The EACL 2014 schedule
also includes oral presentations from two papers published in the Transactions of the Association for
Computational Linguistics, a new feature of this year’s conference.

The introduction of short papers, handled in a second round of submissions, meant a somewhat higher
workload for our program committee, and we are very grateful to our 24 area chairs for recruiting an
excellent panel of 434 reviewers from all over the world, and to those reviewers for providing their
feedback on the submissions. Each submission was reviewed by at least three reviewers (at least two
for short papers), who were then encouraged to discuss any differences of opinion, taking into account
the responses of the authors to their initial reviews. Based on the reviews, author response, and reviewer
discussion, area chairs provided a ranking for papers in their area. Final selection was made by the
program co-chairs after discussion with the area chairs and an independent check of reviews.

Each area chair was also asked to nominate the best long paper and best short paper from his or her
area, or to decline to nominate any. Several papers were nominated, and of these the program co-chairs
made the final decision on the Best Long Paper and Best Short Paper awards, which will be awarded in
a plenary session at the conference.

In addition to the main conference program, EACL 2014 will feature the now traditional Student
Research Workshop, 14 other workshops, 6 tutorials and a demo session with 26 presentations. We
are also fortunate to have three excellent invited speakers: Dan Roth (University of Illinois at Urbana-
Champaign), Ulrike von Luxburg (University of Hamburg), and Simon King (University of Edinburgh).

We would very much like to thank all of the other people who have helped us put together this year’s
conference. Most importantly, all of the authors who submitted their work to EACL, without whom we
would have no conference at all! The number and quality of both long and short paper submissions
in many different areas shows that we are maintaining and growing a broad and active community.
We are greatly indebted to all the area chairs and reviewers for their hard work, which allowed us to
choose from amongst the many high-quality submissions to put together a strong programme and provide
useful feedback to authors. The START support team, and especially Rich Gerber, were of great help
in swiftly answering all of our technical questions, and occasionally even knowing more about our job
than we did! We thank the invited speakers for agreeing to present at EACL, and the publication chairs,
Yannick Parmentier and Gosse Bouma, for putting this volume together. The local organizing committee
(Lars Borin, Aarne Ranta, Yvonne Adesam, Martin Kaså, and Nina Tahmasebi) have been invaluable in
arranging the logistics of the conference and coordinating with us on many organizational issues, and we
are grateful to the publicity chair, Peter Ljunglöf, for ensuring up-to-date programme information on the
conference web site. We thank also the Student Research Workshop chairs for smoothly coordinating
with us on their schedule. Last but not least, we are indebted to the General Chair, Shuly Wintner, for his
guidance and support throughout the whole process.

We hope you enjoy the conference!

Sharon Goldwater and Stefan Riezler
EACL 2014 Programme Chairs
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Abstract

This work discusses the evaluation of
baseline algorithms for Web search re-
sults clustering. An analysis is performed
over frequently used baseline algorithms
and standard datasets. Our work shows
that competitive results can be obtained by
either fine tuning or performing cascade
clustering over well-known algorithms. In
particular, the latter strategy can lead to
a scalable and real-world solution, which
evidences comparative results to recent
text-based state-of-the-art algorithms.

1 Introduction

Visualizing Web search results remains an open
problem in Information Retrieval (IR). For exam-
ple, in order to deal with ambiguous or multi-
faceted queries, many works present Web page re-
sults using groups of correlated contents instead
of long flat lists of relevant documents. Among
existing techniques, Web Search Results Cluster-
ing (SRC) is a commonly studied area, which
consists in clustering “on-the-fly” Web page re-
sults based on their Web snippets. Therefore,
many works have been recently presented includ-
ing task adapted clustering (Moreno et al., 2013),
meta clustering (Carpineto and Romano, 2010)
and knowledge-based clustering (Scaiella et al.,
2012).

Evaluation is also a hot topic both in Natural
Language Processing (NLP) and IR. Within the
specific case of SRC, different metrics have been
used such asF1-measure (F1), kSSL1 andFb3-
measure (Fb3) over different standard datasets:
ODP-239 (Carpineto and Romano, 2010) and
Moresque (Navigli and Crisafulli, 2010). Unfor-
tunately, comparative results are usually biased as

1This metric is based on subjective label evaluation and as
such is out of the scope of this paper.

baseline algorithms are run with default parame-
ters whereas proposed methodologies are usually
tuned to increase performance over the studied
datasets. Moreover, evaluation metrics tend to cor-
relate with the number of produced clusters.

In this paper, we focus on deep understand-
ing of the evaluation task within the context of
SRC. First, we provide the results of baseline algo-
rithms with their best parameter settings. Second,
we show that a simple cascade strategy of base-
line algorithms can lead to a scalable and real-
world solution, which evidences comparative re-
sults to recent text-based algorithms. Finally, we
draw some conclusions about evaluation metrics
and their bias to the number of output clusters.

2 Related Work

Search results clustering is an active research area.
Two main streams have been proposed so far:
text-based strategies such as (Hearst and Peder-
sen, 1996; Zamir and Etzioni, 1998; Zeng et al.,
2004; Osinski et al., 2004; Carpineto and Romano,
2010; Carpineto et al., 2011; Moreno et al., 2013)
and knowledge-based ones (Ferragina and Gulli,
2008; Scaiella et al., 2012; Di Marco and Nav-
igli, 2013). Successful results have been obtained
by recent works compared to STC (Zamir and Et-
zioni, 1998) and LINGO (Osinski et al., 2004)
which provide publicly available implementations,
and as a consequence, are often used as state-
of-the-art baselines. On the one hand, STC pro-
poses a monothetic methodology which merges
base clusters with high string overlap relying on
suffix trees. On the other hand, LINGO is a poly-
thetic solution which reduces a term-document
matrix using single value decomposition and as-
signs documents to each discovered latent topic.

All solutions have been evaluated on differ-
ent datasets and evaluation measures. The well-
knownF1 has been used as the standard evaluation
metric. More recently, (Carpineto and Romano,

1



Moresque ODP-239
F1 F

b3 F1 F
b3

Algo. Stand. k Tuned k Stand. k Tuned k Stand. k Tuned k Stand. k Tuned k
STC 0.4550 12.7 0.6000 2.9 0.4602 12.7 0.4987 2.9 0.3238 12.4 0.3350 3.0 0.4027 12.4 0.4046 14.5
LINGO 0.3258 26.7 0.6034 3.0 0.3989 26.7 0.5004 5.8 0.2029 27.7 0.3320 3.0 0.3461 27.7 0.4459 8.7
BiKm 0.3165 9.7 0.5891 2.1 0.3145 9.7 0.4240 2.1 0.1995 12.1 0.3381 2.2 0.3074 12.1 0.3751 2.2

Random - - 0.5043 2 - - 0.3548 2 - - 0.2980 2 - - 0.3212 2

Table 1: Standard, Tuned and Random Results for Moresque and ODP-239 datasets.

2010) evidenced more complete results with the
general definition of theFβ-measure forβ =
{1, 2, 5}, (Navigli and Crisafulli, 2010) introduced
the Rand Index metric and (Moreno et al., 2013)
usedFb3 introduced by (Amiǵo et al., 2009) as a
more adequate metric for clustering.

Different standard datasets have been built such
as AMBIENT2 (Carpineto and Romano, 2009),
ODP-2393 (Carpineto and Romano, 2010) and
Moresque4 (Navigli and Crisafulli, 2010). ODP-
239, an improved version of AMBIENT, is based
on DMOZ5 where each query, over 239 ones, is a
selected category in DMOZ and its associated sub-
categories are considered as the respective clus-
ter results. The small text description included in
DMOZ is considered as a Web snippet. Moresque
is composed by 114 queries selected from a list
of ambiguous Wikipedia entries. For each query, a
set of Web results have been collected from a com-
mercial search engine and manually classified into
the disambiguation Wikipedia pages which form
the reference clusters.

In Table 2, we report the results obtained so
far in the literature by text-based and knowledge-
based strategies for the standardF1 over ODP-239
and Moresque datasets.

F1
ODP239 Moresque

Text

STC 0.324 0.455
LINGO 0.273 0.326
(Carpineto and Romano, 2010) 0.313 -
(Moreno et al., 2013) 0.390 0.665

Know.
(Scaiella et al., 2012) 0.413 -
(Di Marco and Navigli, 2013) - 0.7204*

Table 2: State-of-the-art Results for SRC. (*) The
result of (Di Marco and Navigli, 2013) is based
on a reduced version of AMBIENT + Moresque.

3 Baseline SRC Algorithms

Newly proposed algorithms are usually tuned to-
wards their maximal performance. However, the
results of baseline algorithms are usually run with

2http://credo.fub.it/ambient/ [Last acc.: Jan., 2014]
3http://credo.fub.it/odp239/ [Last acc.: Jan., 2014]
4http://lcl.uniroma1.it/moresque/ [Last acc.: Jan., 2014]
5http://www.dmoz.org [Last acc.: Jan., 2014]

default parameters based on available implemen-
tations. As such, no conclusive remarks can be
drawn knowing that tuned versions might provide
improved results.

In particular, available implementations6 of
STC, LINGO and the BisectionK-means (BiKm)
include a fixed stopping criterion. However, it
is well-known that tuning the number of output
clusters may greatly impact the clustering perfor-
mance. In order to provide fair results for base-
line algorithms, we evaluated ak-dependent7 ver-
sion for all baselines. We ran all algorithms for
k = 2..20 and chose the best result as the “op-
timal” performance. Table 1 sums up results for
all the baselines in their different configurations
and shows that tuned versions outperform standard
(available) ones both forF1 andFb3 over ODP-
239 and Moresque.

4 Cascade SRC Algorithms

In the previous section, our aim was to claim that
tunable versions of existing baseline algorithms
might evidence improved results when faced to
the ones reported in the literature. And these
values should be taken as the “real” baseline re-
sults within the context of controllable environ-
ments. However, exploring all the parameter space
is not an applicable solution in a real-world situa-
tion where the reference is unknown. As such, a
stopping criterion must be defined to adapt to any
dataset distribution. This is the particular case for
the standard implementations of STC and LINGO.

Previous results (Carpineto and Romano, 2010)
showed that different SRC algorithms provide dif-
ferent results and hopefully complementary ones.
For instance, STC demonstrates high recall and
low precision, while LINGO inversely evidences
high precision for low recall. Iteratively apply-
ing baseline SRC algorithms may thus lead to
improved results by exploiting each algorithm’s
strengths.

6http://carrot2.org [Last acc.: Jan., 2014]
7Carrot2 parametersmaxClusters, desiredClusterCount-

Base andclusterCount were used to setk value.
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In a cascade strategy, we first cluster the ini-
tial set of Web page snippets with any SRC al-
gorithm. Then, the input of the second SRC al-
gorithm is the set of meta-documents built from
the documents belonging to the same cluster8. Fi-
nally, each clustered meta-document is mapped to
the original documents generating the final clus-
ters. This process can iteratively be applied, al-
though we only consider two-level cascade strate-
gies in this paper.

This strategy can be viewed as an easy, re-
producible and parameter free baseline SRC im-
plementation that should be compared to existing
state-of-the-art algorithms. Table 3 shows the re-
sults obtained with different combinations of SRC
baseline algorithms for the cascade strategy both
for F1 andFb3 over ODP-239 and Moresque. The
“Stand.” column corresponds to the performance
of the cascade strategy andk to the automatically
obtained number of clusters. Results show that
the combination STC-STC achieves the best per-
formance overall for theF1 and STC-LINGO is
the best combination for theFb3 in both datasets.

In order to provide a more complete evaluation,
we included in column “Equiv.” the performance
that could be obtained by the tunable version of
each single baseline algorithm based on the same
k. Interestingly, the cascade strategy outperforms
the tunable version for anyk for F1 but fails to
compete (not by far) withFb3 . This issue will be
discussed in the next section.

5 Discussion

In Table 1, one can see that when using the tuned
version and evaluating withF1, the best perfor-
mance for each baseline algorithm is obtained for
the same number of output clusters independently
of the dataset (i.e. around 3 for STC and LINGO
and 2 for BiKm). As such, a fast conclusion would
be that the tuned versions of STC, LINGO and
BiKm are strong baselines as they show similar
behaviour over datasets. Then, in a realistic situa-
tion, k might be directly tuned to these values.

However, when comparing the output number
of clusters based on the bestF1 value to the refer-
ence number of clusters, a huge difference is ev-
idenced. Indeed, in Moresque, the ground-truth
average number of clusters is 6.6 and exactly 10
in ODP-239. Interestingly,Fb3 shows more accu-
rate values for the number of output clusters for

8Fused using concatenation of strings.

the best tuned baseline performances. In particu-
lar, the bestFb3 results are obtained for LINGO
with 5.8 clusters for Moresque and 8.7 clusters
for ODP-239 which most approximate the ground-
truths.

In order to better understand the behaviour of
each evaluation metric (i.e.Fβ andFb3) over dif-
ferentk values, we experienced a uniform random
clustering over Moresque and ODP-239. In Fig-
ure 1(c), we illustrate these results. The important
issue is thatFβ is more sensitive to the number
of output clusters thanFb3 . On the one hand, all
Fβ measures provide best results fork = 2 and
a random algorithm could reachF1=0.5043 for
Moresque andF1=0.2980 for ODP-239 (see Ta-
ble 1), thus outperforming almost all standard im-
plementations of STC, LINGO and BiKm for both
datasets. On the other hand,Fb3 shows that most
standard baseline implementations outperform the
random algorithm.

Moreover, in Figures 1(a) and 1(b), we illus-
trate the different behaviours betweenF1 andFb3

for k = 2..20 for both standard and tuned ver-
sions of STC, LINGO and BiKm. One may clearly
see thatFb3 is capable to discard the algorithm
(BiKm) which performs worst in the standard ver-
sion while this is not the case forF1. And, for
LINGO, the optimal performances over Moresque
and ODP-239 are near the ground-truth number of
clusters while this is not the case forF1 which ev-
idences a decreasing tendency whenk increases.

In section 4, we showed that competitive results
could be achieved with a cascade strategy based on
baseline algorithms. Although results outperform
standard and tunable baseline implementations for
F1, it is wise to useFb3 to better evaluate the SRC
task, based on our previous discussion. In this
case, the best values are obtained by STC-LINGO
with Fb3=0.4980 for Moresque andFb3=0.4249
for ODP-239, which highly approximate the val-
ues reported in (Moreno et al., 2013):Fb3=0.490
(Moresque) andFb3=0.452 (ODP-239). Addition-
ally, when STC is performed first and LINGO later
the cascade algorithm scale better due to LINGO
and STC scaling properties9.

6 Conclusion

This work presents a discussion about the use of
baseline algorithms in SRC and evaluation met-

9http://carrotsearch.com/lingo3g-comparison [Last acc.:
Jan., 2014]
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Moresque ODP-239
F1 F

b3 F1 F
b3

Level 1 Level 2 Stand. Equiv. k Stand. Equiv. k Stand. Equiv. k Stand. Equiv. k

STC
STC 0.6145 0.5594 3.1 0.4550 0.4913 3.1 0.3629 0.3304 3.2 0.3982 0.4023 3.2
LINGO 0.5611 0.4932 7.3 0.4980 0.4716 7.3 0.3624 0.3258 6.9 0.4249 0.4010 6.9
BiKm 0.5413 0.5160 4.5 0.4395 0.4776 4.5 0.3319 0.3276 4.3 0.3845 0.4020 4.3

LINGO
STC 0.5696 0.5176 6.7 0.4602 0.4854 6.7 0.3457 0.3029 7.2 0.4229 0.4429 7.2
LINGO 0.4629 0.4371 13.7 0.4447 0.4566 13.7 0.2789 0.2690 13.6 0.3931 0.4237 13.6
BiKm 0.4038 0.4966 8.6 0.3801 0.4750 8.6 0.2608 0.2953 8.5 0.3510 0.4423 8.5

BiKm
STC 0.5873 0.5891 2.7 0.4144 0.4069 2.7 0.3425 0.3381 2.7 0.3787 0.3677 2.7
LINGO 0.4773 0.5186 5.4 0.3832 0.3869 5.4 0.2819 0.3191 6.3 0.3546 0.3644 6.3
BiKm 0.4684 0.5764 3.5 0.3615 0.4114 3.5 0.2767 0.3322 4.3 0.3328 0.3693 4.3

Table 3: Cascade Results for Moresque and ODP-239 datasets.

(a)F1 for Moresque (Left) and ODP-239 (Right).
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(b) Fb3 for Moresque (Left) and ODP-239 (Right).
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(c) Evaluation Metrics for Random Clustering for Moresque (Left) and ODP-239 (Right).
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Figure 1:F1 andFb3 for Moresque and ODP-239 for Standard, Tuned and Random Clustering.

rics. Our experiments show thatFb3 seems more
adapted to evaluate SRC systems than the com-
monly usedF1 over the standard datasets avail-
able so far. New baseline values which approxi-
mate state-of-the-art algorithms in terms of clus-

tering performance can also be obtained by an
easy, reproducible and parameter free implemen-
tation (the cascade strategy) and could be consid-
ered as the “new” baseline results for future works.
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Abstract
In this paper, we propose to build temporal
ontologies from WordNet. The underlying
idea is that each synset is augmented with
its temporal connotation. For that purpose,
temporal classifiers are iteratively learned
from an initial set of time-sensitive synsets
and different propagation strategies to give
rise to different TempoWordNets.

1 Introduction

Temporality has recently received increased at-
tention in Natural Language Processing (NLP)
and Information Retrieval (IR). Initial works have
been proposed in NLP and are exhaustively sum-
marized in (Mani et al., 2005). More recently,
the introduction of the TempEval task (Verhagen
et al., 2009) in the Semantic Evaluation workshop
series has clearly established the importance of
time to deal with different NLP tasks. The ulti-
mate aim of research in this area is the automatic
identification of temporal expressions (timexes),
events and temporal relations within a text in the
TimeML format (Pustejovsky et al., 2005).

In IR, the time dimension has also received par-
ticular attention for the past few years. Accord-
ing to (Metzger, 2007), time is one of the key five
aspects that determine a document credibility be-
sides relevance, accuracy, objectivity and cover-
age. So, the value of information or its quality is
intrinsically time-dependent. As a consequence, a
new reasearch field called Temporal Information
Retrieval (T-IR) has emerged (Alonso et al., 2011)
and deals with all classical IR tasks such as crawl-
ing (Kulkarni et al., 2011), indexing (Anand et al.,
2012) or ranking (Kanhabua et al., 2011) from the
time viewpoint.

However, both NLP and IR evidence the lack
of temporal lexical resources. For example, auto-
matic temporal ordering of events in text is usu-
ally performed via various linguistic mechanisms

including the use of time expressions such as “be-
fore”,“after” or “during” that explicitly assert a
temporal relation. In particular, (Derczynski and
Gaizauskas, 2012) investigate the role of tempo-
ral signals in temporal relation extraction over the
TimeBank annotated corpus. However, the list of
such expressions is limited. From the IR view-
point, most methodologies rely on the presence of
explicit timexes and hardly bridge the gap when
no explicit mention of time is available. One re-
cent exception is proposed in (Jatowt et al., 2013)
where text time-tagging is seen as a classification
task, but no use of specific temporal clues is intro-
duced or proposed.

Inspired by SentiWordNet (Esuli and Sebas-
tiani, 2006), we propose to introduce the tempo-
ral connotation of each synset in WordNet (Miller,
1995) by iteratively learning temporal classifiers
from an initial set of time-sensitive synsets and a
given propagation strategy. As such, each synset
is automatically time-tagged with four dimensions
i.e. atemporal, past, present and future, thus giv-
ing rise to different TempoWordNets depending
on the propagation strategy.

TempoWordNets are evaluated both manually
and automatically. First, results show that man-
ual annotation of time-tagged synsets is a hard
task for humans. Second, automatic evaluation
based on sentence temporal classification shows
that the introduction of time-augmented lexical
knowledge bases (TempoWordNets) allows 3.9%
improvements of F1-measure against the vector
space model representation and 4.2% against the
semantic vector space model obtained with the ex-
isting WordNet time subtree.

2 Related Work

A great deal of works have been proposed in tem-
poral NLP. Most recent studies have been devel-
oped in the context of the TempEval evaluation
contests, which were initiated by (Verhagen et al.,
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2007). TempEval was initially divided into three
challenges: (A) identifying temporal relations be-
tween events and time expressions, (B) identifying
temporal relations between events and the docu-
ment creation time and (C) identifying the tem-
poral relations between contiguous pairs of matrix
verbs. In TempEval-2 (Pustejovsky and Verhagen,
2009), the best performing systems were based
on conditional random fields mixed with parsing
methodologies (UzZaman and Allen, 2010). More
recently, in TempEval-3 (UzZaman et al., 2013),
new systems have been performing at high level
of performance for all three tasks such as the
rule-based multilingual temporal tagger Heidel-
time (Strötgen and Gertz, 2013). In IR, the work
of (Baeza-Yates, 2005) defines the foundations of
T-IR. Since, research have been tackling several
topics such as query understanding (Metzler et al.,
2009), temporal snippets generation (Alonso et al.,
2007), temporal ranking (Kanhabua et al., 2011),
temporal clustering (Alonso et al., 2009), future
retrieval (Radinsky and Horvitz, 2013) or tempo-
ral image retrieval (Dias et al., 2012).

As expressed in (Strötgen and Gertz, 2013),
time taggers usually contain pattern files with
words and phrases, which are typically used to
express temporal expressions in a given language
(e.g. names of months). In fact, most temporal
NLP tasks rely on a time-sensitive vocabulary. On
the contrary, T-IR systems usually do not use in-
formation about time in language although they
could benefit from it when facing the recurrent
problem of missing explicit timexes.

WordNet is a good place to start to find time-
sensitive concepts. Indeed, one can list a set
of 21 temporal synsets by iteratively following
the hyponym relation from the concept of time
(synset # 00028270) represented by the follow-
ing gloss: the continuum of experience in which
events pass from the future through the present to
the past. However, likewise the tennis problem ev-
idenced in (Fellbaum, 1998), most temporal words
are not under the concept of time. For example,
concepts such as “prediction”, “remember”, “an-
cient” or “fresh” clearly have a time dimension al-
though they are not listed under the time subtree
of WordNet. Based on the intial ideas of (Moens
and Steedman, 1987) on temporal ontologies and
inspired by SentiWordNet (Esuli and Sebastiani,
2006), we propose to enrich all WordNet synsets
with their temporal connotation.

3 TempoWordNet as SentiWordNet

In (Dias et al., 2014), we first proposed to build
TempoWordNet based on the idea of (Esuli and
Sebastiani, 2006) for SentiWordNet. Each synset
is automatically time-tagged with four dimensions
i.e. atemporal, past, present and future by per-
forming a two-step process.

A first temporal classifier is built based on a set
of manually selected seed synsets and their corre-
sponding glosses tagged as past, present and fu-
ture. This process is then iterated based on the
repetitive lexico-semantic expansion1 of the initial
seeds lists until cross-validation accuracy drops.
This first step results in a three-class temporal
classifier and an expanded list of temporal synset
candidates.

A second temporal classifier is then learned to
time-tag synsets as atemporal or temporal. This
process is obtained by taking the final list of ex-
panded seed synsets from the previous learning
problem and randomly choosing a balanced num-
ber atemporal synsets. A 10-fold cross-validation
is then used to learn the model.

TempoWordNet is finally obtained by (1) classi-
fying all WordNet synsets as atemporal or tempo-
ral with the second classifier and (2) the resulting
temporal synsets are tagged as past, present and
future by the first classifier. This step is detailed in
(Dias et al., 2014) and all materials can be found
at http://tempowordnet.greyc.fr.

4 Diversified Expansion Strategies

The initial strategy proposed in the previous sec-
tion evidences a clear lack. As the expansion pro-
cess is semantically driven, the temporal conno-
tation is highly depend on the initial seeds lists
and as a consequence may not spread over a wide
range of concepts in WordNet. As such, we pro-
pose two different strategies of expansion: (1) the
probabilistic expansion and (2) the hybrid (proba-
bilistic combined with semantic) expansion.

Probabilistic Expansion: We first learn a tem-
poral vs. atemporal classifier based on the ini-
tial hand-crafted set of seeds proposed in (Dias
et al., 2014). In particular, the seeds defined as
past, present and future are markers of temporal-
ity, while the list of atemporal synsets is the ob-
vious counterpart. Based on this list of tempo-

1Only exisiting lexico-semantic links in WordNet are used
to propagate the temporal connotation.
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ral and atemporal synsets, a 10-fold cross vali-
dation process is performed to learn the temporal
vs. atemporal model, which is used to time-tag
the whole WordNet. The synsets (or glosses) with
highest temporal and atemporal values in Word-
Net are then used for the expansion process of the
seeds lists. The process is iteratively performed
and stops when accuracy drops.

After building the temporal vs. atemporal clas-
sifier, WordNet is divided into two subsets: tem-
poral synsets and atemporal ones. In order to
fine tune the temporal part of WordNet, we learn
a three-class classifier (i.e. past, present and fu-
ture) based on the initial past, present and future
seeds lists and the probabilistic expansion exclu-
sively2 within the temporal part of WordNet. So, a
10-fold cross validation process is iteratively per-
formed until accuracy drops.

The results of the probabilistic expansion are
presented in Table 1 and Table 2, when the expan-
sion is based on the maximum probability value3.

Steps 1 2 3
Precision 87.3 100 100

Recall 86.7 100 100
F1-measure 86.9 100 100

Table 1: Cross validation for temporal vs. atem-
poral at each iteration. Probabilistic Expansion.

Steps 1 2 3
Precision 80.0 99.7 99.6

Recall 80.1 99.7 99.6
F1-measure 80.0 99.7 99.6

Table 2: Cross validation for past, present and fu-
ture at each iteration. Probabilistic Expansion.

Note that in our experiment, Support Vector
Machines (SVM) with a linear kernel4 over the
vector space model representation of the synsets
(i.e. each synset is represented by its gloss en-
coded as a vector of unigrams weighted by their
frequency) have been used to classify all the
synsets of WordNet. The results show that in both
cases the expansion process stops at iteration 2.

2Only temporal synsets are classified as past, present or
future and used for the expansion process. Note that unbal-
anced sets can be formed.

3That means that all the synsets getting the highest value
produced by the classifier are used to expand the initial seeds
lists.

4We used the Weka implementation SMO with default pa-
rameters.

Hybrid Expansion: Choosing synsets from
WordNet with highest probability assigned by a
classifier learned on the glosses of initial seeds
lists can lead to the well-known semantic shift
problem. So, the idea of the hybrid expansion
is to control the expansion process so that the
most probable time-sensitive synsets are also cho-
sen based on their semantic distance with the ex-
panded seed synsets at the previous iteration. The
process is straightforward when compared to the
probabilistic expansion.

First, a two-class (temporal vs. atemporal) text
classifier is trained based on the glosses of each
synsets contained in the initial seed lists to clas-
sify all the synsets of WordNet. Thereafter, Word-
Net synsets with highest probability are selected as
candidates for expansion. From these candidates,
only the ones that present the maximum seman-
tic similarity to the previous seeds lists are cho-
sen for expansion. Note that the semantic simi-
larity is calculated between the candidate synset
and all synsets in the previous expanded seeds
lists. Once candidates for expansion have been
chosen, a 10-fold cross validation process is itera-
tively performed until accuracy becomes steady.

Second, a three-class (past, present and fu-
ture) classifier is learned over the temporal part of
WordNet with the hybrid expansion process in the
same exact manner as explained for the previous
probabilistic expansion. Results for the expansion
process are presented in the Table 3 and Table 4
for the same experimental setups as for the prob-
abilistic expansion and using the (Leacock et al.,
1998) semantic similarity measure5.

Steps 1 2 ... 25 26 27
Precision 87.3 94.1 ... 96.0 97.2 96.6

Recall 86.7 93.2 ... 95.5 97.0 96.3
F1-measure 86.9 93.6 ... 95.7 97.1 96.4

Table 3: Cross validation for temporal vs. atem-
poral at each iteration. Hybrid Expansion.

Steps 1 2 ... 15 16 17
Precision 80.0 75.7 ... 95.7 96.4 95.6

Recall 80.1 74.3 ... 95.1 96.0 95.0
F1-measure 80.0 74.9 ... 95.4 96.2 95.3

Table 4: Cross validation for past, present and fu-
ture at each iteration. Hybrid Expansion.

5Different configurations as well as different similarity
metrics have been tested but these experiments are out-of-
the-scope of this paper.
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Representation Uni.+SW Uni.+SW+Wn Uni.+SW+TWnL Uni.+SW+TWnP Uni.+SW+TWnH
Precision 85.8 85.6 87.8 89.8 89.5

Recall 85.7 85.3 87.8 89.5 89.4
F1-measure 85.8 85.4 87.8 89.6 89.4

Table 5: Evaluation results for sentence classification with different TempoWordNets. Balanced corpus:
346 sentences for past, 346 sentences for present and 346 sentences for future.

Evaluation: In order to intrinsically evaluate
the time-tagged WordNets (TempoWordNets), we
first performed an inter-annotation process over
samples of 50 automatically time-tagged Word-
Net synsets. In particular, three different anno-
tators were presented with temporal synsets and
their respective glosses, and had to decide upon
their correct classification (temporal vs. atempo-
ral). The results of the multirater agreement eval-
uation are presented in Table 6. In particular, we
processed the free-marginal multirater kappa val-
ues (Randolph, 2005) and the fixed-marginal mul-
tirater kappa (Siegel and Castellan, 1988) as no
bias is present in the data. Overall figures assess
moderate agreement for the three TempoWord-
Nets: TWnL for the lexico-semantic expansion,
TWnP for the probabilistic expansion and TWnH
for the hybrid expansion.

Metric TWnL TWnP TWnH
Fixed-marginal κ 0.5073 0.5199 0.4197
Free-marginal κ 0.5199 0.5199 0.4399

Table 6: Inter-annotator agreement.

These results evidence the difficulty of the task
for humans as they do not agree on a great deal of
decisions. This is particularly due to the fact that
the temporal dimension of synsets is judged upon
their glosses and not directly on their inherent con-
cept. For example, “dinosaur” can be classified as
temporal or atemporal as its gloss any of numer-
ous extinct terrestrial reptiles of the Mesozoic era
allows both interpretations.

So, we performed a new experiment based on
those examples where human annotator agreement
was 100%. From this dataset, we performed an
inter-annotator agreement process with four an-
notators (three human annotators plus the classi-
fier). The underlying idea is to understand to what
extent the built TempoWordNets comply with the
“easy” cases. Results are illustrated in Table 7 and
clearly show the enhanced intrinsic quality of the
hybrid expansion strategy with an almost adequate
agreement for the free-marginal κ.

Metric TWnL TWnP TWnH
Fixed-marginal κ 0.4133 0.4767 0.5655
Free-marginal κ 0.4242 0.5161 0.6896

Table 7: Inter-annotation for “easy” cases.

5 Sentence Temporal Classification

In order to evaluate TempoWordNets, we pro-
posed to test their capability to enhance the exter-
nal task of sentence temporal classification. For
that purpose, we used the corpus developed by
(Dias et al., 2014), which contains 1455 sen-
tences distributed as follows: 724 for past, 385
for present and 346 for future. Different sentence
representations have been used. First, we pro-
posed to represent each sentence with the classi-
cal vector space model using the tf.idf weighting
scheme for unigrams without stop-words removal
(Uni.+SW). Then, we proposed a semantic vector
space representation where each sentence is aug-
mented with the synonyms of any temporal word
contained in it. In particular, we proposed that
the words were matched directly from the Word-
Net time subtree (Uni.+SW+Wn) or from Tem-
poWordNet (Uni.+SW+TWnL, Uni.+SW+TWnP
and Uni.+SW+TWnH) and weighted with tf.idf.
The results of our experiments are reported in Ta-
ble 5. The results evidence that the WordNet time
subtree does not embody enough time-related in-
formation and the process of automatically time-
tagging WordNet can improve the task of sentence
temporal classification, especially with the proba-
bilistic or the hybrid expansion.

6 Conclusion

In this paper, we proposed the first steps towards
the automatic construction of temporal ontologies.
In particular, we presented and evaluated different
propagation strategies to time tag WordNet giving
rise to different TempoWordNets. First results are
promising and we deeply believe that such a re-
source can be important for time related applica-
tions both in NLP and IR. All resources can be
found at http://tempowordnet.greyc.fr.
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Abstract 

This study presents the Chinese Open Relation 
Extraction (CORE) system that is able to 
extract entity-relation triples from Chinese free 
texts based on a series of NLP techniques, i.e., 
word segmentation, POS tagging, syntactic 
parsing, and extraction rules. We employ the 
proposed CORE techniques to extract more 
than 13 million entity-relations for an open 
domain question answering application. To 
our best knowledge, CORE is the first Chinese 
Open IE system for knowledge acquisition.  

1 Introduction  

Traditional Information Extraction (IE) involves 
human intervention of handcrafted rules or 
tagged examples as the input for machine 
learning to recognize the assertion of a particular 
relationship between two entities in texts (Riloff, 
1996; Soderland, 1999). Although machine 
learning helps enumerate potential relation 
patterns for extraction, this approach is often 
limited to extracting the relation sets that are 
predefined. In addition, traditional IE has 
focused on satisfying pre-specified requests from 
small homogeneous corpora, leaving the question 
open whether it can scale up to massive and 
heterogeneous corpora such as the Web (Banko 
and Etzioni, 2008; Etzioni et al., 2008, 2011). 

Open IE, a new domain-independent 
knowledge discovery paradigm that extracts a 
diverse set of relations without requiring any 
relation-specific human inputs and a pre-
specified vocabulary, is especially suited to 

massive text corpora, where target relations are 
unknown in advance. Several Open IE systems, 
such as TextRunner (Banko et al., 2007), WOE 
(Wu and Weld, 2010), ReVerb (Fader et al., 
2011), and OLLIE (Mausam et al., 2012) achieve 
promising performance in open relation 
extraction on English sentences. However, 
application of these systems poses challenges to 
those languages that are very different from 
English, such as Chinese, as grammatical 
functions in English and Chinese are realized in 
markedly different ways. It is not sure whether 
those techniques for English still work for 
Chinese. This issue motivates us to extend the 
state-of-the-art Open IE systems to extract 
relations from Chinese texts. 

The relatively rich morpho-syntactic marking 
system of English (e.g., verbal inflection, 
nominal case, clausal markers) makes the 
syntactic roles of many words detectable from 
their surface forms. A tensed verb in English, for 
example, generally indicates its main verb status 
of a clause. The pinning down of the main verb 
in a Chinese clause, on the other hand, must rely 
on other linguistic cues such as word context due 
to the lack of tense markers. In contrast to the 
syntax-oriented English language, Chinese is 
discourse-oriented and rich in ellipsis – meaning 
is often construable in the absence of explicit 
linguistic devices such that many obligatory 
grammatical categories (e.g., pronouns and BE 
verbs) can be elided in Chinese.  For example, 
the three Chinese sentences “蘋果營養豐富” 
(‘Apples nutritious’), “蘋果是營養豐富的 ” 
(‘Apples are nutritious’), and “蘋果富含營養” 
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(‘Apples are rich in nutrition’) are semantically 
synonymous sentences, but the first one, which 
lacks an overt verb, is used far more often than 
the other two. Presumably, an adequate 
multilingual IE system must take into account 
those intrinsic differences between languages. 

This paper introduces the Chinese Open 
Relation Extraction (CORE) system, which 
utilizes a series of NLP techniques to extract 
relations embedded in Chinese sentences. Given 
a Chinese text as the input, CORE employs word 
segmentation, part-of-speech (POS) tagging, and 
syntactic parsing, to automatically annotate the 
Chinese sentences. Based on this rich 
information, the input sentences are chunked and 
the entity-relation triples are extracted. Our 
evaluation shows the effectiveness of CORE, and 
its deficiency as well. 

2 Related Work 

TextRunner (Banko et al., 2007) was the first 
Open IE system, which trains a Naïve Bayes 
classifier with POS and NP-chunk features to 
extract relationships between entities. The 
subsequent work showed that employing the 
classifiers capable of modeling the sequential 
information inherited in the texts, like linear-
chain CRF (Banko and Etzioni, 2008) and 
Markov Logic Network (Zhu et al., 2009), can 
result in better extraction performance. The 
WOE system (Wu and Weld, 2010) adopted 
Wikipedia as the training source for their 
extractor. Experimental results indicated that 
parsed dependency features lead to further 
improvements over TextRunner.  

ReVerb (Fader et al., 2011) introduced another 
approach by identifying first a verb-centered 
relational phrase that satisfies their pre-defined 
syntactic and lexical constraints, and then split 
the input sentence into an Argument-Verb-
Argument triple. This approach involves only 
POS tagging for English and “regular 
expression”-like matching. As such, it is suitable 
for large corpora, and likely to be applicable to 
Chinese.  

For multilingual open IE, Gamallo et al. (2012) 
adopts a rule-based dependency parser to extract 
relations represented in English, Spanish, 
Portuguese, and Galician. For each parsed 
sentence, they separate each verbal clause and 
then identify each one’s verb participants, 
including their functions: subject, direct object, 
attribute, and prepositional complements. A set 
of rules is then applied on the clause constituents 
to extract the target triples. For Chinese open IE, 
we adopt a similar general approach. The main 
differences are the processing steps specific to 
Chinese language. 

3 Chinese Open Relation Extraction 

This section describes the components of CORE. 
Not requiring any predefined vocabulary, 
CORE’s sole input is a Chinese corpus and its 
output is an extracted set of relational tuples. The 
system consists of three key modules, i.e., word 
segmentation and POS tagging, syntactic parsing, 
and entity-relation triple extraction, which are 
introduced as follows: 

Chinese is generally written without word 
boundaries. As a result, prior to the 
implementation of most NLP tasks, texts must 
undergo automatic word segmentation. 
Automatic Chinese word segmenters are 
generally trained by an input lexicon and 
probability models. However, it usually suffers 
from the unknown word (i.e., the out-of-
vocabulary, or OOV) problem. In CORE, a 
corpus-based learning method to merge the 
unknown words is adopted to tackle the OOV 
problem (Chen and Ma, 2002). This is followed 
by a reliable and cost-effective POS-tagging 
method to label the segmented words with part-
of-speeches (Tsai and Chen, 2004). Take the 
Chinese sentence “愛迪生發明了燈泡” (‘Edison 
invented the light bulb’) for instance. It was 
segmented and tagged as follows: 愛迪生/Nb  發
明/VC  了/Di  燈泡/Na. Among these words, the 
translation of a foreign proper name “愛迪生” 
(‘Edison’) is not likely to be included in a 
lexicon and therefore is extracted by the 
unknown word detection method. In this case, 
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the special POS tag ‘Di’ is a tag to represent a 
verb’s tense when its character “了” follows 
immediately after its precedent verb. The 
complete set of part-of-speech tags is defined in 
the technical report (CKIP, 1993). In the above 
sentence, “了 ” could represent a complete 
different meaning if it is associate with other 
character, such as “了解” meaning “understand”. 
Therefore, “愛迪生發明了解藥 ” (‘Edison 
invented a cure’) would be segmented incorrectly 
once “了 ” is associated with its following 
character, instead of its precedent word. 

We adopt CKIP, the best-performing parser in 
the bakeoff of SIGHAN 2012 (Tseng et al., 
2012), to do syntactic structure analysis. The 
CKIP solution re-estimates the context-
dependent probability for Chinese parsing and 
improves the performance of probabilistic 
context-free grammar (Hsieh et al., 2012). For 
the example sentence above, ‘愛迪生/Nb’ and 
‘燈泡 /Na’ were annotated as two nominal 
phrases (i.e., ‘NP’), and ‘發明/VC  了/Di’ was 
annotated as a verbal phrase (i.e., ‘VP’). 

CKIP parser also adopts dependency decision-
making and example-based approaches to label 
the semantic role “Head”, showing the status of a 
word or a phrase as the pivotal constituent of a 
sentence (You and Chen, 2004). CORE adopts 
the head-driven principle to identify the main 
relation in a given sentence (Huang et al., 2000). 
Firstly, a relation is defined by both the “Head”-
labeled verb and the other words in the syntactic 
chunk headed by the verb. Secondly, the noun 
phrases preceding/preceded by the relational 
chunk are regarded as the candidates of the 
head’s arguments. Finally, the entity-relation 
triple is identified in the form of (entity1, relation, 
entity2). Regarding the example sentence 
described above, the triple (愛迪生/Edison, 發明
了/invented, 燈泡/light bulb) is extracted by this 
approach. 

Figure 1 shows the parsed tree of a Chinese 
sentence for the relation extraction by CORE. 
The Chinese sentence “白宮預算委員會的民主

黨星期一發佈報告” (‘Democrats on the House 
Budget Committee released a report on Monday’) 
is the manual translation of one of the English 
sentences evaluated by ReVerb (Fader et al., 
2011). The first step of CORE involves word-
segmentation and POS-tagging, thus returning 
eight word/POS pairs: 白宮/Nc, 預算/Na, 委員
會/Nc, 的/DE, 民主黨/Nb, 星期一/Nd, 發怖/VE, 
報告 /Na. Next, “星期一 /Nd 發佈 /VE” is 
identified as the verbal phrase that heads the 
sentence. This verbal phrase is regarded as the 
center of a potential relation. The two noun 
phrases before and after the verbal phrase, i.e., 
the NP “白宮 預算 委員會 的 民主黨” and NP 
“報告” are regarded as the entities that complete 
the relation. A potential entity-relation-entity 
triple (i.e., 白宮預算委員會的民主黨 / 星期一
發佈 / 報告, ‘Democrats on the House Budget 
Committee / on Monday released / a report’) is 
extracted accordingly. This triple is chunked 
from its original sentence fully automatically. 
Finally, a filtering process, which retains 
“Head”-labeled words only, can be applied to 
strain out from each component of this triple the 
most prominent word: “民主黨 / 發佈 / 報告” 
(‘Democrats / released / report’). 

 
Figure 1: The parsed tree of a Chinese sentence. 

4 Experiments and Evaluation 

We adopted the same test set released by ReVerb 
for performance evaluation. The test set consists 
of 500 English sentences randomly sampled from 
the Web and were annotated using a pooling 
method. To obtain “gold standard” relation 
triples in Chinese, the 500 test sentences were 
manually translated from English to Chinese by a 
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trained native Chinese speaker and verified by 
another. Additionally, two other native Chinese 
speakers annotated the relation triples for each 
Chinese sentence. In total, 716 Chinese entity-
relation triples with an agreement score of 0.79 
between the two annotators were obtained and 
regarded as gold standard.  

Performance evaluation of CORE was 
conducted based on: 1) exact match; and 2) 
relation-only match. For exact match, each 
component of the extracted triple must be 
identical with the gold standard. For relation-
only match, the extracted triple is regarded as a 
correct case if an extracted relation agreed with 
the relation of the gold standard. 

 Without another Chinese Open IE system for 
performance comparison, we compared CORE 
with a modification of ReVerb system capable of 
handling Chinese sentences. The modification of 
ReVerb’s verb-driven regular expression 
matching was kept to a minimum to deal with 
language-specific processing. As such, ReVerb 
remains mostly the same as its English 
counterpart so that a bilingual (Chinese/English) 
Open IE system can be easily implemented. 

Table 1 shows the experimental results. Our 
CORE system obviously performs better than 
ReVerb when recall is considered for both exact 
and relation-only match. The results suggest that 
utilizing more sophisticated NLP techniques is 
effective to extract relations without any specific 
human intervention. In addition, there is a slight 
decrease in the precision of exact match for 
CORE. This reveals that ReVerb’s original 
syntactic and lexical constraints are also useful to 
identify the arguments and their relationship 
precisely. In summary, CORE achieved 
relatively promising F1 scores. These results 
imply that CORE method is more suitable for 
Chinese open relation extraction. 

Chinese Open IE Precision Recall F1 
Exact 
Match 

ReVerb 0.5820 0.0987 0.1688 
CORE 0.5579 0.3291 0.4140 

Relation 
Only 

ReVerb 0.8361 0.1425 0.2435 
CORE 0.8463 0.5000 0.6286 

Table 1: Performance evaluation on Chinese Open IE. 

We also analyzed the errors made by the 
CORE model. Almost all the errors resulted from 
incorrect parsing. Enhancing the parsing 
effectiveness is most likely to improve the 
performance of CORE. The relatively low recall 
rate also indicates that CORE misses many types 
of relation expression. Ellipsis and flexibility in 
Chinese syntax are so difficult not only to fail the 
parser, but also the extraction attempts to bypass 
the parsing errors. 

To demonstrate the applicability of CORE, we 
implement a Chinese Question-Answering (QA) 
system based on two million news articles from 
2002 to 2009 published by the United Daily 
News Group (udn.com/NEWS). CORE extracted 
more than 13 million unique entity-relation 
triples from this corpus. These extracted relations 
are useful for knowledge acquisition. Take the 
question “什麼源自於中國？ ” (‘What is 
originated from China?’) as an example, the 
relation is automatically identified as “源 ” 
(‘originate’) that heads the following entity “中
國 ” (‘China’). Our open QA system then 
searched the triples and returned the first entity 
as the answers. In addition to the obvious answer 
“中醫” (‘Chinese medicine’), which is usually 
considered as common-sense knowledge, we also 
obtained those that are less known, such as the 
traditional Japanese food “納豆” (‘natto’) and 
the musical instrument “手風琴” (‘accordion’). 

5 Conclusions 

This work demonstrates the feasibility of 
extracting relations from Chinese corpus without 
the input of any predefined vocabulary to IE 
systems. This work is the first to explore Chinese 
open relation extraction to our best knowledge.  
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Abstract
This paper presents a novel approach to
the task of temporal text classification
combining text ranking and probability for
the automatic dating of historical texts.
The method was applied to three histor-
ical corpora: an English, a Portuguese
and a Romanian corpus. It obtained per-
formance ranging from 83% to 93% ac-
curacy, using a fully automated approach
with very basic features.

1 Introduction

Temporal text classification is an underexplored
problem in NLP, which has been tackled as a
multi-class problem, with classes defined as time
intervals such as months, years, decades or cen-
turies. This approach has the drawback of having
to arbitrarily delimit the intervals, and often leads
to a model that is not informative for texts written
within such a window. If the predefined window is
too large, the output is not useful for most systems;
if the window is too small, learning is impractical
because of the large number of classes. Particu-
larly for the problem of historical datasets (as the
one we propose here), learning a year-level classi-
fier would not work, because each class would be
represented by a single document.

Our paper explores a solution to this drawback
by using a ranking approach. Ranking amounts to
ordering a set of inputs with respect to some mea-
sure. For example, a search engine ranks returned
documents by relevance. We use a formalization
of ranking that comes from ordinal regression, the
class of problems where samples belong to inher-
ently ordered classes.

This study is of interest to scholars who deal
with text classification and NLP in general; his-
torical linguists and philologists who investigate
language change; and finally scholars in the dig-
ital humanities who often deal with historical

manuscripts and might take advantage of temporal
text classification applications in their research.

2 Related Work

Modelling temporal information in text is a rele-
vant task for a number of NLP tasks. For example,
in Information Retrieval (IR) research has been
concentrated on investigating time-sensitivity doc-
ument ranking (Dakka and Gravana, 2010). Even
so, as stated before, temporal text classification
methods were not substantially explored as other
text classification tasks.

One of the first studies to model temporal infor-
mation for the automatic dating of documents is
the work of de Jong et al. (2005). In these exper-
iments, authors used unigram language models to
classify Dutch texts spanning from January 1999
to February 2005 using normalised log-likelihood
ratio (NLLR) (Kraaij, 2004). As to the features
used, a number of approaches proposed to auto-
matic date take into account lexical features (Dalli
and Wilks, 2006; Abe and Tsumoto, 2010; Ku-
mar et al., 2011) and a few use external linguistic
knowledge (Kanhabua and Nørvåg, 2009).

A couple of approaches try to classify texts not
only regarding the time span in which the texts
were written, but also their geographical location
such as (Mokhov, 2010) for French and, more re-
cently, (Trieschnigg et al., 2012) for Dutch. At the
word level, two studies aim to model and under-
stand how word usage and meaning change over
time (Wijaya and Yeniterzi, 2011), (Mihalcea and
Nastase, 2012).

The most recent studies in temporal text classifi-
cation to our knowledge are (Ciobanu et al., 2013)
for Romanian using lexical features and (Štajner
and Zampieri, 2013) for Portuguese using stylistic
and readability features.
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3 Methods

3.1 Corpora
To evaluate the method proposed here we used
three historical corpora. An English historical
corpus entitled Corpus of Late Modern English
Texts (CLMET)1 (de Smet, 2005), a Portuguese
historical corpus entitled Colonia2 (Zampieri and
Becker, 2013) and a Romanian historical corpus
(Ciobanu et al., 2013).

CLMET is a collection of English texts derived
from the Project Gutenberg and from the Oxford
Text Archive. It contains around 10 million to-
kens, divided over three sub-periods of 70 years.
The corpus is available for download as raw text
or annotated with POS annotation.

For Portuguese, the aforementioned Colonia
(Zampieri and Becker, 2013) is a diachronic col-
lection containing a total of 5.1 million tokens and
100 texts ranging from the 16th to the early 20th

century. The texts in Colonia are balanced be-
tween European and Brazilian Portuguese (it con-
tains 52 Brazilian texts and 48 European texts) and
the corpus is annotated with lemma and POS in-
formation. According to the authors, some texts
presented edited orthography prior to their com-
pilation but systematic spelling normalisation was
not carried out.

The Romanian corpus was compiled to portrait
different stages in the evolution of the Romanian
language, from the 16th to the 20th century in a
total of 26 complete texts. The methodology be-
hind corpus compilation and the date assignment
are described in (Ciobanu et al., 2013).

3.2 Temporal classification as ranking
We propose a temporal model that learns a linear
function g(x) = w · x to preserve the temporal or-
dering of the texts, i.e. if document3 xi predates
document xj , which we will henceforth denote as
xi ≺ xj , then g(xi) < g(xj). Such a problem is
often called ranking or learning to rank. When the
goal is to recover contiguous intervals that corre-
spond to ordered classes, the problem is known as
ordinal regression.

We use a pairwise approach to ranking that re-
duces the problem to binary classification using a

1https://perswww.kuleuven.be/
˜u0044428/clmet

2http://corporavm.uni-koeln.de/
colonia/

3For brevity, we use xi to denote both the document itself
and its representation as a feature vector.

linear model. The method is to convert a dataset
of the form D = {(x, y) : x ∈ Rd, y ∈ Y} into a
pairwise dataset:

Dp = {((xi, xj), I[yi < yj ]) :
(xi, yi), (xj , yj) ∈ D}

Since the ordinal classes only induce a partial or-
dering, as elements from the same class are not
comparable, Dp will only consist of the compara-
ble pairs.

The problem can be turned into a linear classifi-
cation problem by noting that:

w · xi < w · xj ⇐⇒ w · (xi − xj) < 0

In order to obtain probability values for the or-
dering, we use logistic regression as the linear
model. It therefore holds that:

P(xi ≺ xj ;w) =
1

1 + exp(−w · (xi − xj))

While logistic regression usually fits an inter-
cept term, in our case, because the samples consist
of differences of points, the model operates in an
affine space and therefore gains an extra effective
degree of freedom. The intercept is therefore not
needed.

The relationship between pairwise ranking and
predicting the class from an ordered set {r1, ...rk}
is given by assigning to a document x the class ri
such that

θ(ri−1) ≤ g(x) < θ(ri) (1)

where θ is an increasing function that does not
need to be linear. (Pedregosa et al., 2012), who
used the pairwise approach to ordinal regression
on neuroimaging prediction tasks, showed using
artificial data that θ can be accurately recovered
using non-parametric regression. In this work, we
use a parametric estimation of θ that can be used
in a probabilistic interpretation to identify the most
likely period when a text was written, as described
in section 3.3.

3.3 Probabilistic dating of uncertain texts
The ranking model described in the previous sec-
tion learns a direction along which the temporal
order of texts is preserved as much as possible.
This direction is connected to the chronological
axis through the θ function. For the years t for
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which we have an unique attested document xt,
we have that

x ≺ xt ⇐⇒ g(x) < g(xt) < θ(t)

This can be explained by seeing that equation 2
gives θ(t) as an upper bound for the projections of
all texts written in year t, and by transitivity for all
previous texts as well.

Assuming we can estimate the function θ with
another function θ̂, the cumulative densitiy func-
tion of the distribution of the time when an unseen
document was written can be expressed.

P (x ≺ t) ≈ 1

1 + exp(w · x− θ̂(t)) (2)

Setting the probability to 1
2 provides a point es-

timate of the time when x was written, and confi-
dence intervals can be found by setting it to p and
1− p.

3.4 Features

Our ranking and estimation model can work with
any kind of numerical features. For simplicity
we used lexical and naive morphological features,
pruned using χ2 feature selection with tunable
granularity.

The lexical features are occurrence counts of all
words that appear in at least plex documents. The
morphological features are counts of character n-
grams of length up to wmph in final positions of
words, filtered to occur in at least nmph documents.

Subsequently, a non-linear transformation φ is
optionally applied to the numerical features. This
is one of φsqrt(z) =

√
z, φlog(z) = log(z) or

φid(z) = z (no transformation).
The feature selection step is applied before gen-

erating the pairs for classification, in order for the
χ2 scoring to be applicable. The raw target val-
ues used are year labels, but to avoid separating
almost every document in its own class, we in-
troduce a granularity level that transforms the la-
bels into groups of ngran years. For example, if
ngran = 10 then the features will be scored ac-
cording to how well they predict the decade a doc-
ument was written in. The features in the top pfsel
percentile are kept. Finally, C is the regulariza-
tion parameter of the logistic regression classifier,
as defined in liblinear (Fan et al., 2008).

0.2 0.4 0.6 0.8 1.0
0.72

0.74

0.76

0.78

0.80

0.82

0.84

Ridge

Ranking

0.6 0.7 0.8 0.9 1.0
0.78

0.79

0.80

0.81

0.82

0.83

Ridge

Ranking

Figure 1: Learning curves for English (top) and
Portuguese (bottom). Proportion of training set
used versus score.

4 Results

Each corpus is split randomly into training and test
sets with equal number of documents. The best
feature set is chosen by 3-fold cross-validated ran-
dom search over a large grid of possible configu-
rations. We use random search to allow for a more
efficient exploration of the parameter space, given
that some parameters have much less impact to the
final score than others.

The evaluation metric we used is the percentage
of non-inverted (correctly ordered) pairs, follow-
ing (Pedregosa et al., 2012).

We compare the pairwise logistic approach to
a ridge regression on the same feature set, and
two multiclass SVMs, at century and decade level.
While the results are comparable with a slight ad-
vantage in favour of ranking, the pairwise ranking
system has several advantages. On the one hand, it
provides the probabilistic interpretation described
in section 3.3. On the other hand, the model can
naturally handle noisy, uncertain or wide-range la-
bels, because annotating whether a text was writ-
ten before another can be done even when the texts
do not correspond to punctual moments in time.
While we do not exploit this advantage, it can lead
to more robust models of temporal evolution. The
learning curves in Figure 1 further show that the
pairwise approach can better exploit more data and
nonlinearity.

The implementation is based on the scikit-learn
machine learning library for Python (Pedregosa et
al., 2011) with logistic regression solver from (Fan
et al., 2008). The source code will be available.

4.1 Uncertain texts

We present an example of using the method from
Section 3.3 to estimate the date of uncertain, held-
out texts of historical interest. Figure 2 shows the
process used for estimating θ as a linear, and in
the case of Portuguese, quadratic function. The
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size plex nmph wmph φ ngran pfsel C score ridge century decade MAE

en 293 0.9 0 3 φlog 100 0.15 29 0.838 0.837 0.751 0.813 22.8
pt 87 0.9 25 4 φsqrt 5 0.25 2−5 0.829 0.819 0.712 0.620 58.7
ro 42 0.8 0 4 φlog 5 0.10 228 0.929 0.924 0.855 0.792 28.8

Table 1: Test results of the system on the three datasets. The score is the proportion of pairs of docu-
ments ranked correctly. The column ridge is a linear regression model used for ranking, while century
and decade are linear SVMs used to predict the century and the decade of each text, but scored as pair-
wise ranking, for comparability. Chance level is 0.5. MAE is the mean absolute error in years. The
hyperparameters are described in section 3.4.
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Figure 2: Estimating the function θ that defines the relationship between years and projections of docu-
ments to the direction of the model, for English, Portuguese and Romanian (left to right). In parantheses,
the normalized residual of the least squares fit is reported on the test set.
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Figure 3: Visualisation of the probability esti-
mation for the dating of C. Cantacuzino’s Isto-
ria T, ării Rumânes, ti. The horizontal axis is the
time, the points are known texts with a height
equal to the probability predicted by the classifier.
The dashed line is the estimated probability from
Equation 2.

estimation is refit on all certain documents prior to
plugging into the probability estimation.

The document we use to demonstrate the pro-
cess is Romanian nobleman and historian Con-
stantin Cantacuzino’s Istoria T, ării Rumânes, ti.
The work is believed to be written in 1716, the
year of the author’s death, and published in sev-
eral editions over a century later (Stahl, 2001).
This is an example of the system being reasonably
close to the hypothesis, thus providing linguistic
support to it. Our system gives an estimated dat-
ing of 1744.7 with a 90% confidence interval of
1736.2 − 1753.2. As publications were signifi-

cantly later, the lexical pull towards the end of 18th

century that can be observed in Figure 3 could be
driven by possible editing of the original text.

5 Conclusion

We propose a ranking approach to temporal mod-
elling of historical texts. We show how the model
can be used to produce reasonable probabilistic
estimates of the linguistic age of a text, using a
very basic, fully-automatic feature extraction step
and no linguistic or historical knowledge injected,
apart from the labels, which are possibly noisy.

Label noise can be atenuated by replacing un-
certain dates with intervals that are more certain,
and only generating training pairs out of non-
overlapping intervals. This can lead to a more
robust model and can use more data than would
be possible with a regression or classification ap-
proach. The problem of potential edits that a text
has suffered still remains open.

Finally, better engineered and linguistically-
motivated features, such as syntactic, morphologi-
cal or phonetic patterns that are known or believed
to mark epochs in the evolution of a language, can
be plugged in with no change to the fundamental
method.
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Abstract

Previous approaches to the problem of
measuring similarity between automati-
cally generated topics have been based on
comparison of the topics’ word probability
distributions. This paper presents alterna-
tive approaches, including ones based on
distributional semantics and knowledge-
based measures, evaluated by compari-
son with human judgements. The best
performing methods provide reliable esti-
mates of topic similarity comparable with
human performance and should be used in
preference to the word probability distri-
bution measures used previously.

1 Introduction

Topic models (Blei et al., 2010) have proved to be
useful for interpreting and organising the contents
of large document collections. It seems intuitively
plausible that some automatically generated topics
will be similar while others are dis-similar. For ex-
ample, a topic about basketball (team game james
season player nba play knicks coach league) is
more similar to a topic about football (world cup
team soccer africa player south game match goal)
than one about the global finance (fed financial
banks federal reserve bank bernanke rule crisis
credit). Methods for automatically determining
the similarity between topics have several poten-
tial applications, such as analysis of corpora to de-
termine topics being discussed (Hall et al., 2008)
or within topic browsers to decide which topics
should be shown together (Chaney and Blei, 2012;
Gretarsson et al., 2012; Hinneburg et al., 2012).

Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) is a popular type of topic model but can-
not capture such correlations unless the seman-
tic similarity between topics is measured. Other

topic models, such as the Correlated Topic Model
(CTM) (Blei and Lafferty, 2006), overcome this
limitation and identify correlations between top-
ics.

Approaches to identifying similar topics for a
range of tasks have been described in the litera-
ture but they have been restricted to using informa-
tion from the word probability distribution to com-
pare topics and have not been directly evaluated.
Word distributions have been compared using a
variety of measures such as KL-divergence (Li and
McCallum, 2006; Wang et al., 2009; Newman et
al., 2009), cosine measure (He et al., 2009; Ram-
age et al., 2009) and the average Log Odds Ratio
(Chaney and Blei, 2012). Kim and Oh (2011) also
applied the cosine measure and KL-Divergence
which were compared with four other measures:
Jaccard’s Coefficient, Kendall’s τ coefficient, Dis-
count Cumulative Gain and Jensen Shannon Di-
vergence (JSD).

This paper compares a wider range of ap-
proaches to measuring topic similarity than pre-
vious work. In addition these measures are eval-
uated directly by comparing them against human
judgements.

2 Measuring Topic Similarity

We compare measures based on word probability
distributions (Section 2.1), distributional semantic
methods (Sections 2.2-2.4), knowledge-based ap-
proaches (Section 2.5) and their combination (Sec-
tion 2.6).

2.1 Topic Word Probability Distribution

We first experimented with measures based on
comparison of the topics’ word distributions (see
Section 1), by applying the JSD, KL-divergence
and Cosine approaches and the Log Odds Ratio
(Chaney and Blei, 2012).
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2.2 Topic Model Semantic Space

The semantic space generated by the topic model
can be used to represent the topics and the topic
words. By definition each topic is a probability
distribution over the words in the training corpus.
For a corpus with D documents and V words, a
topic model learns a relation between words and
topics, T , as a T ×V matrix, W, that indicates the
probability of each word in each topic. W is the
topic model semantic space and each topic word
can be represented as a vector, Vi, with topics as
features weighted by the probability of the word
in each topic. The similarity between two topics
is computed as the average pairwise cosine sim-
ilarity between their top-10 most probable words
(TS-Cos).

2.3 Reference Corpus Semantic Space

Topic words can also be represented as vectors
in a semantic space constructed from an external
source. We adapt the method proposed by Aletras
and Stevenson (2013) for measuring topic coher-
ence using distributional semantics1.

Top-N Features A semantic space is con-
structed considering only the top n most frequent
words in Wikipedia (excluding stop words) as con-
text features. Each topic word is represented as a
vector of n features weighted by computing the
Pointwise Mutual Information (PMI) (Church and
Hanks, 1989) between the topic word and each
context feature, PMI(wi, wj)γ . γ is a variable for
assigning more importance to higher PMI values.
In our experiments, we set γ = 3 and found that
the best performance is obtained for n = 5000.
Similarity between two topics is defined as the av-
erage cosine similarity of the topic word vectors
(RCS-Cos-N).

Topic Word Space Alternatively, we consider
only the top-10 topic words from the two topics
as context features to generate topic word vectors.
Then, topic similarity is computed as the pairwise
cosine similarity of the topic word vectors (RCS-
Cos-TWS).

Word Association Topic similarity can also be
computed by applying word association measures
directly. Newman et al. (2010) measure topic
coherence as the average PMI between the topic
words. This approach can be adapted to measure

1Wikipedia is used as a reference corpus to count word
co-occurrences and frequencies using a context window of
±10 words centred on a topic word.

topic similarity by computing the average pairwise
PMI between the topic words in two topics (PMI).

2.4 Training Corpus Semantic Space

Term-Document Space A matrix X can be cre-
ated using the training corpus. Each term (row)
represents a topic word vector. Element xij in X
is the tf.idf of the term i in document j. Topic
similarity is computed as the pairwise cosine sim-
ilarity of the topic word vectors (TCS-Cos-TD).

Word Co-occurrence in Training Documents
Alternatively, we generate a matrix Z of co-
document frequencies. The matrix Z consists of
V rows and columns representing the V vocab-
ulary words. Element zij is the log of the num-
ber of documents that contains the words i and
j normalised by the document frequency, DF, of
the word j. Mimno et al. (2011) introduced that
metric to measure topic coherence. We adapted
it to estimate topic similarity by aggregating the
co-document frequency of the words between two
topics (Doc-Co-occ).

2.5 Knowledge-based Methods

UKB (Agirre et al., 2009) is used to generate a
probability distribution over WordNet synsets for
each word in the vocabulary V of the topic model
using the Personalized PageRank algorithm. The
similarity between two topic words is calculated
by transforming these distributions into vectors
and computing the cosine metric. The similar-
ity between two topics is computed by measur-
ing pairwise similarity between their top-10 topic
words and selecting the highest score.

Explicit Semantic Analysis (ESA) proposed by
Gabrilovich and Markovitch (2007) transforms
the topic keywords into vectors that consist of
Wikipedia article titles weighted by their relevance
to the keyword. For each topic, the centroid is
computed from the keyword vectors. Similarity
between topics is computed as the cosine similar-
ity of the ESA centroid vectors.

2.6 Feature Combination Using SVR

We also evaluate the performance of a support
vector regression system (SVR) (Vapnik, 1998)
with a linear kernel using a combination of ap-
proaches described above as features2. The system
is trained and tested using 10-fold cross validation.

2With the exception of JSD, features based on the topics’
word probability distributions were not used by SVR since it
was found that including them reduced performance.
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3 Evaluation

Data We created a data set consisting of pairs of
topics generated by two topic models (LDA and
CTM) over two document collections using differ-
ent numbers of topics. The first consists of 47,229
news articles from New York Times (NYT) in the
GigaWord corpus and the second contains 50,000
articles from ukWAC (Baroni et al., 2009). Each
article is tokenised then stop words and words ap-
pearing fewer than five times in the corpora re-
moved. This results in a total of 57,651 unique to-
kens for the NYT corpus and 72,672 for ukWAC.

LDA Topics are learned by training LDA mod-
els over the two corpora using gensim3. The num-
ber of topics is set to T = 50, 100, 200 and hy-
perparameters, α and β, are set to 1

T . Randomly
selecting pairs of topics will result to a data set
in which the majority of pairs would not be simi-
lar. We overcome that problem by assuming that
the JSD between likely relevant pairs will be low
while it will be higher for less relevant pairs of
topics. We selected 800 pairs of topics. 600 pairs
represent topics with similar word distributions (in
the top 6 most relevant topics ranked by JSD). The
remaining 200 pairs were selected randomly.

CTM is trained using the EM algorithm4. The
number of topics to learn is set to T =
50, 100, 200 and the rest of the settings are set to
their default values. The topic graph generated by
CTM was used to create all the possible pairs be-
tween topics that are connected. This results in a
total of 70, 468 and 695 pairs in NYT, and a total
of 80, 246 and 258 pairs in ukWAC for the 50, 100
and 200 topics respectively.

Incoherent topics are removed using an ap-
proach based on distributional semantics (Aletras
and Stevenson, 2013). Each topic is represented
using the top 10 words with the highest marginal
probability.

Human Judgements of Topic Similarity were
obtained using an online crowdsourcing platform,
Crowdflower. Annotators were provided with
pairs of topics and were asked to judge how simi-
lar the topics are by providing a rating on a scale of
0 (completely unrelated) to 5 (identical). The av-
erage response for each pair was calculated in or-
der to create the final similarity judgement for use
as a gold-standard. The average Inter-Annotator

3http://radimrehurek.com/gensim
4http://www.cs.princeton.edu/˜blei/

ctm-c/index.html

agreement (IAA) across all pairs for all of the col-
lections is in the range of 0.53-0.68. The data set
together with gold-standard annotations is freely
available5.

4 Results

Table 1 shows the correlation (Spearman) between
the topic similarity metrics described in Section 2
and average human judgements for the LDA and
CTM topic pairs. It also shows the performance
of a Word Overlap baseline which measures the
number of terms that two topics have in common
normalised by the total number of topic terms.

The correlations obtained using the topics’
word probability distributions (Section 2.1), i.e.
JSD, KL-divergence and Cos, are comparable with
the baseline for all of the topic collections and
topic models. The metric proposed by Chaney
and Blei (2012) also compares probability distri-
butions and fails to perform well on either data
set. These results suggest that these metrics may
be sensitive to the high dimensionality of the vo-
cabulary. They also assign high similarity to top-
ics that contain ambiguous words, resulting in low
correlations with human judgements.

Performance of the cosine of the word vec-
tor (TS-Cos) in the Topic Model Semantic Space
(Section 2.2) varies implying that the quality of the
latent space generated by LDA and CTM is sensi-
tive to the number of topics.

The similarity metrics that use the reference
corpus (Section 2.3) consistently produce good
correlations for topic pairs generated using both
LDA and CTM. The best overall correlation for a
single feature in most cases is obtained using av-
erage PMI (in a range of 0.43-0.74). The perfor-
mance of the distributional semantic metric using
the Topic Word Space (RCS-Cos-TWS) is com-
parable and slightly lower for the top-N features
(RCS-Cos-N). This indicates that the reference
corpus covers a broader range of semantic subjects
than the latent space produced by the topic model.

When the term-document matrix from the train-
ing corpus is used as a vector space (Section 2.4)
performance is worse than when the reference
corpus is used. In addition, using co-document
frequency derived from the training corpus does
not correlate particularly well with human judge-
ments. These methods are sensitive to the size
of the corpus, which may be too small to gener-

5http://staffwww.dcs.shef.ac.uk/
people/N.Aletras/resources/topicSim.
tar.gz
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Spearman’s r

LDA CTM
NYT ukWAC NYT ukWAC

Method 50 100 200 50 100 200 50 100 200 50 100 200
Baseline

Word Overlap 0.32 0.40 0.51 0.22 0.32 0.41 0.56 0.45 0.49 0.35 0.33 0.53
Topic Word Probability Distribution

JSD 0.37 0.44 0.53 0.29 0.30 0.34 0.59 0.43 0.49 0.38 0.34 0.60
KL-Divergence 0.29 0.29 0.41 0.20 0.24 0.33 0.54 0.39 0.56 0.31 0.29 0.47
Cos 0.31 0.37 0.59 0.30 0.30 0.36 0.58 0.45 0.52 0.50 0.40 0.58
Chaney and Blei (2012) 0.16 0.26 0.18 0.29 0.21 0.25 0.29 0.40 0.31 -0.23 0.12 0.61

Topic Model Semantic Space
TS-Cos 0.35 0.41 0.67 0.29 0.35 0.42 0.67 0.51 0.49 0.51 0.42 0.42

Reference Corpus Semantic Space
RCS-Cos-N 0.37 0.46 0.61 0.35 0.32 0.39 0.60 0.47 0.61 0.57 0.42 0.41
RCS-Cos-TWS 0.40 0.54 0.70 0.38 0.43 0.51 0.63 0.59 0.62 0.60 0.55 0.54
PMI 0.43 0.63 0.74 0.43 0.53 0.64 0.68 0.70 0.64 0.58 0.62 0.64

Training Corpus Semantic Space
TCS-Cos-TD 0.36 0.42 0.67 0.29 0.31 0.40 0.64 0.54 0.58 0.49 0.43 0.43
Doc-Co-occ 0.28 0.29 0.45 0.28 0.22 0.30 0.65 0.36 0.57 0.31 0.26 0.34

Knowledge-based
UKB 0.25 0.38 0.56 0.22 0.35 0.41 0.52 0.41 0.40 0.41 0.43 0.42
ESA 0.43 0.58 0.71 0.46 0.55 0.61 0.69 0.67 0.64 0.70 0.62 0.61

Feature Combination
SVR 0.46 0.64 0.75 0.46 0.58 0.66 0.72 0.71 0.62 0.60 0.65 0.66

IAA 0.54 0.58 0.61 0.53 0.56 0.60 0.68 0.68 0.64 0.67 0.63 0.64

Table 1: Results for various approaches to topic similarity. All correlations are significant p < 0.001.
Underlined scores denote best performance of a single feature. Bold denotes best overall performance.

ate reliable estimates of tf.idf or co-document fre-
quency.

ESA, one of the knowledge-based methods
(Section 2.5), performs well and is comparable to
(or in some cases better than) PMI. UKB does
not perform particularly well because the topics
often contain named entities that do not exist in
WordNet. ESA is based on Wikipedia and does
not suffer from this problem. Overall, metrics for
computing topic similarity based on rich semantic
resources (e.g. Wikipedia) are more appropriate
than metrics based on the topic model itself be-
cause of the limited size of the training corpus.

Combining the features using SVR gives the
best overall result for LDA (in the range 0.46-
0.75) and CTM (0.60-0.72). However, the fea-
ture combination performs slightly lower than the
best single feature in two cases when CTM is
used (T=200, NYT and T=50, ukWAC). Analy-
sis of the coefficients produced by the SVR in
each fold demonstrated that including JSD and
the Word Overlap reduce SVR performance. We
repeated the experiments by removing these fea-
tures6 which resulted in higher correlations (0.64
and 0.65 respectively).

Another interesting observation is that using
LDA the correlations of the various similarity met-

6These features are useful for the other experiments since
performance drops when they are removed.

rics with human judgements increase with the
number of topics for both corpora. This result
is consistent with the findings of Stevens et al.
(2012) that topic model coherence increases with
the number of topics. Fewer topics makes the task
of identifying similar topics more difficult because
it is likely that they will contain some terms that do
not relate to the topic’s main subject. Correlations
in CTM are more stable for different number of
topics because of the nature of the model, the pairs
have been generated using the topic graph which
by definition contains correlated topics.

5 Conclusions

We explored the task of determining the similar-
ity between pairs of automatically generated top-
ics and described a range of approaches to the
problem. We constructed a data set of pairs of
topics generated by two topic models, LDA and
CTM, together with human judgements of simi-
larity. The data set was used to evaluate a wide
range of approaches. The most interesting finding
is the poor performance of the metrics based on
word probability distributions previously used for
this task. Our results demonstrate that word asso-
ciation measures, such as PMI, and state-of-the-art
textual similarity metrics, such as ESA, are more
appropriate.
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Abstract

We present a syntactic parser training
paradigm that learns from large scale
Knowledge Bases. By utilizing the
Knowledge Base context only during
training, the resulting parser has no
inference-time dependency on the Knowl-
edge Base, thus not decreasing the speed
during prediction. Knowledge Base infor-
mation is injected into the model using an
extension to the Augmented-loss training
framework. We present empirical results
that show this approach achieves a signif-
icant gain in accuracy for syntactic cat-
egories such as coordination and apposi-
tion.

1 Introduction

Natural Language Processing systems require
large amounts of world knowledge to achieve
state-of-the-art performance. Leveraging Knowl-
edge Bases (KB) provides allows us to inject hu-
man curated world-knowledge into our systems.
As these KBs have increased in size, we are now
able to leverage this information to improve upon
the state-of-the-art. Large scale KB have been de-
veloped rapidly in recent years, adding large num-
bers of entities and relations between the entities.
Such entities can be of any kind: an object, a per-
son, a place, a company, a book, etc. Entities
and relations are stored in association with rele-
vant data that describes the particular entity or re-
lation; for example, the name of a book, it’s author,
other books by the same author, etc.. Large scale
KB annotation efforts have focused on the collec-
tion of both current and historical entities, but are
biased towards the contemporary entities.

Of the many publicly available KBs, we focus
this study on the use of Freebase1: a large collab-
orative Knowledge Base composed and updated
by a member community. Currently it contains
roughly 40 million entities and 1.1 billion rela-
tions.

The aim of the presented work is to use the in-
formation provided by the KB to improve the ac-
curacy of the statistical dependency parsing task
(Kubler et al., 2009). In particular we focus on the
recognition of relations such as coordination and
apposition. This choice is motivated by the fact
that the KB stores information about real-world
entities while many of the errors associated with
coordination and apposition is the lack of knowl-
edge of these real-world entities.

We begin by defining the task (section 2). Fol-
lowing, we present the modified augmented-loss
training framework (section 3). In section 4, we
define how the Knowledge Base data is integrated
into the training process. Finally, we discuss the
empirical results (section 5).

2 Task

Apposition is a relation between two adjacent
noun-phrases, where one noun-phrase specifies or
modifying the other. For example, in the sentence
“My friend Anna”, the nouns “friend” and “Anna”
are in apposition. Coordination between nouns
relates two or more elements of the same kind.
The coordination is often signaled by the appear-
ance of a coordinating conjunction. For example,
in the sentence “My friend and Anna”, the nouns
“friend” and “Anna” are in coordination. The se-
mantic difference between the two relations is that
the nouns in apposition refer to the same entity,

1www.freebase.com
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while the nouns in coordination refer to distinct
entities of the same kind or sharing some proper-
ties.

Statistical parsers are inaccurate in classifying
relations involving proper nouns that appear rarely
in the training set. In the sentence:

“They invested in three companies, Google,
Microsoft, and Yahoo.”

“companies” is in apposition with the coordina-
tion “Google, Microsoft, and Yahoo”. By integrat-
ing the information provided by a large scale KB
into the syntactic parser, we attempt to increase
the ability to disambiguate the relations involving
these proper nouns, even if the parser has been
trained on a different domain.

3 Model

We present a Syntactic Parsing model that learns
from the KB. An important constraint that we im-
pose, is that the speed of the Syntactic Parser must
not decrease when this information is integrated.
As the queries to the KB would significantly slow
down the parser, we limit querying the KB to train-
ing. This constraint reduces the impact that the KB
can have on the accuracy, but allows us to design a
parser that can be substituted in any setting, even
in the absence of the KB.

We propose a solution based on the Augmented-
loss framework (Hall et al., 2011a). Augmented-
loss is a training framework for structured predic-
tion tasks such as parsing. It can be used to ex-
tend a standard objective function with additional
loss-functions and be integrated with the struc-
tured perceptron training algorithm. The input
is enriched with multiple datasets each associated
with a loss function. The algorithm iterates over
the datasets triggering parameter updates when-
ever the loss function is positive.

Loss functions return a positive value if the pre-
dicted output is “worse” than the gold standard.
Augmented-loss allows for the inclusion of mul-
tiple objective functions, either based on intrinsic
parsing quality or task-specific extrinsic measures
of quality. In the original formalization, both the
intrinsic and extrinsic losses require gold standard
information. Thus, each dataset must specify a
gold standard output for each input.

We extend the Augmented-loss framework to
apply it when the additional dataset gold-standard
is unknown. Without the gold standard, it is not
possible to trigger updates using a loss function.

Instead, we use a sampling function, S(·), that is
defined such that: if ŷ is a candidate parse tree,
then S(ŷ) returns a parse tree that is guaranteed to
be “not worse” than ŷ. In other words:

LS(ŷ, S(ŷ)) ≥ 0 (1)

Where the LS(·) is the implicit loss function. This
formalization will allow us to avoid stating explic-
itly the loss function. Notice that S(ŷ) is not guar-
anteed to be the “best” parse tree. It can be any
parse tree in the search space that is “not worse”
than ŷ. S(ŷ) can represent an incremental im-
provement over ŷ.

Algorithm 1 Augmented-loss extension
1: {Input loss function: L(·)}
2: {Input sample function: S(·)}
3: {Input data sets}:
4: DL = {dLi = (xLi , y

L
i ) | 1 ≤ i ≤ NL}

5: DS = {dSi = (xSi ) | 1 ≤ i ≤ NS}
6: θ = ~0
7: repeat
8: for i = 1 . . . NL do
9: ŷ = Fθ(xLi )

10: if L(ŷ, yLi ) > 0 then
11: θ = θ + Φ(yLi )− Φ(ŷ)
12: end if
13: end for
14: for i = 1 . . . NS do
15: ŷ = Fθ(xSi )
16: y∗ = S(ŷ)
17: θ = θ + Φ(y∗)− Φ(ŷ)
18: end for
19: until converged
20: {Return model θ}

Algorithm 1 summarizes the extension to the
Augmented-loss algorithm.

The algorithm takes as input: the loss func-
tion L(·); the sample function S(·); the loss func-
tion data samples DL; and the sample function
data samples DS . Notice that DL specifies the
gold standard parse yLi for each input sentence xLi .
While, DS specifies only the input sentence xSi .

The model parameter are initialized to the zero
vector (line 6). The main loop iterates until the
model reaches convergence (lines 7-19). After
which the model parameters are returned.

The first inner loop iterates over DL (lines 8-
13) executing the standard on-line training. The
candidate parse, ŷ, for the current input sentence,
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xLi , is predicted given the current model parame-
ters, θ (line 9). In the structured perceptron setting
(Collins and Roark, 2004; Daumé III et al., 2009),
we have that:

Fθ(x) = argmaxy∈Y θ · Φ(y) (2)

Where Φ(·) is the mapping from a parse tree y to
a high dimensional feature space. Then, the algo-
rithm tests if the current prediction is wrong (line
10). In which case the model is updated promot-
ing features that fire in the gold-standard Φ(yLi ),
and penalizing features that fire in the predicted
output, Φ(ŷ) (line 11).

The second inner loop iterates over DS (lines
14-18). First, the candidate parse, ŷ, is predicted
(line 15). Then the sample parse, y∗, is pro-
duced by the sample function (line 16). Finally,
the parameters are updated promoting the features
of y∗. The updates are triggered without test-
ing if the loss is positive, since it is guaranteed
that LS(ŷ, y∗) ≥ 0. Updating in cases where
LS(ŷ, y∗) = 0 does not harm the model. To opti-
mize the algorithm, updates can be avoided when
ŷ = y∗.

In order to simplify the algorithmic descrip-
tion, we define the algorithm with only one loss
function and one sample function, and we formal-
ized it for the specific task we are considering.
This definitions can be trivially generalized to in-
tegrate multiple loss/sample functions and to be
formalized for a generic structured prediction task.
This generalization can be achieved following the
guidelines of (Hall et al., 2011a). Furthermore, we
defined the algorithm such that it first iterates over
DL and then over DS . In practice, the algorithm
can switch between the data sets with a desired fre-
quency by using a scheduling policy as described
in (Hall et al., 2011a). For the experiments, we
trained on 8 samples ofDL followed by 1 samples
of DS , looping over the training sets.

4 Sample Function

We integrate the Knowledge Base data into the
training algorithm using a sampling function. The
idea is to correct errors in the candidate parse
by using the KB. The sample function corrects
only relations among entities described in the KB.
Thus, it returns a better or equal parse tree that
may still contain errors. This is sufficient to guar-
antee the constraint on the implicit loss function
(equation 1).

The sample function receives as input the can-
didate dependency parse and the input sentence
enriched with KB annotation. Then, it corrects
the labels of each arc in the dependency tree con-
necting two entities. The labels are corrected ac-
cording to the predictions produced by a classifier.
As classifier we use a standard multi-class percep-
tron (Crammer and Singer, 2003). The classifier is
trained in a preprocessing step on a parsed corpus
enriched with KB data. The features used by the
classifier are:

• Lexical features of the head and modifier.

• Sentence level features: words distance be-
tween head and modifier; arc direction (L/R);
neighboring words.

• Syntactic features: POS and syntactic label of
head and modifier and modifier’s left sibling.

• Knowledge Base features: types defined for
entities and for their direct relations.

5 Experiments

The primary training corpus is composed of manu-
ally annotated sentences with syntactic tress which
are converted to dependency format using the
Stanford converter v1.6 (de Marneffe et al., 2006).
We run experiments using 10k sentences or 70k
sentences from this corpus. The test set contains
16k manually syntactically annotated sentences
crawled from the web. The test and train sets are
from different domains. This setting may degrade
the parser accuracy in labelling out-of-domain en-
tities, as we discussed in section 2. Thus, we use
web text as secondary training set to be used for
the Augmented-loss loss sample training. Web
text is available in any quantity, and we do not
need to provide gold-standard parses in order to
integrate it in the Augmented-loss sample train-
ing. The classifier is trained on 10k sentences ex-
tracted from news text which has been automati-
cally parsed. We chose to train the classifier on
news data as the quality of the automatic parses is
much higher than on general web text. We do this
despite the fact that we will apply the classifier to
a different domain (the web text).

As dependency parser, we use an implemen-
tation of the transition-based dependency parsing
framework (Nivre, 2008) with the arc-eager tran-
sition strategy. The part of Augmented-loss train-
ing based on the standard loss function, applies
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Training set size Model appos F1 conj F1 LAS UAS
70k sentences Baseline 54.36 83.72 79.55 83.50

Augmented-loss 55.64 84.47 79.71 83.71
10k sentences Baseline 45.13 80.36 75.99 86.02

Augmented-loss 48.06 81.63 76.16 86.18

Table 1: Accuracy Comparison.

the perceptron algorithm as in (Zhang and Clark,
2008) with a beam size of 16. The baseline is the
same model but trained only the primary training
corpus without Augmented-loss.

Table 1 reports the results of the accuracy com-
parison. It reports the metrics for Labeled At-
tachment Score (LAS) and Unlabeled Attachment
Score (UAS) to measure the overall accuracy. The
syntactic classes that are affected the most are ap-
position (appos) and conjunction (conj). On the
development set we measured that the percentage
of arcs connecting 2 entities that are labeled as
conjunction is 36.11%. While those that are la-
belled as apposition is 25.06%. Each of the other
40 labels cover a small portion of the remaining
38.83%.

Training the models with the full primary train-
ing corpus (70k sentences), shows a significant
gain for the Augmented-loss model. Apposition
F1 gains 1.28, while conjunction gains 0.75. The
LAS gain is mainly due to the gain of the two men-
tioned classes. It is surprising to measure a simi-
lar gain also for the unlabeled accuracy. Since the
classifier can correct the label of an arc but never
change the structure of the parse. This implies
that just by penalizing a labeling action, the model
learns to construct better parse structures.

Training the model with 10k sentences shows a
significantly bigger gain on all the measures. This
results shows that, in cases where the set of la-
beled data is small, this approach can be applied
to integrate in unlimited amount of unlabeled data
to boost the learning.

6 Related Work

As we mentioned, Augmented-loss (Hall et al.,
2011a; Hall et al., 2011b) is perhaps the closest to
our framework. Another difference with its origi-
nal formalization is that it was primarily aimed to
cases where the additional weak signal is precisely
what we wish to optimize. Such as cases where
we wish to optimize parsing to be used as an input
to a downstream natural language processing tasks

and the accuracies to be optimized are those of the
downstream task and not directly the parsing ac-
curacy. While our work is focused on integrating
additional data in a semi-supervised fashion with
the aim of improving the primary task’s accuracy
and/or adapt it to a different domain.

Another similar idea is (Chang et al., 2007)
which presents a constraint driven learning. In this
study, they integrate a weak signal into the training
framework with the aim to improve the structured
prediction models on the intrinsic evaluation met-
rics.

7 Conclusion

We extended the Augmented-loss framework
defining a method for integrating new types of sig-
nals that require neither gold standard data nor an
explicit loss function. At the same time, they al-
low the integration of additional information that
can inform training to learn for specific types of
phenomena.

This framework allows us to effectively inte-
grate large scale KB in the training of structured
prediction tasks. This approach integrates the data
at training time without affecting the prediction
time.

Experiments on syntactic parsing show that a
significant gain for categories that model relation
between entities defined in the KB.
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Abstract

Vagueness is a common human knowl-
edge and linguistic phenomenon, typi-
cally manifested by predicates that lack
clear applicability conditions and bound-
aries such as High, Expert or Bad. In the
context of ontologies and semantic data,
the usage of such predicates within ontol-
ogy element definitions (classes, relations
etc.) can hamper the latter’s quality, pri-
marily in terms of shareability and mean-
ing explicitness. With that in mind, we
present in this paper a vague word sense
classifier that may help both ontology cre-
ators and consumers to automatically de-
tect vague ontology definitions and, thus,
assess their quality better.

1 Introduction

Vagueness is a common human knowledge and
language phenomenon, typically manifested by
terms and concepts like High, Expert, Bad, Near
etc., and related to our inability to precisely de-
termine the extensions of such concepts in certain
domains and contexts. That is because vague con-
cepts have typically blurred boundaries which do
not allow for a sharp distinction between the enti-
ties that fall within their extension and those that
do not (Hyde, 2008) (Shapiro, 2006). For exam-
ple, some people are borderline tall: not clearly
“tall” and not clearly “not tall”.

Ontologies, in turn, are formal shareable con-
ceptualizations of domains, describing the mean-
ing of domain aspects in a common, machine-
processable form by means of concepts and
their interrelations (Chandrasekaran et al., January
February 1999). As such, they are widely used
for the production and sharing of structured data
and knowledge that can be commonly understood
among human and software agents.

When building ontologies and semantic data,
engineers and domain experts often use predi-
cates that are vague. While this is not always
an intentional act, the use of such predicates in-
fluences in a negative way the comprehension of
this data by other parties and limits their value as
a reusable source of knowledge (Alexopoulos et
al., 2013). The reason is the subjective interpreta-
tion of vague definitions that can cause disagree-
ments among the people who develop, maintain or
use a vague ontology. In fact, as shown in (Alex-
opoulos et al., 2013), vagueness in ontologies can
be a source of problems in scenarios involving i)
structuring data with a vague ontology (where dis-
agreements among experts on the validity of vague
statements may occur), ii) utilizing vague facts in
ontology-based systems (where reasoning results
might not meet users’ expectations) and iii) in-
tegrating vague semantic information (where the
merging of particular vague elements can lead to
data that will not be valid for all its users).

In this context, our goal in this paper is to en-
able ontology producers (engineers and domain
experts) as well as consumers (i.e., practitioners
who want to reuse ontologies and semantic data) to
detect, in an automatic way, ontology element def-
initions that are potentially vague. Such a detec-
tion will help ontology creators build more com-
prehensible and shareable ontologies (by refining,
eliminating or just documenting vague definitions)
and consumers assess, in an easier way, their us-
ability and quality before deciding to use it.

Our approach towards such a detection involves
training a classifier that may distinguish between
vague and non-vague term word senses and using
it to determine whether a given ontology element
definition is vague or not. For example, the def-
inition of the ontology class “StrategicClient” as
“A client that has a high value for the company”
is (and should be) characterized as vague while
the definition of “AmericanCompany” as “A com-
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pany that has legal status in the Unites States” is
not. The classifier is trained in a supervised way,
using vague and non-vague sense examples, care-
fully constructed from WordNet.

The structure of the rest of the paper is as fol-
lows. In the next section we briefly present related
work while in section 3 we describe in detail our
vague sense classifier, including the training data
we used and the evaluation we performed. Sec-
tion 4 describes the results of applying the classi-
fier in an a publicly available ontology, illustrating
its usefulness as an ontology evaluation tool. Fi-
nally, section 5 summarizes our work and outlines
its future directions.

2 Related Work

The phenomenon of vagueness in human language
and knowledge has been studied from a logic
and philosophical point of view in a number of
works (Hyde, 2008) (Shapiro, 2006) and differ-
ent theories and paradigms have been proposed
to accommodate it, including supervaluationism
(Keefe, 2008), many-valued logic and fuzzy logic
(Klir and Yuan, 1995). Moreover, in the context
of ontologies, one may find several works focus-
ing on acquisition, conceptualization and repre-
sentation of vague knowledge, mainly following a
fuzzy logic based approach (Bobillo and Straccia,
2011) (Stoilos et al., 2008) (Abulaish, 2009). Nev-
ertheless all these approaches rely on manual iden-
tification and analysis of vague terms and concepts
by domain experts and, to the best of our knowl-
edge, no work attempts to automate this task.

Another set of related work consists of ap-
proaches for subjectivity and polarity labeling of
word senses (Wiebe and Riloff, 2005) (Wiebe
and Mihalcea, 2006) (Wilson et al., 2005) (Su
and Markert, 2008) (Esuli and Sebastiani, 2006)
(Akkaya et al., 2011). While vagueness is related
to both phenomena (as polarized words are often
vague and vague words are typically subjective),
it is not exactly the same as these (e.g., subjective
statements do not always involve vagueness) and,
thus, requires specialized treatment. To illustrate
that, we compare in subsequent sections our vague
sense classifier with the subjective sense classifier
of (Wilson et al., 2005), showing that the former
performs significantly better than the latter.

3 Supervised Classification for Vague
Term Detection

3.1 Data

We created a dataset of 2,000 adjective senses, col-
lected from WordNet, such that 1,000 of them
had a vague definition and the the rest a non vague
definition. A sample of these senses is shown in
Table 1 while the whole dataset, which to the best
of our knowledge is the first of its kind, is publicly
available for further research1.

The dataset was constructed by an ontology ex-
pert. As the task of classifying a text as vague or
not can be quite subjective, we asked from two
other human judges to annotate a subset of the
dataset’s definitions (100), and we measured inter-
annotator agreement between all three. We found
mean pairwise JPA (Joint Probability of Agree-
ment) equal to 0.81 and mean pairwise K (Co-
hen’s Kappa) equal to 0.64, both of which indicate
a reasonable agreement.

Figure 1: Train and test error rate, per number of
training instances.

3.2 Training and Evaluation

We used the first 80% of the data (i.e., 800 vague
and 800 non vague instances) to train a multino-
mial Naive Bayes classifier.2 We removed stop
words and we used the bag of words assumption
to represent each instance.3 The remaining 20%
of the data (i.e., 200 vague and 200 non vague
instances) was used as a test set. Accuracy was
found to be 84%, which is considerably high. In
Figure 1, is shown the error rate on the test and
train data, as we increase the number of training
instances. We see that the two curves, initially,

1http://glocal.isoco.net/datasets/VagueSynsets.zip
2We used the implementation of Scikit-Learn found at

http://scikit-learn.org/stable/.
3We used the list of stopwords provided by Scikit-Learn.
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Vague Adjectives Non Vague Adjectives
Abnormal: not normal, not typical or usual or
regular or conforming to a norm

Compound: composed of more than one part

Impenitent: impervious to moral persuasion Biweekly: occurring every two weeks
Notorious: known widely and usually unfavor-
ably

Irregular: falling below the manufacturer’s
standard

Aroused: emotionally aroused Outermost: situated at the farthest possible
point from a center

Yellowish: of the color intermediate between
green and orange in the color spectrum, of
something resembling the color of an egg yolk

Unfeathered: having no feathers

Table 1: Sample Vague and Non-Vague Adjective Senses

Figure 2: Accuracy on the test data, per number of
selected features.

have a big gap between them, but this is progres-
sively reduced. However, more (or more compli-
cated) features could be beneficial; we intend to
study this further in the future.

We also examined the hypothesis of the exis-
tence of a small set of words that are often found
in vague definitions, but not in definitions which
are not vague, as then it would be very easy for
a system to use these words and discriminate be-
tween the two classes. To do this, we performed
feature selection with the chi-squared statistic for
various number of features and computed the ac-
curacy (i.e., one minus the error rate). As we show
in Figure 2, accuracy for only 5 selected features
is 50%, which is the same as if we selected class
in random. However, by increasing the number of
selected features, accuracy increases significantly.
This shows that there is not a subset of words
which could be used to discriminate between the
two classes; by contrast, most of the words play
their role. Again, this is something to be further
studied in future research.

Finally, in order to verify our intuition that

vagueness is not the same phenomenon as subjec-
tiveness (as we suggested in section 2), we used
the subjective sense classifier of (Wilson et al.,
2005) to classify the data of section 3.1 as subjec-
tive or objective, assuming that vague senses are
subjective while non-vague ones objective. The
particular classifier is part of the OpinionFinder4

system and the results of its application in the 2000
adjective senses of our dataset were as follows.
From the 1000 vague senses, only 167 were classi-
fied as subjective while from the 1000 non-vague
ones 993. These numbers do no reflect of course
the quality of OpinionFinder as a subjectivity de-
tection system, they merely illustrate the fact that
treating vagueness in the same way as subjective-
ness is not really effective and, thus, more dedi-
cated, vagueness-specific work is needed.

4 Use Case: Detecting Vagueness in
CiTO Ontology

To evaluate the effectiveness and potential of our
classifier for detecting vague ontological defini-
tions, we considered a publicly available ontology
called CiTO5. CiTO is an ontology that enables
characterization of the nature or type of citations
and consists primarily of relations, many of which
are vague (e.g. the relation cito:plagiarizes). In
order to compare the experts’ vague/non-vague
classification with the output of our system, we
worked as follows. We selected 44 relations from
CiTO (making sure to avoid duplications by e.g.
avoiding having both a relation and its inverse) and
we had again 3 human judges manually classify
them as vague or not. In the end we got 27 vague

4http://mpqa.cs.pitt.edu/opinionfinder/
5http://purl.org/spar/cito/
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Vague Relations Non Vague Relations
plagiarizes: A property indicating that the au-
thor of the citing entity plagiarizes the cited
entity, by including textual or other elements
from the cited entity without formal acknowl-
edgement of their source.

sharesAuthorInstitutionWith: Each entity has
at least one author that shares a common insti-
tutional affiliation with an author of the other
entity.

citesAsAuthority: The citing entity cites the
cited entity as one that provides an authorita-
tive description or definition of the subject un-
der discussion.

providesDataFor: The cited entity presents
data that are used in work described in the cit-
ing entity.

speculatesOn: The citing entity speculates on
something within or related to the cited entity,
without firm evidence.

retracts: The citing entity constitutes a formal
retraction of the cited entity.

supports: The citing entity provides intellec-
tual or factual support for statements, ideas or
conclusions presented in the cited entity.

includesExcerptFrom: The citing entity in-
cludes one or more excerpts from the cited en-
tity.

refutes: The citing entity refutes statements,
ideas or conclusions presented in the cited en-
tity.

citesAsSourceDocument: The citing entity
cites the cited entity as being the entity from
which the citing entity is derived, or about
which the citing entity contains metadata.

Table 2: Sample Vague and Non-Vague Relations in CiTO

relations and 17 non-vague, a sample of which is
shown in Table 2.

Then we applied the trained vagueness classifier
of the previous section on the textual definitions of
the relations. The results of this were highly en-
couraging; 36/44 (82%) relations were correctly
classified as vague/non-vague with 74% accuracy
for vague relations and 94% for non-vague ones.
Again, for completeness, we classified the same
relations with OpinionFinder (as in the previous
section), in order to check if subjectivity classifi-
cation is applicable for vagueness. The results of
this were consistent to the ones reported in the pre-
vious section with the Wordnet data: 18/44 (40%)
overall correctly classified relations with 94% ac-
curacy for non-vague relations but only 7% for
vague ones.

5 Conclusions and Future Work

In this paper we considered the problem of auto-
matically detecting vague definitions in ontologies
and we developed a vague word sense classifier
using training data from Wordnet. Experiments
with both Wordnet word senses and real ontol-
ogy definitions, showed a considerably high accu-
racy of our system, thus verifying our intuition that
vague and non-vague senses can be separable. We

do understand that vagueness is a quite complex
phenomenon and the approach we have followed
in this paper rather simple. Yet, exactly because
of its simplicity, we believe that it can be a very
good baseline for further research in this particu-
lar area. The vague/non-vague sense dataset we
provide will be also very useful for that purpose.

Our future work comprises two main directions.
On the one hand, as we mentioned in the introduc-
tion, we intend to incorporate the current classifier
into an ontology analysis tool that will help ontol-
ogy engineers and users detect vague definitions in
ontologies and thus assess their quality better. On
the other hand, we want to further study the phe-
nomenon of vagueness as manifested in textual in-
formation, improve our classifer and see whether
it is possible to build a vague sense lexicon, similar
to lexicons that have already been built for subjec-
tivity and sentiment analysis.
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Abstract 

In this paper, we introduce SLQS, a new 
entropy-based measure for the unsupervised 
identification of hypernymy and its 
directionality in Distributional Semantic 
Models (DSMs). SLQS is assessed through 
two tasks: (i.) identifying the hypernym in 
hyponym-hypernym pairs, and (ii.) 
discriminating hypernymy among various 
semantic relations. In both tasks, SLQS 
outperforms other state-of-the-art measures. 

1 Introduction 

In recent years, Distributional Semantic Models 
(DSMs) have gained much attention in 
computational linguistics as unsupervised 
methods to build lexical semantic representations 
from corpus-derived co-occurrences encoded as 
distributional vectors (Sahlgren, 2006; Turney 
and Pantel, 2010). DSMs rely on the 
Distributional Hypothesis (Harris, 1954) and 
model lexical semantic similarity as a function of 
distributional similarity, which is most 
commonly measured with the vector cosine 
(Turney and Pantel, 2010). DSMs have achieved 
impressive results in tasks such as synonym 
detection, semantic categorization, etc. (Padó and 
Lapata, 2007; Baroni and Lenci, 2010). 

One major shortcoming of current DSMs is 
that they are not able to discriminate among 
different types of semantic relations linking 
distributionally similar lexemes. For instance, the 
nearest neighbors of dog in vector spaces 
typically include hypernyms like animal, co-
hyponyms like cat, meronyms like tail, together 
with other words semantically related to dog. 
DSMs tell us how similar these words are to dog, 
but they do not give us a principled way to single 
out the items linked by a specific relation (e.g., 
hypernyms). 

Another related issue is to what extent 
distributional similarity, as currently measured 
by DSMs, is appropriate to model the semantic 
properties of a relation like hypernymy, which is 
crucial for Natural Language Processing. 
Similarity is by definition a symmetric notion (a 
is similar to b if and only if b is similar to a) and 
it can therefore naturally model symmetric 
semantic relations, such as synonymy and co-
hyponymy (Murphy, 2003). It is not clear, 
however, how this notion can also model 
hypernymy, which is asymmetric. In fact, it is 
not enough to say that animal is distributionally 
similar to dog. We must also account for the fact 
that animal is semantically broader than dog: 
every dog is an animal, but not every animal is a 
dog. 
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In this paper, we introduce SLQS, a new 
entropy-based distributional measure that aims to 
identify hypernyms by providing a distributional 
characterization of their semantic generality. We 
assess it with two tasks: (i.) the identification of 
the broader term in hyponym-hypernym pairs 
(directionality task); (ii.) the discrimination of 
hypernymy among other semantic relations 
(detection task). Given the centrality of 
hypernymy, the relevance of the themes we 
address hardly needs any further motivation. 
Improving the ability of DSMs to identify 
hypernyms is in fact extremely important in tasks 
such as Recognizing Textual Entailment (RTE) 
and ontology learning, as well as to enhance the 
cognitive plausibility of DSMs as general models 
of the semantic lexicon. 

2 Related work 

The problem of identifying asymmetric relations 
like hypernymy has so far been addressed in 
distributional semantics only in a limited way 
(Kotlerman et al., 2010) or treated through semi-
supervised approaches, such as pattern-based 
approaches (Hearst, 1992). The few works that 
have attempted a completely unsupervised 
approach to the identification of hypernymy in 
corpora have mostly relied on some versions of 
the Distributional Inclusion Hypothesis (DIH; 
Weeds and Weir, 2003; Weeds et al., 2004), 
according to which the contexts of a narrow term 
are also shared by the broad term. 

One of the first proposed measures 
formalizing the DIH is WeedsPrec (Weeds and 
Weir, 2003; Weeds et al., 2004), which 
quantifies the weights of the features f of a 
narrow term u that are included into the set of 
features of a broad term v: 

����������	, �� = ∑ ������∈��∩��
∑ ������∈��

 

where Fx is the set of features of a term x, and 
wx(f) is the weight of the feature f of the term x. 
Variations of this measure have been introduced 
by Clarke (2009), Kotlerman et al. (2010) and 
Lenci and Benotto (2012). 

In this paper, we adopt a different approach, 
which is not based on DIH, but on the hypothesis 
that hypernyms are semantically more general 
than hyponyms, and therefore tend to occur in 
less informative contexts than hypernyms. 

3 SLQS: A new entropy-based measure 

DIH is grounded on an “extensional” definition 
of the asymmetric character of hypernymy: since 
the class (i.e., extension) denoted by a hyponym 
is included in the class denoted by the hypernym, 
hyponyms are expected to occur in a subset of 
the contexts of their hypernyms. However, it is 
also possible to provide an “intensional” 
definition of the same asymmetry. In fact, the 
typical characteristics making up the “intension” 
(i.e., concept) expressed by a hypernym (e.g., 
move or eat for animal) are semantically more 
general than the characteristics forming the 
“intension” of its hyponyms (e.g., bark or has fur 
for dog). This corresponds to the idea that 
superordinate terms like animal are less 
informative than their hyponyms (Murphy, 2002). 
From a distributional point of view, we can 
therefore expect that the most typical linguistic 
contexts of a hypernym are less informative than 
the most typical linguistic contexts of its 
hyponyms. In fact, contexts such as bark and has 
fur are likely to co-occur with a smaller number 
of words than move and eat. Starting from this 
hypothesis and using entropy as an estimate of 
context informativeness (Shannon, 1948), we 
propose SLQS, which measures the semantic 
generality of a word by the entropy of its 
statistically most prominent contexts. 

For every term wi we identify the N most 
associated contexts c (where N is a parameter 
empirically set to 50)1. The association strength 
has been calculated with Local Mutual 
Information (LMI; Evert, 2005). For each 
selected context c, we define its entropy H(c) as: 

                                                           

1 N=50 is the result of an optimization of the model 
against the dataset after trying the following 
suboptimal values: 5, 10, 25, 75 and 100. 
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where p(fi|c) is the probability of the feature fi 
given the context c, obtained through the ratio 
between the frequency of <c, fi> and the total 
frequency of c. The resulting values H(c) are 
then normalized in the range 0-1 by using the 
Min-Max-Scaling (Priddy and Keller, 2005): 
Hn(c). Finally, for each term wi we calculate the 
median entropy Ewi of its N contexts: 

()* = +�,&'- 	#�%��,�$ 

()*  can be considered as a semantic generality 

index for the term wi: the higher ()* , the more 

semantically general wi is. SLQS is then defined 
as the reciprocal difference between the semantic 
generality ()/ and ()0 of two terms w1 and w2: 

1231��', �"� = 1 − ()/
()0

 

According to this formula, SLQS<0, if ()/>()0; 

SLQS≃0, if ()/≃()0; and SLQS>0, if ()/<()0. 

SLQS is an asymmetric measure because, by 
definition, SLQS(w1,w2)≠SLQS(w2,w1) (except 
when w1 and w2 have exactly the same 
generality). Therefore, if SLQS(w1,w2)>0, w1 is 
semantically less general than w2. 

4 Experiments and evaluation 

4.1 The DSM and the dataset 

For the experiments, we used a standard 
window-based DSM recording co-occurrences 
with the nearest 2 content words to the left and 
right of each target word. Co-occurrences were 
extracted from a combination of the freely 
available ukWaC and WaCkypedia corpora (with 
1.915 billion and 820 million words, respectively) 
and weighted with LMI. 

To assess SLQS we relied on a subset of 
BLESS (Baroni and Lenci, 2011), a freely- 
available dataset that includes 200 distinct 
English concrete nouns as target concepts, 
equally divided between living and non-living 

entities (e.g. BIRD, FRUIT, etc.). For each target 
concept, BLESS contains several relata, 
connected to it through one relation, such as co-
hyponymy (COORD), hypernymy (HYPER), 

meronymy (MERO) or no-relation (RANDOM-N).2 

Since BLESS contains different numbers of 
pairs for every relation, we randomly extracted a 
subset of 1,277 pairs for each relation, where 
1,277 is the maximum number of HYPER-related 
pairs for which vectors existed in our DSM. 

4.2 Task 1: Directionality 

In this experiment we aimed at identifying the 
hypernym in the 1,277 hypernymy-related pairs 
of our dataset. Since the HYPER-related pairs in 
BLESS are in the order hyponym-hypernym (e.g. 
eagle-bird, eagle-animal, etc.), the hypernym in 
a pair (w1,w2) is correctly identified by SLQS, if 
SLQS (w1,w2) > 0. Following Weeds et al. (2004), 
we used word frequency as a baseline model. 
This baseline is grounded on the hypothesis that 
hypernyms are more frequent than hyponyms in 
corpora. Table 1 gives the evaluation results: 

 
SLQS WeedsPrec BASELINE 

POSITIVE 1111 805 844 

NEGATIVE 166 472 433 

TOTAL 1277 1277 1277 
PRECISION 87.00% 63.04% 66.09% 

Table 1. Accuracy for Task 1. 

As it can be seen in Table 1, SLQS scores a 
precision of 87% in identifying the second term 
of the test pairs as the hypernym. This result is 
particularly significant when compared to the 
one obtained by applying WeedsPrec (+23.96%). 
As it was also noticed by Geffet and Dagan 
(2005) with reference to a previous similar 
experiment performed on a different corpus 
(Weeds et al., 2004), the WeedsPrec precision in 
this task is comparable to the naïve baseline. 
SLQS scores instead a +20.91%. 

                                                           

2 In these experiments, we only consider the BLESS 
pairs containing a noun relatum. 
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4.3 Task 2: Detection 

The second experiment aimed at 
HYPER test pairs from those linked by other 

types of relations in BLESS (i.e.

and RANDOM-N). To this purpose, we assume
that hypernymy is characterized by two main 
properties: (i.) the hypernym and the hyponym 
are distributionally similar (in the sense of the 
Distributional Hypothesis), and 
hyponym is semantically less general than the 
hypernym. We measured the first property with 
the vector cosine and the second one with 

After calculating SLQS for all the pairs in our 
datasets, we set to zero all the negative values, 
that is to say those in which 
SLQS – the first term is semantically more 
general than the second one. Then,
SLQS and vector cosine by the
greater the resulting value, the greater the 
likelihood that we are considering a hypernymy
related pair, in which the first word is 
and the second word is a hypernym.

To evaluate the performance
used Average Precision (AP; Kotlerman et al., 
2010), a method derived from Information 
Retrieval that combines precision, relevance 
ranking and overall recall, returning a value that 
ranges from 0 to 1. AP=1 means that all the 
instances of a relation are in the top of the rank
whereas AP=0 means they are in the bottom
is calculated for the four relations we extracted 
from BLESS. SLQS was also compared with 
WeedsPrec and vector cosine
frequency as baseline. Table 2 shows the results

 HYPER COORD MERO

Baseline 0.40 0.51 
Cosine 0.48 0.46 

WeedsPrec 0.50 0.35 
SLQS * 
Cosine 

0.59 0.27 

Table 2. AP values for T

The AP values show the performance
tested measures on the four 
optimal result would be obtained scoring 
HYPER and 0 for the other relations

at discriminating 
test pairs from those linked by other 

e., MERO, COORD 

To this purpose, we assumed 
racterized by two main 

i.) the hypernym and the hyponym 
are distributionally similar (in the sense of the 

, and (ii.) the 
general than the 

hypernym. We measured the first property with 
and the second one with SLQS. 

for all the pairs in our 
datasets, we set to zero all the negative values, 

 – according to 
the first term is semantically more 

Then, we combined 
their product. The 

value, the greater the 
we are considering a hypernymy-

the first word is a hyponym 
hypernym. 

performance of SLQS, we 
(AP; Kotlerman et al., 

2010), a method derived from Information 
Retrieval that combines precision, relevance 

recall, returning a value that 
means that all the 

instances of a relation are in the top of the rank, 
in the bottom. AP 

the four relations we extracted 
was also compared with 

vector cosine, again using 
shows the results: 

MERO RANDOM 

0.38 0.17 
0.31 0.21 
0.39 0.21 
0.35 0.24 

for Task 2. 

values show the performances of the 
the four relations. The 

be obtained scoring 1 for 
and 0 for the other relations.  

The product between SLQS
gets the best performance in identifying 
(+0.09 in comparison to 
discriminating it from COORD
WeedsPrec). It also achieves
discriminating MERO (-0.04
On the other hand, it seems to get 
lower precision in discriminating
(+0.03 in comparison to WeedsPrec
reason is that unrelated pairs might also have a 
fairly high semantic generality difference, 
slightly affecting the measure
Figure 1 gives a graphic depiction of the 
performances. SLQS corresponds to the 
line in comparison to the 
borders, grey fill), the vector c
borders) and the baseline (grey fill).

Figure 1. AP values

5 Conclusions and future work

In this paper, we have proposed 
asymmetric distributional measure of semantic 
generality which is able to identify the 
term in a hypernym-hyponym pair
combined with vector cosine
hypernymy from other types of semantic 
relations. The successful performance of 
the reported experiments
hyponyms and hypernyms 
similar, but hyponyms tend to occur in more 
informative contexts than hypernyms.
shows that an “intensional” 
hypernymy can be pursued in distributional 
terms. This opens up new 
study of semantic relations 
research, SLQS will also be tested on other 
datasets and languages. 

SLQS and vector cosine 
the best performance in identifying HYPER 

 WeedsPrec) and in 
COORD (-0.08 than 

). It also achieves better results in 
04 than WeedsPrec). 

seems to get a slightly 
in discriminating RANDOM-N 

WeedsPrec). The likely 
at unrelated pairs might also have a 

semantic generality difference, 
affecting the measure’s performance. 

gives a graphic depiction of the 
corresponds to the black 

line in comparison to the WeedsPrec (black 
vector cosine (grey 

borders) and the baseline (grey fill). 

 

AP values for Task 2. 

and future work 

In this paper, we have proposed SLQS, a new 
asymmetric distributional measure of semantic 
generality which is able to identify the broader 

hyponym pair and, when 
osine, to discriminate 

hypernymy from other types of semantic 
relations. The successful performance of SLQS in 

experiments confirms that 
hyponyms and hypernyms are distributionally 

end to occur in more 
contexts than hypernyms. SLQS 

that an “intensional” characterization of 
hypernymy can be pursued in distributional 

p new possibilities for the 
study of semantic relations in DSMs. In further 

will also be tested on other 
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Abstract

Speech disfluencies are one of the main
challenges of spoken language processing.
Conventional disfluency detection systems
deploy a hard decision, which can have
a negative influence on subsequent appli-
cations such as machine translation. In
this paper we suggest a novel approach
in which disfluency detection is integrated
into the translation process.

We train a CRF model to obtain a disflu-
ency probability for each word. The SMT
decoder will then skip the potentially dis-
fluent word based on its disfluency prob-
ability. Using the suggested scheme, the
translation score of both the manual tran-
script and ASR output is improved by
around 0.35 BLEU points compared to the
CRF hard decision system.

1 Introduction

Disfluencies arise due to the spontaneous nature
of speech. There has been a great deal of effort to
detect disfluent words, remove them (Johnson and
Charniak, 2004; Fitzgerald et al., 2009) and use
the cleaned text for subsequent applications such
as machine translation (MT) (Wang et al., 2010;
Cho et al., 2013).

One potential drawback of conventional ap-
proaches is that the decision whether a token is
a disfluency or not is a hard decision. For an
MT system, this can pose a severe problem if the
removed token was not in fact a disfluency and
should have been kept for the correct translation.
Therefore, we pass the decision whether a word is
part of a disfluency or not on to the translation sys-
tem, so that we can use the additional knowledge
available in the translation system to make a more
reliable decision. In order to limit the complexity,

the search space is pruned prior to decoding and
represented in a word lattice.

2 Related Work

Disfluencies in spontaneous speech have been
studied from various points of view. In the noisy
channel model (Honal and Schultz, 2003), it is
assumed that clean text without any disfluencies
has passed through a noisy channel. The clean
string is retrieved based on language model (LM)
scores and five additional models. Another noisy
channel approach involves a phrase-level statisti-
cal MT system, where noisy tokens are translated
into clean tokens (Maskey et al., 2006). A tree ad-
joining grammar is combined with this noisy chan-
nel model in (Johnson and Charniak, 2004), using
a syntactic parser to build an LM.

Fitzgerald et al. (2009) present a method to de-
tect speech disfluencies using a conditional ran-
dom field (CRF) with lexical, LM, and parser
information features. While previous work has
been limited to the postprocessing step of the au-
tomatic speech recogition (ASR) system, further
approaches (Wang et al., 2010; Cho et al., 2013)
use extended CRF features or additional models
to clean manual speech transcripts and use them
as input for an MT system.

While ASR systems use lattices to encode hy-
potheses, lattices have been used for MT systems
with various purposes. Herrmann et al. (2013)
use lattices to encode different reordering variants.
Lattices have also been used as a segmentation tac-
tic for compound words (Dyer, 2009), where the
segmentation is encoded as input in the lattice.

One of the differences between our work and
previous work is that we integrate the disfluency
removal into an MT system. Our work is not lim-
ited to the preprocessing step of MT, instead we
use the translation model to detect and remove dis-
fluencies. Contrary to other systems where detec-
tion is limited on manual transcripts only, our sys-
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tem shows translation performance improvements
on the ASR output as well.

3 Tight Integration using Lattices

In this chapter, we explain how the disfluency re-
moval is integrated into the MT process.

3.1 Model
The conventional translation of texts from sponta-
neous speech can be formulated as

ê = arg max
e
p(e| arg max

fc

p(fc|f)) (1)

with

p(fc|f) =
I∏

i=1

p(ci|fi) (2)

where fc denotes the clean string

fc = {f1, . . . , fI | ci = clean} (3)

for the disfluency decision class c of each token.

c ∈
{
clean
disfluent

(4)

Thus, using the conventional models, disfluency
removal is applied to the original, potentially noisy
string in order to obtain the cleaned string first.
This clean string is then translated.

The potential drawback of a conventional
speech translation system is caused by the rough
estimation in Equation 1, as disfluency removal
does not depend on maximizing the translation
quality itself. For example, we can consider the
sentence Use what you build, build what you use.
Due to its repetitive pattern in words and structure,
the first clause is often detected as a disfluency us-
ing automatic means. To avoid this, we can change
the scheme how the clean string is chosen as fol-
lows:

ê = arg max
e,fc

(p(e|fc) · p(fc|f)) (5)

This way a clean string which maximizes the
translation quality is chosen. Thus, no instant de-
cision is made whether a token is a disfluency or
not. Instead, the disfluency probability of the to-
ken will be passed on to the MT process, using
the log linear combination of the probabilities as
shown in Equation 5.

In this work, we use a CRF (Lafferty et al.,
2001) model to obtain the disfluency probability
of each token.

Since there are two possible classes for each to-
ken, the number of possible clean sentences is ex-
ponential with regard to the sentence length. Thus,
we restrict the search space by representing only
the most probable clean source sentences in a word
lattice.

3.2 CRF Model Training
In order to build the CRF model, we used the
open source toolkit CRF++ (Kudoh, 2007). As
unigram features, we use lexical and LM features
adopted from Fitzgerald et al. (2009), and addi-
tional semantics-based features discussed in (Cho
et al., 2013). In addition to the unigram features,
we also use a bigram feature to model first-order
dependencies between labels.

We train the CRF with four classes; FL for filler
words, RC for (rough) copy, NC for non-copy and
0 for clean tokens. The class FL includes obvious
filler words (e.g. uh, uhm) as well as other dis-
course markers (e.g. you know, well in English).
The RC class covers identical or roughly simi-
lar repetitions as well as lexically different words
with the same meaning. The NC class represents
the case where the speaker changes what to speak
about or reformulates the sentence and restarts the
speech fragments. The disfluency probability Pd

of each token is calculated as the sum of probabil-
ities of each class.

3.3 Lattice Implementation
We construct a word lattice which encodes long-
range reordering variants (Rottmann and Vogel,
2007; Niehues and Kolss, 2009). For translation
we extend this so that potentially disfluent words
can be skipped. A reordering lattice of the ex-
ample sentence Das sind die Vorteile, die sie uh
die sie haben. (En.gls: These are the advantages,
that you uh that you have.) is shown in Figure 1,
where words representing a disfluency are marked
in bold letters. In this sentence, the part die sie
uh was manually annotated as a disfluency, due to
repetition and usage of a filler word.

Table 1 shows the Pd obtained from the CRF
model for each token. As expected, the words die
sie uh obtain a high Pd from the CRF model.

In order to provide an option to avoid translating
a disfluent word, a new edge which skips the word
is introduced into the lattice when the word has a
higher Pd than a threshold θ. During decoding the
importance of this newly introduced edge is opti-
mized by weights based on the disfluency proba-
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Figure 1: Reordering lattice before adding alternative clean paths for an exemplary sentence
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Figure 2: Extended lattice with alternative clean paths for an exemplary sentence

das 0.000732 sie 0.953126
sind 0.004445 uh 0.999579
die 0.013451 die 0.029010

Vorteile 0.008183 sie 0.001426
, 0.035408 haben 0.000108

die 0.651642 . 0.000033

Table 1: Disfluency probability of each word

bility and transition probability. The extended lat-
tice for the given sentence with θ = 0.5 is shown
in Figure 2, with alternative paths marked by a
dotted line. The optimal value of θ was manually
tuned on the development set.

4 System Description

The training data for our MT system consists of
1.76 million sentences of German-English paral-
lel data. Parallel TED talks1 are used as in-domain
data and our translation models are adapted to the
domain. Before training, we apply preprocess-
ing such as text normalization, tokenization, and
smartcasing. Additionally, German compound
words are split.

To build the phrase table we use the Moses
package (Koehn et al., 2007). An LM is trained
on 462 million words in English using the SRILM
Toolkit (Stolcke, 2002). In order to extend source
word context, we use a bilingual LM (Niehues et
al., 2011). We use an in-house decoder (Vogel,
2003) with minimum error rate training (Venu-
gopal et al., 2005) for optimization.

For training and testing the CRF model, we use
61k annotated words of manual transcripts of uni-

1http://www.ted.com

versity lectures in German. For tuning and testing
the MT system, the same data is used along with
its English reference translation. In order to make
the best use of the data, we split it into three parts
and perform three-fold cross validation. There-
fore, the train/development data consists of around
40k words, or 2k sentences, while the test data
consists of around 20k words, or 1k sentences.

5 Experiments

In order to compare the effect of the tight inte-
gration with other disfluency removal strategies,
we conduct different experiments on manual tran-
scripts as well as on the ASR output.

5.1 Manual Transcripts
As a baseline for manual transcripts, we use
the whole uncleaned data for development and
test. For “No uh”, we remove the obvious filler
words uh and uhm manually. In the CRF-hard
experiment, the token is removed if the label
output of the CRF model is a disfluency class.
The fourth experiment uses the tight integration
scheme, where new source paths which jump over
the potentially noisy words are inserted based on
the disfluency probabilities assigned by the CRF
model. In the next experiments, this method is
combined with other aforementioned approaches.
First, we apply the tight integration scheme after
we remove all obvious filler words. In the next
experiment, we first remove all words whose Pd

is higher than 0.9 as early pruning and then apply
the tight integration scheme. In a final experiment,
we conduct an oracle experiment, where all words
annotated as a disfluency are removed.
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5.2 ASR Output
The same experiments are applied to the ASR out-
put. Since the ASR output does not contain re-
liable punctuation marks, there is a mismatch be-
tween the training data of the CRF model, which is
manual transcripts with all punctuation marks, and
the test data. Thus, we insert punctuation marks
and augment sentence boundaries in the ASR out-
put using the monolingual translation system (Cho
et al., 2012). As the sentence boundaries differ
from the reference translation, we use the Leven-
shtein minimum edit distance algorithm (Matusov
et al., 2005) to align hypothesis for evaluation.
No optimization is conducted, but the scaling fac-
tors obtained when using the correponding setup
of manual transcripts are used for testing.

5.3 Results
Table 2 shows the results of our experiments. The
scores are reported in case-sensitive BLEU (Pap-
ineni et al., 2002).

System Dev Text ASR
Baseline 23.45 22.70 14.50
No uh 25.09 24.04 15.10
CRF-hard 25.32 24.50 15.15
Tight int. 25.30 24.59 15.19
No uh + Tight int. 25.41 24.68 15.33
Pruning + Tight int. 25.38 24.84 15.51
Oracle 25.57 24.87 -

Table 2: Translation results for the investigated
disfluency removal strategies

Compared to the baseline where all disfluen-
cies are kept, the translation quality is improved
by 1.34 BLEU points for manual transcripts by
simply removing all obvious filler words. When
we take the output of the CRF as a hard deci-
sion, the performance is further improved by 0.46
BLEU points. When using the tight integration
scheme, we improve the translation quality around
0.1 BLEU points compared to the CRF-hard deci-
sion. The performance is further improved by re-
moving uh and uhm before applying the tight inte-
gration scheme. Finally the best score is achieved
by using the early pruning coupled with the tight
integration scheme. The translation score is 0.34
BLEU points higher than the CRF-hard decision.
This score is only 0.03 BLEU points less than the
oracle case, without all disfluencies.

Experiments on the ASR output also showed a
considerable improvement despite word errors and

consequently decreased accuracy of the CRF de-
tection. Compared to using only the CRF-hard de-
cision, using the coupled approach improved the
performance by 0.36 BLEU points, which is 1.0
BLEU point higher than the baseline.

System Precision Recall
CRF-hard 0.898 0.544
Pruning + Tight int. 0.937 0.521

Table 3: Detection performance comparison

Table 3 shows a comparison of the disfluency
detection performance on word tokens. While re-
call is slightly worse for the coupled approach,
precision is improved by 4% over the hard deci-
sion, indicating that the tight integration scheme
decides more accurately. Since deletions made by
a hard decision can not be recovered and losing a
meaningful word on the source side can be very
critical, we believe that precision is more impor-
tant for this task. Consequently we retain more
words on the source side with the tight integration
scheme, but the numbers of word tokens on the
translated target side are similar. The translation
model is able to leave out unnecessary words dur-
ing translation.

6 Conclusion

We presented a novel scheme to integrate disflu-
ency removal into the MT process. Using this
scheme, it is possible to consider disfluency prob-
abilities during decoding and therefore to choose
words which can lead to better translation perfor-
mance. The disfluency probability of each token
is obtained from a CRF model, and is encoded in
the word lattice. Additional edges are added in the
word lattice, to bypass the words potentially rep-
resenting speech disfluencies.

We achieve the best performance using the tight
integration method coupled with early pruning.
This method yields an improvement of 2.1 BLEU
points for manual transcripts and 1.0 BLEU point
improvement over the baseline for ASR output.

Although the translation of ASR output is im-
proved using the suggested scheme, there is still
room to improve. In future work, we would like to
improve performance of disfluency detection for
ASR output by including acoustic features in the
model.
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Abstract

Parsing disfluent sentences is a challeng-
ing task which involves detecting disflu-
encies as well as identifying the syntactic
structure of the sentence. While there have
been several studies recently into solely
detecting disfluencies at a high perfor-
mance level, there has been relatively lit-
tle work into joint parsing and disfluency
detection that has reached that state-of-
the-art performance in disfluency detec-
tion. We improve upon recent work in this
joint task through the use of novel features
and learning cascades to produce a model
which performs at 82.6 F-score. It outper-
forms the previous best in disfluency de-
tection on two different evaluations.

1 Introduction

Disfluencies in speech occur for several reasons:
hesitations, unintentional mistakes or problems in
recalling a new object (Arnold et al., 2003; Merlo
and Mansur, 2004). Disfluencies are often de-
composed into three types: filled pauses (IJ) such
as “uh” or “huh”, discourse markers (DM) such
as “you know” and “I mean” and edited words
(reparandum) which are repeated or corrected by
the speaker (repair). The following sentence illus-
trates the three types:

I want a flight to Boston︸ ︷︷ ︸
Reparandum

uh︸︷︷︸
IJ

I mean︸ ︷︷ ︸
DM

to Denver︸ ︷︷ ︸
Repair

To date, there have been many studies on disflu-
ency detection (Hough and Purver, 2013; Rasooli
and Tetreault, 2013; Qian and Liu, 2013; Wang et
al., 2013) such as those based on TAGs and the
noisy channel model (e.g. Johnson and Charniak
(2004), Zhang et al. (2006), Georgila (2009), and
Zwarts and Johnson (2011)). High performance
disfluency detection methods can greatly enhance

the linguistic processing pipeline of a spoken dia-
logue system by first “cleaning” the speaker’s ut-
terance, making it easier for a parser to process
correctly. A joint parsing and disfluency detection
model can also speed up processing by merging
the disfluency and parsing steps into one. How-
ever, joint parsing and disfluency detection mod-
els, such as Lease and Johnson (2006), based
on these approaches have only achieved moder-
ate performance in the disfluency detection task.
Our aim in this paper is to show that a high perfor-
mance joint approach is viable.

We build on our previous work (Rasooli and
Tetreault, 2013) (henceforth RT13) to jointly
detect disfluencies while producing dependency
parses. While this model produces parses at a
very high accuracy, it does not perform as well as
the state-of-the-art in disfluency detection (Qian
and Liu, 2013) (henceforth QL13). In this pa-
per, we extend RT13 in two important ways: 1)
we show that by adding a set of novel features se-
lected specifically for disfluency detection we can
outperform the current state of the art in disfluency
detection in two evaluations1 and 2) we show that
by extending the architecture from two to six clas-
sifiers, we can drastically increase the speed and
reduce the memory usage of the model without a
loss in performance.

2 Non-monotonic Disfluency Parsing

In transition-based dependency parsing, a syntac-
tic tree is constructed by a set of stack and buffer
actions where the parser greedily selects an action
at each step until it reaches the end of the sentence
with an empty buffer and stack (Nivre, 2008). A
state in a transition-based system has a stack of
words, a buffer of unprocessed words and a set of
arcs that have been produced in the parser history.
The parser consists of a state (or a configuration)

1Honnibal and Johnson (2014) have a forthcoming paper
based on a similar idea but with a higher performance.
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which is manipulated by a set of actions. When an
action is made, the parser goes to a new state.

The arc-eager algorithm (Nivre, 2004) is a
transition-based algorithm for dependency pars-
ing. In the initial state of the algorithm, the buffer
contains all words in the order in which they ap-
pear in the sentence and the stack contains the arti-
ficial root token. The actions in arc-eager parsing
are left-arc (LA), right-arc (RA), reduce (R) and
shift (SH). LA removes the top word in the stack
by making it the dependent of the first word in the
buffer; RA shifts the first word in the buffer to the
stack by making it the dependent of the top stack
word; R pops the top stack word and SH pushes
the first buffer word into the stack.

The arc-eager algorithm is a monotonic parsing
algorithm, i.e. once an action is performed, subse-
quent actions should be consistent with it (Honni-
bal et al., 2013). In monotonic parsing, if a word
becomes a dependent of another word or acquires
a dependent, other actions shall not change those
dependencies that have been constructed for that
word in the action history. Disfluency removal is
an issue for monotonic parsing in that if an ac-
tion creates a dependency relation, the other ac-
tions cannot repair that dependency relation. The
main idea proposed by RT13 is to change the
original arc-eager algorithm to a non-monotonic
one so it is possible to repair a dependency tree
while detecting disfluencies by incorporating three
new actions (one for each disfluency type) into a
two-tiered classification process. The structure is
shown in Figure 1(a). In short, at each state the
parser first decides between the three new actions
and a parse action (C1). If the latter is selected, an-
other classifier (C2) is used to select the best parse
action as in normal arc eager parsing.

The three additional actions to the arc-eager al-
gorithm to facilitate disfluency detection are as
follows: 1) RP[i:j]: From the words outside the
buffer, remove words i to j from the sentence and
tag them as reparandum, delete all of their depen-
dencies and push all of their dependents onto the
stack. 2) IJ[i]: Remove the first i words from
the buffer (without adding any dependencies to
them) and tag them as interjection. 3) DM[i]:
Remove the first i words from the buffer (with-
out adding any dependencies) and tag them as dis-
course marker.

State

C1

Parse RP[i:j] IJ[i]DM[i]

C2

LA RA RSH

(a) A structure with two classifiers.

IJ[i]

C3

DM[i]

Parse

C5

C2

IJDM

C1 Other

C4 RP

C6

RLARA SH

RP[i:j]

State

(b) A structure with six classifiers.

Figure 1: Two kinds of cascades for disfluency
learning. Circles are classifiers and light-colored
blocks show the final decision by the system.

3 Model Improvements

To improve upon RT13, we first tried to learn all
actions jointly. Essentially, we added the three
new actions to the original arc-eager action set.
However, this method (henceforth M1) performed
poorly on the disfluency detection task. We be-
lieve this stems from a feature mismatch, i.e. some
of the features, such as rough copies, are only use-
ful for reparanda while some others are useful for
other actions. Speed is an additional issue. Since
for each state, there are many candidates for each
of the actions, the space of possible candidates
makes the parsing time potentially squared.

Learning Cascades One possible solution for
reducing the complexity of the inference is to for-
mulate and develop learning cascades where each
cascade is in charge of a subset of predictions with
its specific features. For this task, it is not es-
sential to always search for all possible phrases
because only a minority of cases in speech texts
are disfluent (Bortfeld et al., 2001). For address-
ing this problem, we propose M6, a new structure
for learning cascades, shown in Figure 1(b) with
a more complex structure while more efficient in
terms of speed and memory. In the new structure,
we do not always search for all possible phrases
which will lead to an expected linear time com-
plexity. The main processing overhead here is the
number of decisions to make by classifiers but this
is not as time-intensive as finding all candidate
phrases in all states.

Feature Templates RT13 use different feature
sets for the two classifiers: C2 uses the parse fea-
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tures promoted in Zhang and Nivre (2011, Table
1) and C1 uses features which are shown with
regular font in Figure 2. We show that one can
improve RT13 by adding new features to the C1
classifier which are more appropriate for detecting
reparanda (shown in bold in Figure 2). We call
this new model M2E, “E” for extended. In Figure
3, the features for each classifier in RT13, M2E,
M6 and M1 are described.

We introduce the following new features: LIC
looks at the number of common words between the
reparandum candidate and words in the buffer; e.g.
if the candidate is “to Boston” and the words in the
buffer are “to Denver”, LIC[1] is one and LIC[2]
is also one. In other words, LIC is an indicator
of a rough copy. The GPNG (post n-gram fea-
ture) allows us to model the fluency of the result-
ing sentence after an action is performed, without
explicitly going into it. It is the count of possible
n-grams around the buffer after performing the ac-
tion; e.g. if the candidate is a reparandum action,
this feature introduces the n-grams which will ap-
pear after this action. For example, if the sentence
is “I want a flight to Boston | to Denver” (where
| is the buffer boundary) and the candidate is “to
Boston” as reparandum, the sentence will look like
“I want a flight | to Denver” and then we can count
all possible n-grams (both lexicalized and unlexi-
calized) in the range i and j inside and outside the
buffer. GBPF is a collection of baseline parse fea-
tures from (Zhang and Nivre, 2011, Table 1).

The need for classifier specific features be-
comes more apparent in the M6 model. Each of
the classifiers uses a different set of features to op-
timize performance. For example, LIC features
are only useful for the sixth classifier while post
n-gram features are useful for C2, C3 and C6. For
the joint model we use the C1 features from M2B
and the C1 features from M6.

4 Experiments and Evaluation

We evaluate our new models, M2E and M6,
against prior work on two different test conditions.
In the first evaluation (Eval 1), we use the parsed
section of the Switchboard corpus (Godfrey et al.,
1992) with the train/dev/test splits from Johnson
and Charniak (2004) (JC04). All experimental set-
tings are the same as RT13. We compare our new
models against this prior work in terms of disflu-
ency detection performance and parsing accuracy.
In the second evaluation (Eval 2), we compare our

Abbr. Description
GS[i/j] First n Ws/POS outside β (n=1:i/j)
GB[i/j] First n Ws/POS inside β (n=1:i/j)
GL[i/j] Are n Ws/POS i/o β equal? (n=1:i/j)
GT[i] n last FGT; e.g. parse:la (n=1:i)
GTP[i] n last FGT e.g. parse (n=1:i)
GGT[i] n last FGT + POS of β0 (n=1:i)
GGTP[i] n last CGT + POS of β0 (n=1:i)
GN[i] (n+m)-gram of m/n POS i/o β (n,m=1:i)
GIC[i] # common Ws i/o β (n=1:i)
GNR[i] Rf. (n+m)-gram of m/n POS i/o β (n,m=1:i)
GPNG[i/j] PNGs from n/m Ws/POS i/o β (m,n:1:i/j)
GBPF Parse features (Zhang and Nivre, 2011)
LN[i,j] First n Ws/POS of the cand. (n=1:i/j)
LD Distance between the cand. and s0
LL[i,j] first n Ws/POS of rp and β equal? (n=1:i/j)
LIC[i] # common Ws for rp/repair (n=1:i)

Figure 2: Feature templates used in this paper and
their abbreviations. β: buffer, β0: first word in
the buffer, s0: top stack word, Ws: words, rp:
reparadnum, cand.: candidate phrase, PNGs: post
n-grams, FGT: fine-grained transitions and CGT:
coarse-grained transitions. Rf. n-gram: n-gram
from unremoved words in the state.

Classifier Features
M2 Features

C1 (RT13) GS[4/4], GB[4/4], GL[4/6], GT[5], GTP[5]
GGT[5], GGTP[5], GN[4], GNR[4], GIC[6]
LL[4/6], LD

C1 (M2E) RT13 ∪ (LIC[6], GBPF, GPNG[4/4]) - LD
C2 GBPF

M6 Features
C1 GBPF, GB[4/4], GL[4/6], GT[5], GTP[5]

GGT[5], GGTP[5], GN[4], GNR[4], GIC[6]
C2 GB[4/4], GT[5], GTP[5], GGT[5], GGTP[5]

GN[4], GNR[4], GPNG[4/4], LD, LN[24/24]
C3 GB[4/4], GT[5], GTP[5], GGT[5], GGTP[5]

GN[4], GNR[4], GPNG[4/4], LD, LN[12/12]
C4 GBPF, GS[4/6], GT[5], GTP[5], GGT[5]

GGTP[5], GN[4], GNR[4], GIC[13]
C5 GBPF
C6 GBPF, LL[4/6], GPNG[4/4]

LN[6/6], LD, LIC[13]
M1 Features: RT13 C1 features ∪ C2 features

Figure 3: Features for each model. M2E is the
same as RT13 with extended features (bold fea-
tures in Figure 2). M6 is the structure with six
classifiers. Other abbreviations are described in
Figure 2.

work against the current best disfluency detection
method (QL13) on the JC04 split as well as on a
10 fold cross-validation of the parsed section of
the Switchboard. We use gold POS tags for all
evaluations.

For all of the joint parsing models we use the
weighted averaged Perceptron which is the same
as averaged Perceptron (Collins, 2002) but with a
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loss weight of two for reparandum candidates as
done in prior work. The standard arc-eager parser
is first trained on a “cleaned” Switchboard corpus
(i.e. after removing disfluent words) with 3 train-
ing iterations. Next, it is updated by training it on
the real corpus with 3 additional iterations. For
the other classifiers, we use the same number of
iterations determined from the development set.

Eval 1 The disfluency detection and parse re-
sults on the test set are shown in Table 1 for the
four systems (M1, RT13, M2E and M6). The joint
model performs poorly on the disfluency detection
task, with an F-score of 41.5, and the prior work
performance which serves as our baseline (RT13)
has a performance of 81.4. The extended version
of this model (M2E) raises performance substan-
tially to 82.2. This shows the utility of training the
C1 classifier with additional features. Finally, the
M6 classifier is the top performing model at 82.6.

Disfluency Parse
Model Pr. Rec. F1 UAS F1
M1 27.4 85.8 41.5 60.2 64.6
RT13 85.1 77.9 81.4 88.1 87.6
M2E 88.1 77.0 82.2 88.1 87.6
M6 87.7 78.1 82.6 88.4 87.7

Table 1: Comparison of joint parsing and disflu-
ency detection methods. UAS is the unlabeled
parse accuracy score.

The upperbound for the parser attachment ac-
curacy (UAS) is 90.2 which basically means that
if we have gold standard disfluencies and remove
disfluent words from the sentence and then parse
the sentence with a regular parser, the UAS will
be 90.2. If we had used the regular parser to parse
the disfluent sentences, the UAS for correct words
would be 70.7. As seen in Table 1, the best parser
UAS is 88.4 (M6) which is very close to the up-
perbound, however RT13, M2E and M6 are nearly
indistinguishable in terms of parser performance.

Eval 2 To compare against QL13, we use the
second version of the publicly provided code and
modify it so it uses gold POS tags and retrain and
optimize it for the parsed section of the Switch-
board corpus (these are known as mrg files, and
are a subset of the section of the Switchboard cor-
pus used in QL13, known as dps files). Since their
system has parameters tuned for the dps Switch-
board corpus we retrained it for a fair comparison.
As in the reimplementation of RT13, we have eval-

uated the QL13 system with optimal number of
training iterations (10 iterations). As seen in Table
2, although the annotation in the mrg files is less
precise than in the dps files, M6 outperforms all
models on the JC04 split thus showing the power
of the new features and new classifier structure.

Model JC04 split xval
RT13 81.4 81.6
QL13 (optimized) 82.5 82.2
M2E 82.2 82.8
M6 82.6 82.7

Table 2: Disfluency detection results (F1 score) on
JC04 split and with cross-validation (xval)

To test for robustness of our model, we per-
form 10-fold cross validation after clustering files
based on their name alphabetic order and creating
10 data splits. As seen in Table 2, the top model
is actually M2E, nudging out M6 by 0.1. More
noticeable is the difference in performance over
QL13 which is now 0.6.

Speed and memory usage Based on our Java
implementation on a 64-bit 3GHz Intel CPU with
68GB of memory, the speed for M6 (36 ms/sent)
is 3.5 times faster than M2E (128 ms/sent) and 5.2
times faster than M1 (184 ms/sent) and it requires
half of the nonzero features overall compared to
M2E and one-ninth compared to M1.

5 Conclusion and Future Directions

In this paper, we build on our prior work by in-
troducing rich and novel features to better handle
the detection of reparandum and by introducing an
improved classifier structure to decrease the uncer-
tainty in decision-making and to improve parser
speed and accuracy. We could use early updating
(Collins and Roark, 2004) for learning the greedy
parser which is shown to be useful in greedy pars-
ing (Huang and Sagae, 2010). K-beam parsing is a
way to improve the model though at the expense of
speed. The main problem with k-beam parsers is
that it is complicated to combine classifier scores
from different classifiers. One possible solution
is to modify the three actions to work on just one
word per action, thus the system will run in com-
pletely linear time with one classifier and k-beam
parsing can be done by choosing better features
for the joint parser. A model similar to this idea is
designed by Honnibal and Johnson (2014).
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Abstract

Lexical ambiguity can lead to concept
transfer failure in conversational spo-
ken language translation (CSLT) systems.
This paper presents a novel, classification-
based approach to accurately detecting
word sense translation errors (WSTEs) of
ambiguous source words. The approach
requires minimal human annotation effort,
and can be easily scaled to new language
pairs and domains, with only a word-
aligned parallel corpus and a small set of
manual translation judgments. We show
that this approach is highly precise in de-
tecting WSTEs, even in highly skewed
data, making it practical for use in an in-
teractive CSLT system.

1 Introduction

Lexical ambiguity arises when a single word form
can refer to different concepts. Selecting a con-
textually incorrect translation of such a word —
here referred to as aword sense translation error
(WSTE) — can lead to a critical failure in a con-
versational spoken language translation (CSLT)
system, where accuracy of concept transfer is
paramount. Interactive CSLT systems are espe-
cially prone to mis-translating less frequent word
senses, when they use phrase-based statistical ma-
chine translation (SMT), due to its limited use of
source context (source phrases) when constructing
translation hypotheses. Figure 1 illustrates a typi-
cal WSTE in a phrase-based English-to-Iraqi Ara-
bic CSLT system, where the English wordboard

Disclaimer: This paper is based upon work supported by
the DARPA BOLT program. The views expressed here are
those of the authors and do not reflect the official policy or
position of the Department of Defense or the U.S. Govern-
ment.

Distribution Statement A (Approved for Public Release,
Distribution Unlimited)

Figure 1: Example WSTE in English-to-Iraqi SMT.

is mis-translated asmjls (“council”), completely
distorting the intended message.

Interactive CSLT systems can mitigate this
problem by automatically detecting WSTEs in
SMT hypotheses, and engaging the operator in a
clarification dialogue (e.g. requesting an unam-
biguous rephrasing). We propose a novel, two-
level classification approach to accurately detect
WSTEs. In the first level, a bank of word-specific
classifiers predicts, given a rich set of contextual
and syntactic features, a distribution over possi-
ble targettranslationsfor each ambiguous source
word in our inventory. A single, second-level clas-
sifier then compares the predicted target words to
those chosen by the decoder and determines the
likelihood that an error was made.

A significant novelty of our approach is that the
first-level classifiers are fully unsupervised with
respect to manual annotation and can easily be
expanded to accommodate new ambiguous words
and additional parallel data. The other innovative
aspect of our solution is the use of a small set of
manual translation judgments to train the second-
level classifier. This classifier uses high-level fea-
tures derived from the output of the first-level clas-
sifiers to produce a binary WSTE prediction, and
can be re-used unchanged even when the first level
of classifiers is expanded.

Our goal departs from the large body of work
devoted to lightly-supervised word sense disam-
biguation (WSD) using monolingual and bilingual
corpora (Yarowsky, 1995; Schutze, 1998; Diab
and Resnik, 2002; Ng et al., 2003; Li and Li, 2002;
Purandare and Pedersen, 2004), which seeks to la-
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bel and group unlabeled sense instances. Instead,
our approach detectsmis-translationsof a known
set of ambiguous words.

The proposed method also deviates from ex-
isting work on global lexical selection models
(Mauser et al., 2009) and on integration of WSD
features within SMT systems with the goal of im-
proving offline translation performance (Chan et
al., 2007). Rather, wedetecttranslation errors due
to ambiguous source words with the goal of pro-
viding feedback to and soliciting clarification from
the system operator in real time. Our approach
is partly inspired by Carpuat and Wu’s (2007b;
2007a) unsupervised sense disambiguation mod-
els for offline SMT. More recently, Carpuat et al.
(2013) identify unseen target senses in new do-
mains, but their approach requires the full test cor-
pus upfront, which is unavailable in spontaneous
CSLT. Our approach can, in principle, identify
novel senses when unfamiliar source contexts are
encountered, but this is not our current focus.

2 Baseline SMT System

In this paper, we focus on WSTE detection in
the context of phrase-based English-to-Iraqi Ara-
bic SMT, an integral component of our interac-
tive, two-way CSLT system that mediates con-
versation between monolingual speakers of En-
glish and Iraqi Arabic. The parallel training cor-
pus of approximately 773K sentence pairs (7.3M
English words) was derived from the DARPA
TransTac English-Iraqi two-way spoken dialogue
collection and spans a variety of domains includ-
ing force protection, medical diagnosis and aid,
etc. Phrase pairs were extracted from bidirectional
IBM Model 4 word alignment after applying a
merging heuristic similar to that of Koehn et al.
(2003). A 4-gram target LM was trained on Iraqi
Arabic transcriptions. Our phrase-based decoder,
similar to Moses (Koehn et al., 2007), performs
beam search stack decoding based on a standard
log-linear model, whose parameters were tuned
with MERT (Och, 2003) on a held-out develop-
ment set (3,534 sentence pairs, 45K words). The
BLEU and METEOR scores of this system on a
separate test set (3,138 sentence pairs, 38K words)
were 16.1 and 42.5, respectively.

3 WSTE Detection

The core of the WSTE detector is a novel, two-
level classification pipeline. Our approach avoids

Figure 2: An English–Iraqi training pair.

the need for expensive, sense-labeled training data
based on the observation that knowing thesenseof
an ambiguous source word is distinct from know-
ing whether asense translation errorhas occurred.
Instead, the target (Iraqi Arabic) words typically
associated with a given sense of an ambiguous
source (English) word serve as implicit sense la-
bels, as the following describes.

3.1 A First Level of Unsupervised Classifiers

The main intuition behind our approach is that
strong disagreement between the expanded con-
text of an ambiguous source word and the corre-
sponding SMT hypothesis indicates an increased
likelihood that a WSTE has occurred. To identify
such disagreement, we train a bank of maximum-
entropy classifiers (Berger et al., 1996), one for
each ambiguous word. The classifiers are trained
on the same word-aligned parallel data used for
training the baseline SMT system, as follows.

For each instance of an ambiguous source word
in the training set, and for each target word it is
aligned to, we emit a training instance associating
that target word and the wider source context of
the ambiguous word. Figure 2 illustrates a typical
training instance for the ambiguous English word
board, which emits a tuple of contextual features
and the aligned Iraqi Arabic wordlwHp (“plac-
ard”) as a target label. We use the following con-
textual features similar to those of Carpuat and
Wu (2005), which are in turn based on the clas-
sic WSD features of Yarowsky (1995).

Neighboring Words/Lemmas/POSs. The to-
kens,t, to the left and right of the current ambigu-
ous token, as well as all trigrams of tokens that
span the current token. Separate features for word,
lemma and parts of speech tokens,t.

Lemma/POS Dependencies. The lemma-
lemma and POS-POS labeled and unlabeled
directed syntactic dependencies of the current
ambiguous token.
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Figure 3: An unsupervised first-level classifier.

Bag-of-words/lemmas. Distance decayed bag-
of-words-style features for each word and lemma
in a seven-word window around the current token.

Figure 3 schematically illustrates how this classi-
fier operates on a sample test sentence. The ex-
ample assumes that the ambiguous English word
board is only ever associated with the Iraqi Arabic
words lwHp (“placard”) andmjls (“council”) in
the training word alignment. We emphasize that
even though the first-level maximum entropy clas-
sifiers are intrinsically supervised, their training
data is derived via unsupervised word alignment.

3.2 A Second-Level Meta-Classifier

The first-level classifiers do not directly predict
the presence of a WSTE, but induce a distribu-
tion over possible target words that could be gen-
erated by the ambiguous source word in that con-
text. In order to make a binary decision, this distri-
bution must be contrasted with the corresponding
target phrase hypothesized by the SMT decoder.
One straightforward approach, which we use as
a baseline, is to threshold the posterior probabil-
ity of the word in the SMT target phrase which is
ranked highest in the classifier-predicted distribu-
tion. However, this approach is not ideal because
each classifier has a different target label set and is
trained on a different number of instances.

To address this issue, we introduce a second
meta-classifier, which is trained on a small number
of hand-annotated translation judgments of SMT
hypotheses of source sentences containing am-
biguous words. The bilingual annotator was sim-
ply asked to label the phrasal translation of source
phrases containing ambiguous words ascorrector
incorrect. We obtained translation judgments for
511 instances from the baseline SMT development
and test sets, encompassing 147 pre-defined am-
biguous words obtained heuristically from Word-
Net, public domain homograph lists, etc.

The second-level classifier is trained on a small

Figure 4: The two-level WSTE architecture.

set of meta-features drawn from the predictions of
the first-level classifiers and from simple statistics
of the training corpus. For an ambiguous word
wa in source sentenceS, with contextual features
f1(S), and aligned to target wordst ∈ T (the set
of words in the target phrase) in the SMT hypoth-
esis, we extract the following features:

1. The first-level classifier’s maximum
likelihood of any decoded target word:
max
t∈T

pwa(t|f1(S))

2. The entropy of the predicted distribution:∑
t

pwa(t|f1(S)) · ln(pwa(t|f1(S)))

3. The number of training instances forwa

4. The inverse of the number of distinct target
labels forwa.

5. The product of meta-features (1) and (4)

A high value for feature 1 indicates that the first-
level model and the SMT decoder agree. By con-
trast, a high value for feature 2 indicates uncer-
tainty in the classifier’s prediction, due either to a
novel source context, or inadequate training data.
Feature 3 indicates whether the second scenario of
meta-feature 2 might be at play, and feature 4 can
be thought of as a simple, uniform prior for each
classifier. Finally, feature 5 attenuates feature 1
by this simple, uniform prior. We feed these fea-
tures to a random forest (Breiman, 2001), which
is a committee of decision trees, trained using ran-
domly selected features and data points, using the
implementation in Weka (Hall et al., 2009). The
target labels for training the second-level classifier
are obtained from the binary translation judgments
on the small annotated corpus. Figure 4 illustrates
the interaction of the two levels of classification.
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3.3 Scalability and Portability

Scalabilitywas an important consideration in de-
signing the proposed WSTE approach. For in-
stance, we may wish to augment the inventory
with new ambiguous words if the vocabulary
grows due to addition of new parallel data or due
to a change in the domain. The primary advan-
tage of the two-level approach is that new ambigu-
ous words can be accommodated by augmenting
the unsupervised first-level classifier set with addi-
tional word-specific classifiers, which can be done
by simply extending the pre-defined list of am-
biguous words. Further, the current classification
stack requires only≈1.5GB of RAM and performs
per-word WSTE inference in only a few millisec-
onds on a commodity, quad-core laptop, which is
critical for real-time, interactive CSLT.

The minimal annotation requirements also al-
low a high level ofportability to new language
pairs. Moreover, as our results indicate (below), a
good quality WSTE detector can be bootstrapped
for a new language pairwithout any annotation ef-
fort by simply leveraging the first-level classifiers.

4 Experimental Results

The 511 WSTE-annotated instances used for train-
ing the second-level classifier doubled as an eval-
uation set using the leave-one-out cross-validation
method. Of these, 115 were labeled as errors by
the bilingual judge, while the remaining 396 were
translated correctly by the baseline SMT system.
The error prediction score from the second-level
classifier was thresholded to obtain the receiver
operating characteristic (ROC) curve shown in the
top (black) curve of Figure 5. We obtain a 43%
error detection rate with only 10% false alarms
and 71% detection with 20% false alarms, in spite
of the highly skewed label distribution. In abso-
lute terms, true positives outnumber false alarms
at both the 10% (49 to 39) and 20% (81 to 79) false
alarm rates. This is important for deployment, as
we do not want to disrupt the flow of conversation
with more false alarms than true positives.

For comparison, the bottom (red) ROC curve
shows the performance of a baseline WSTE pre-
dictor comprised of just meta-feature (1), obtain-
able directly from the first-level classifiers. This
performs slightly worse than the two-level model
at 10% false alarms (40% detection, 46 true pos-
itives, 39 false alarms), and considerably worse
at 20% false alarms (57% detection, 66 true pos-

Figure 5: WST error detection ROC curve.

itives, 78 false alarms). Nevertheless, this result
indicates the possibility of bootstrapping a good
quality baseline WSTE detector in a new language
or domain without any annotation effort.

5 Conclusion

We proposed a novel, lightly-supervised, two-
level classification architecture that identifies pos-
sible mis-translations of pre-defined ambiguous
source words. The WSTE detector pre-empts
communication failure in an interactive CSLT sys-
tem by serving as a trigger for initiating feed-
back and clarification. The first level of our de-
tector comprises of a bank of word-specific classi-
fiers trained on automatic word alignment over the
SMT parallel training corpus. Their predicted dis-
tributions over target words feed into the second-
level meta-classifier, which is trained on a small
set of manual translation judgments. On a 511-
instance test set, the two-level approach exhibits
WSTE detection rates of 43% and 71% at 10%
and 20% false alarm rates, respectively, in spite of
a nearly 1:4 skew against actual WSTE instances.

Because adding new ambiguous words to the in-
ventory only requires augmenting the set of first-
level unsupervised classifiers, our WSTE detec-
tion approach isscalable to new domains and
training data. It is also easilyportableto new lan-
guage pairs due to the minimal annotation effort
required for training the second-level classifier. Fi-
nally, we show that it is possible to bootstrap a
good quality WSTE detector in a new language
pair without any annotation effortusing only un-
supervised classifiers and a parallel corpus.
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Abstract

This paper discusses the problem of map
translation, of servicing spatial entities in
multiple languages. Existing work on
entity translation harvests translation ev-
idence from text resources, not consider-
ing spatial locality in translation. In con-
trast, we mine geo-tagged sources for mul-
tilingual tags to improve recall, and con-
sider spatial properties of tags for transla-
tion to improve precision. Our approach
empirically improves accuracy from 0.562
to 0.746 using Taiwanese spatial entities.

1 Introduction

A map is becoming an essential online service for
mobile devices, providing a current location and
generating directions to spatial entities (SEs). Al-
though major map services aim to support a map
in more than 100 local languages, their current
support is often biased either to English or local
maps. For example, Figure 1 contrasts richly pop-
ulated Taiwanese entities (in the local language)
whereas only some of those entities are translated
in English version. Our goal is to translate richly
populated SEs into another language, in the finer
granularity such as restaurants.

A baseline approach would be adopting
existing work on entity transliteration work,
which uses phonetic similarity, such as trans-
lating ‘Barack Obama’ into ‘贝拉克·奥巴马’
[Beilake·Aobama]. Another approach is using
automatically-harvested or manually-built transla-
tion resources, such as multilingual Gazetteer (or,
SE dictionary1). However, these resources are
often limited to well-known or large SEs, which
leads to translation with near-perfect precision but
low recall.

1For example, http://tgnis.ascc.net provides SE transla-
tion pairs.

Moreover, blindly applying existing entity
translation methods to SE translation leads to ex-
tremely low accuracy. For example, an SE ‘十
分車站’ should be translated into ‘Shifen sta-
tion’, where ‘十分’ is transliterated to [Shifen],
whereas ‘車站’ is semantically translated based
on its meaning ‘station’. However, due to this
complex nature often observed in SE translation,
an off-the-shelf translation service (e.g., Google
Translate) returns ‘very station’2 as an output. In
addition, SE names are frequently abbreviated so
that we cannot infer the meanings to semantically
translate them. For instance, ‘United Nations’ is
often abbreviated into ‘UN’ and its translation is
also often abbreviated. As a result, the abbrevia-
tion in the two languages, (UN, 联合国), shares
neither phonetic nor semantic similarity.

To overcome these limitations, we propose to
extract and leverage properties of SEs from a so-
cial media, namely Flickr. Especially, we ex-
ploit co-occurrence of names in two different lan-
guages. For example, ‘台北’ co-occurs with its
English translation ‘Taipei’ as tags on the same
photo. This is strong evidence that they are trans-
lations of each other. In addition to co-occurrence,
we leverage spatial properties of SEs. For ex-
ample, among tags that frequently co-occur with
‘台北’, such as ‘Taipei’ and ‘Canon’, ‘Taipei’ is

2As of Dec 26, 2013.

Figure 1: A map of Taipei in English. Google
Maps, as of Oct 14, 2013
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Symbols Description

C A set of all Chinese spatial entities

c A Chinese spatial entity, c ∈ C
e An English entity

p A photo

D Photos

Dc Photos with c

De Photos with e

Ec a set of English tags from Dc

Gc a set of GPS coordinates from Dc

Ge a set of GPS coordinates from De

Table 1: Overview of symbols

more likely to be its correct translation because
the spatial distributions of the two tags are simi-
larly skewed in the same area. Our approach sig-
nificantly improves the F1-score (0.562 to 0.746),
compared to an off-the-shelf translators.

2 Overall Framework

We provide the framework of our proposed
method using predefined symbols (Table 1). We
consider a scenario of translating each SE c in a
set of all SEs C in a Chinese map into English so
that we obtain an English map3.

STEP 1. Finding a set Dc: We crawl a photo
set D with tags from Flickr. We consider each of
the tags as an entity. Given an SE c ∈ C, we find a
set Dc ⊆ D. For each photo in Dc, we obtain a set
of tags in multiple languages and GPS coordinates
of the photo as translation evidence (Table 2).

STEP 2. Collecting candidate English tags:
To obtain translation candidates of c, we build a
set Ec of English tags that co-occur with c, and a
set De ⊆ D of photos for each e ∈ Ec.

STEP 3. Calculating matching score w(c, e):
For an English candidate e ∈ Ec, we calculate the
matching score between c and e, and translate c
into e with the highest w(c, e) score. We describe
the details of computing w(c, e) in Section 3.

3We use an example of translating from Chinese to En-
glish for illustration, but we stress that our work straightfor-
wardly extends if multilingual tags of these two languages are
sufficient.

Photos Chinese tag English tag
p1 女女女王王王頭頭頭 Taipei, The Queen’s

Head, food

p2 愛河 love river, food, park,

dog

p3 野柳,女女女王王王頭頭頭 Yehliu, Taipei, food

p4 台北, 東北角,

女女女王王王頭頭頭

The Queen’s Head,

Taipei, restaurant

p5 淡水河 Taipei, Tamsui river,

dog, food

Table 2: Structure of crawled photos D = {p1, p2,
p3, p4, p5}

e The Queen’s Head Taipei

De {p1, p4} {p1, p3, p4, p5}
CF (c, e) (FB) 2 3
TS(c, e) 0 -0.3
w(c, e) (SB) 0 -0.9

Table 3: SB vs. FB: Translating c = 女王頭 into
e ∈ E女王頭 where D女王頭 = {p1, p3, p4}

3 Matching Score

3.1 Naive Approach: Frequency-based
Translation (FB)

A naive solution for map translation is to use co-
occurrence of multilingual tags. For example, if a
Chinese tag ‘女王頭’ frequently co-occurs with an
English tag ‘The Queen’s Head’, we can translate
‘女王頭’ into ‘The Queen’s Head’. Specifically,
for a given Chinese SE c and a candidate English
tag e, we define co-occurring frequency CF (c, e).

Definition. Co-occurring Frequency CF (c, e).
Co-occurring frequency CF (c, e) is the number of
photos in which c and e are co-tagged,

CF (c, e) = |Dc ∩De|, (1)

where Dc and De are photos with a Chinese SE c
and an English tag e, respectively.

We compute CF (c, e) for all candidates in e ∈
Ec and rank them. Then, FB translates c into e
with the highest CF (c, e) score. However, FB
cannot address the following two challenges that
occur due to tag sparseness.

• C1 : Large regions such as ‘Taiwan’, ‘Taipei’
(Section 3.2)

• C2 : Non-SEs such as ‘dog’, ‘food’ (Section
3.3)
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3.2 Overcoming C1: Scarcity-biased
Translation (SB)

Users tend to tag photos with both a specific SE
and large administrative regions such as ‘Taiwan’
and ‘Taipei’, which makes FB score of large re-
gions higher than the proper one. For exam-
ple, ‘Taipei’ is tagged in most photos in D (Ta-
ble 2); therefore, CF (女王頭, Taipei) larger than
CF (女王頭, The Queen’s Head) (Table 3).

To reduce the effect of large regions, we intro-
duce a new feature to give high scores for specific
SEs (e.g., ‘The Queen’s Head’). We observe that
a large region’s tag is associated with many pho-
tos in D − Dc, whereas a scarce but useful tag
is particularly tagged in Dc. We consider |De|

|D−Dc|
to measure how many photos have e without c.
Therefore, |De|

|D−Dc| increases as e frequently ap-
pears where c does not. In contrast, if e appears
mostly with c, the ratio decreases. Taking inverse
of the ratio to give higher score when e appears
mostly with c, we define tag scarcity TS(c, e) and
apply it to the candidate ranking function.

Definition. Tag scarcity TS(c, e). Given an SE
c and a candidate English tag e ∈ Ec, the tag
scarcity is defined as

TS(c, e) = log |D −Dc|/|De|. (2)

Definition. Scarcity-biased Matching Score
w(c, e). Given an SE c and a candidate English
tag e ∈ Ec, the matching score between c and e is

w(c, e) = CF (c, e)× TS(c, e). (3)

To illustrate the effect of SB with our run-
ning example (Table 2), we compare ‘The Queen’s
Head’ to ‘Taipei’ for translating ‘女王頭’ (Ta-
ble 3). FB gives a higher score to ‘Taipei’ than
to the correct translation ‘The Queen’s Head’. In
contrast, by reflecting TS, SB correctly concludes
that ‘The Queen’s Head’ is the best match.

Apart from SB, we can also leverage an ad-
ditional resource such as an administrative hier-
archy, if exists, to blacklist some large regions’
names from Ec. By first translating larger re-
gions and excluding them, the precision for trans-
lating small SEs can increase. For instance, we
translate a country ‘台灣 (Taiwan)’ earlier than a
city ‘台北 (Taipei)’. Then, when translating ‘台
北’, even though CF (台北, Taiwan) is higher than
CF (台北, Taipei), we ignore ‘Taiwan’ in E台北 be-
cause it is already matched with ‘台灣’.

3.3 Overcoming C2: Pruning Non-SEs (PN)
We prune non-SEs such as ‘food’ based on spatial
locality of a tag. We observe that the GPS coor-
dinates Ge of photos with an SE tag e tend to be
more concentrated in a specific region than those
of photos with a non-SE. For instance, comparing
a non-SE ‘food’ and an SE ‘The Queen’s Head’,
the GPS coordinates in Gfood are more widespread
all over Taiwan than those in GThe Queen’s Head.

We leverage the coordinates of a distant SE
pair. For example, two spatially far SEs ‘台北
(Taipei)’ and ‘台東 (Taitung)’ compose a distant
SE pair. Because both SEs are unlikely to be
tagged in a single photo, an English tag that co-
occurs with both of them would be a non-SE.

Formally, we define two Chinese SEs c1 and c2

as a distant SE pair if Gc1 ∩ Gc2 = ∅, and M as a
set of all distant SE pairs among C×C. We judge
that an English tag e is a non-SE if Ge intersects
with both Gc1 and Gc2 for a distant pair c1 and
c2. Formally, an English tag e is non-SE if the
following equation PN(e) is nonzero.

PN(e) =
∑

(c1,c2)∈M

|Gc1 ∩Ge| × |Gc2 ∩Ge|. (4)

4 Evaluation

4.1 Experimental Setting
Photo Data and Ground Truth: We crawled
227,669 photos taken in Taipei from Flickr, which
also provided GPS coordinates of photos. We took
a set D of 148,141 photos containing both Chinese
and English tags and manually labelled 200 gold
standard Chinese-English SE pairs whose names
appeared together in at least one photo in D.

Administrative Hierarchy: An administrative
hierarchy was obtained from Taiwan Geographi-
cal Names Information System 4.

Baselines: We chose baselines available for
many languages except for the gazetteer and ex-
cluded methods that used specific textual corpora.

• Phonetic Similarity (PH) (Kim et al., 2013)

• Off-the-shelf Translator: Google Translate5,
Bing Translator6

• Taiwanese-English Gazetteer (official SE
translation4)

4http://tgnis.ascc.net/. Its latest modification
has done on August 23, 2013.

5http://translate.google.co.kr/
6http://www.bing.com/translator
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Chinese SE SB+PN PH Google Translate Bing Translator Gazetteer
[Transliteration]

兔子餐廳 To House Astrid Rabbit Restaurant Hare House ø

[Tuzi Canting]

典華旗艦館 Denwell Restaurant Taipei Restaurants Dianhua Flagship Classic China ø

[Dianhua Gijianguan] Museum Flagship Center

Table 4: Example translation from our method and the baselines (Correct translations are boldfaced.)

Method P R F1
Transliteration .463 .463 .463

Google Translate .562 .562 .562

Bing Translator .425 .425 .425

Taiwanese-English Gazetteer .960 .485 .645

Table 5: P, R, and F1 of baselines

Measures: We measured precision (P), recall
(R), F1-Score (F1), and mean reciprocal rank
(MRR) where MRR = 1

|P |
∑

(c,e0)∈P
1

rank(c,e0) ,
for which P is a set of gold standard pairs (c, e0)
of a Chinese SE c and its correct translation e0, and
rank(c, e0) indicates the rank of w(c, e0) among
all w(c, e) s.t. e ∈ Ec.

4.2 Experimental Results

Comparison to Baselines: The proposed ap-
proach (SB + PN) with or without the administra-
tive hierarchy provided higher R and F1 than did
the baseline methods (Table 5, 6).

The baseline methods showed generally low P,
R, and F1. Especially, the gazetteer produced
high precision, but poor recall because it could not
translate lesser-known SEs such as ‘兔子餐廳 (To
House)’ and ‘典華旗艦館 (Denwell Restaurant)’
(Table 4).

Effect of SB and PN: We experimented on the
effect of the combinations of the features (Ta-
ble 6). Using all the features FB+SB+PN with
hierarchy, which translated the upper level of the
hierarchy with FB and the lower level with SB,
showed the best effectiveness. Simple FB gave
both low precision and very low recall regardless
of whether we used the hierarchy. Replacing FB
with SB yielded both higher F1 and higher MRR.

PN increased F1, especially greatly when it was
used with SB or the hierarchy because PN filtered
out different types of noises, non-SEs. Apply-
ing PN, we classified 361 non-SEs and 6 SEs as
noises in total. Despite some misclassifications, it

Method P R F1 MRR
FB .215 .215 .215 .439

FB + PN .220 .220 .220 .454

SB .640 .640 .640 .730

SB + PN .680 . 670 .675 .752

(a) Without administrative hierarchy

Method P R F1 MRR
FB .515 .515 .515 .641

FB + PN .624 .615 .620 .730

SB .655 .655 .655 .733

SB + PN .706 .695 .700 .763

FB + SB + PN .751 .740 .746 .806

(b) With given hierarchy

Table 6: Effect of FB, SB, PN, and the hierarchy

improved the overall accuracy by ignoring highly
ranked non-SEs such as ‘dog’ and ‘food’.

5 Conclusion

We propose a scalable map translator that uses
a geo-tagged corpus from social media to mine
translation evidence to translate between English
and maps in local languages. Our approach lever-
ages both co-occurrence of the SE tags in Chinese
and English and their scarcity and spatial property.
Our approach can translate small or emerging spa-
tial entities such as restaurants, which major map
services cannot support currently. We empirically
validated that our approach provided higher P, R,
F1, and MRR than the existing methods including
popular off-the-shelf translation services.
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Abstract
We train and evaluate two models for Ro-
manian stress prediction: a baseline model
which employs the consonant-vowel struc-
ture of the words and a cascaded model
with averaged perceptron training con-
sisting of two sequential models – one for
predicting syllable boundaries and another
one for predicting stress placement. We
show in this paper that Romanian stress is
predictable, though not deterministic, by
using data-driven machine learning tech-
niques.

1 Introduction

Romanian is a highly inflected language with a
rich morphology. As dictionaries usually fail to
cover the pronunciation aspects for all word forms
in languages with such a rich and irregular mor-
phology (Sef et al., 2002), we believe that a
data-driven approach is very suitable for syllabi-
cation and stress prediction for Romanian words.
Moreover, such a system proves extremely useful
for inferring syllabication and stress placement for
out-of-vocabulary words, for instance neologisms
or words which recently entered the language.

Even if they are closely related, Romanian
stress and syllabication were unevenly studied in
the computational linguistic literature, i.e., the
Romanian syllable received much more attention
than the Romanian stress (Dinu and Dinu, 2005;
Dinu, 2003; Dinu et al., 2013; Toma et al., 2009).
One possible explanation for the fact that Roma-
nian syllabication was more intensively studied
than Romanian stress is the immediate application
of syllabication to text editors which need reliable
hyphenation. Another explanation could be that
most linguists (most recently Dindelegan (2013))
insisted that Romanian stress is not predictable,
thus discouraging attempts to investigate any sys-
tematic patterns.

Romanian is indeed a challenging case study,
because of the obvious complexities of the data
with respect to stress assignment. At first sight, no
obvious patterns emerge for learning stress place-
ment (Dindelegan, 2013), other than as part of in-
dividual lexical items. The first author who chal-
lenges this view is Chitoran (2002), who argues in
favor of the predictability of the Romanian stress
system. She states that stress placement strongly
depends on the morphology of the language, more
precisely on the distribution of the lexical items
based on their part of speech (Chitoran, 1996).
Thus, considering this type of information, lexical
items can be clustered in a limited number of re-
gular subpatterns and the unpredictability of stress
placement is significantly reduced. A rule-based
method for lexical stress prediction on Romanian
was introduced by Oancea and Badulescu (2002).

Dou et al. (2009) address lexical stress predic-
tion as a sequence tagging problem, which proves
to be an accurate approach for this task. The
effectiveness of using conditional random fields
for orthographic syllabication is investigated by
Trogkanis and Elkan (2010), who employ them
for determining syllable boundaries and show that
they outperform previous methods. Bartlett et
al. (2008) use a discriminative tagger for auto-
matic orthographic syllabication and present seve-
ral approaches for assigning labels, including the
language-independent Numbered NB tag scheme,
which labels each letter with a value equal to the
distance between the letter and the last syllable
boundary. According to Damper et al. (1999), syl-
lable structure and stress pattern are very useful in
text-to-speech synthesis, as they provide valuable
knowledge regarding the pronunciation modeling.
Besides converting the letters to the corresponding
phonemes, information about syllable boundaries
and stress placement is also needed for the correct
synthesizing of a word in grapheme-to-phoneme
conversion (Demberg et al., 2007).
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In this paper, we rely on the assumption that the
stress system of Romanian is predictable. We pro-
pose a system for automatic prediction of stress
placement and we investigate its performance by
accounting for several fine-grained characteristics
of Romanian words: part of speech, number of
syllables and consecutive vowels. We investigate
the consonant-vowel structure of the words (C/V
structure) and we detect a high number of stress
patterns. This calls for the need of machine learn-
ing techniques, in order to automatically learn
such a wide range of variational patterns.

2 Approach

We address the task of stress prediction for Roma-
nian words (out-of-context) as a sequence tagging
problem. In this paper, we account only for the pri-
mary stress, but this approach allows further deve-
lopment in order to account for secondary stress
as well. We propose a cascaded model consist-
ing of two sequential models trained separately,
the output of the first being used as input for the
second. We use averaged perceptron for parame-
ter estimation and three types of features which are
described in detail further in this section: n-grams
of characters, n-grams marking the C/V structure
of the word and binary positional indicators of the
current character with respect to the syllable struc-
ture of the word. We use one sequential model
to predict syllable boundaries and another one to
predict stress placement. Previous work on or-
thographic syllabication for Romanian (Dinu et
al., 2013) shows that, although a rule-based algo-
rithm models complex interactions between fea-
tures, its practicality is limited. The authors re-
port experiments on a Romanian dataset, where
the rule-based algorithm is outperformed by an
SVM classifier and a CRF system with character
n-gram features.

We use a simple tagging structure for mar-
king primary stress. The stressed vowel re-
ceives the positive tag 1, while all previous cha-
racters are tagged 0 and all subsequent ones
2. This structure helps enforce the uniqueness
of the positive tag. The main features used
are character n-grams up to n = W in a win-
dow of radius W around the current position.
For example, if W = 2, the feature template
consists of c[-2], c[-1], c[0], c[1], c[2],

c[-2:-1], c[-1:0], c[0:1], c[1:2]. If the
current letter is the fourth of the word dinosaur,

o, the feature values would be i, n, o, s, a, in, no,
os, sa. We use two additional types of features:
• features regarding the C/V structure of the

word: n-grams using, instead of characters,
markers for consonants (C) and vowels (V);

• binary indicators of the following positional
statements about the current character, re-
lated to the statistics reported in Table 1:

– exactly before/after a split;
– in the first/second/third/fourth syllable

of the word, counting from left to right;
– in the first/second/third/fourth syllable

of the word, counting from right to left
The syllabication prediction is performed with

another sequential model of length n− 1, where
each node corresponds to a position between two
characters. Based on experimenting and previ-
ous work, we adopted the Numbered NB labeling.
Each position is labeled with an integer denoting
the distance from the previous boundary. For ex-
ample, for the word diamond, the syllable (above)
and stress annotations (below) are as follows:

d i a m o n d
1 0 0 1 2 3

0 1 2 2 2 2 2

The features used for syllabication are based on
the same principle, but because the positions are
in-between characters, the window of radius W
has length 2W instead of 2W + 1. For this model
we used only character n-grams as features.

3 Data

We run our experiments for Romanian using the
RoSyllabiDict (Barbu, 2008) dictionary, which is
a dataset of annotated words comprising 525,528
inflected forms for approximately 65,000 lemmas.
This is, to our best knowledge, the largest experi-
ment conducted and reported for Romanian so far.
For each entry, the syllabication and the stressed
vowel (and, in case of ambiguities, also grammat-
ical information or type of syllabication) are pro-
vided. For example, the word copii (children) has
the following representation:
<form w="copii" obs="s."> co-píi</form>

We investigate stress placement with regard to
the syllable structure and we provide in Table 1
the percentages of words having the stress placed
on different positions, counting syllables from the
beginning and from the end of the words as well.

For our experiments, we discard words which
do not have the stressed vowel marked, compound
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Syllable %words
1st 5.59
2nd 18.91
3rd 39.23
4th 23.68
5th 8.52

(a) counting syllables from
the beginning of the word

Syllable %words
1st 28.16
2nd 43.93
3rd 24.14
4th 3.08
5th 0.24

(b) counting syllables from
the end of the word

Table 1: Stress placement for RoSyllabiDict

words having more than one stressed vowel and
ambiguous words (either regarding their part of
speech or type of syllabication).

We investigate the C/V structure of the words in
RoSyllabiDict using raw data, i.e., a, ă, â, e, i, î, o,
u are always considered vowels and the rest of the
letters in the Romanian alphabet are considered
consonants. Thus, we identify a very large number
of C/V structures, most of which are not determin-
istic with regard to stress assignment, having more
then one choice for placing the stress1.

4 Experiments and Results

In this section we present the main results drawn
from our research on Romanian stress assignment.

4.1 Experiments

We train and evaluate a cascaded model consist-
ing of two sequential models trained separately,
the output of the first being used as input to the
second. We split the dataset in two subsets: train
set (on which we perform cross-validation to se-
lect optimal parameters for our model) and test
set (with unseen words, on which we evaluate the
performance of our system). We use the same
train/test sets for the two sequential models, but
they are trained independently. The output of the
first model (used for predicting syllabication) is
used for determining feature values for the second
one (used for predicting stress placement) for the
test set. The second model is trained using gold
syllabication (provided in the dataset) and we re-
port results on the test set in both versions: us-
ing gold syllabication to determine feature values

1For example, for CCV-CVC structure (1,390 occurrences
in our dataset) there are 2 associated stress patterns: CCV-
CVC (1,017 occurrences) and CCV-CVC (373 occurrences).
Words with 6 syllables cover the highest number of distinct
C/V structures (5,749). There are 31 C/V structures (rang-
ing from 4 to 7 syllables) reaching the maximum number of
distinct associated stress patterns (6).

and using predicted syllabication to determine fea-
ture values. The results with gold syllabication
are reported only for providing an upper bound for
learning and for comparison.

We use averaged perceptron training (Collins,
2002) from CRFsuite (Okazaki, 2007). For the
stress prediction model we optimize hyperparam-
eters using grid search to maximize the 3-fold
cross-validation F1 score of class 1, which marks
the stressed vowels. We searched over {2,3,4}
for W and over {1,5,10,25,50} for the maximum
number of iterations. The values which optimize
the system are 4 for W and 50 for the maximum
number of iterations. We investigate, during grid
search, whether employing C/V markers and bi-
nary positional indicators improve our system’s
performance. It turns out that in most cases they
do. For the syllabication model, the optimal hy-
perparameters are 4 for the window radius and 50
for the maximum number of iterations. We evalu-
ate the cross-validation F1 score of class 0, which
marks the position of a hyphen. The system ob-
tains 0.995 instance accuracy for predicting sylla-
ble boundaries.

We use a "majority class" type of baseline
which employs the C/V structures described in
Section 3 and assigns, for a word in the test set,
the stress pattern which is most common in the
training set for the C/V structure of the word, or
places the stress randomly on a vowel if the C/V
structure is not found in the training set2. The per-
formance of both models on RoSyllabiDict dataset
is reported in Table 2. We report word-level ac-
curacy, that is, we account for words for which
the stress pattern was correctly assigned. As ex-
pected, the cascaded model performs significantly
better than the baseline.

Model Accuracy
Baseline 0.637
Cascaded model (gold) 0.975
Cascaded model (predicted) 0.973

Table 2: Accuracy for stress prediction

Further, we perform an in-depth analysis of the
sequential model’s performance by accounting for

2For example, the word copii (meaning children) has the
following C/V structure: CV-CVV. In our training set, there
are 659 words with this structure and the three stress patterns
which occur in the training set are as follows: CV-CVV (309
occurrences), CV-CVV (283 occurrences) and CV-CVV (67
occurrences). Therefore, the most common stress pattern CV-
CVV is correctly assigned, in this case, for the word copii.
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several fine-grained characteristics of the words
in RoSyllabiDict. We divide words in categories
based on the following criteria:

• part of speech: verbs, nouns, adjectives

• number of syllables: 2-8, 9+

• number of consecutive vowels: with at least
2 consecutive vowels, without consecutive
vowels

Category Subcategory ] words
Accuracy
G P

POS
Verbs 167,193 0.995 0.991
Nouns 266,987 0.979 0.979
Adjectives 97,169 0.992 0.992

Syllables

2 syllables 34,810 0.921 0.920
3 syllables 111,330 0.944 0.941
4 syllables 154,341 0.966 0.964
5 syllables 120,288 0.981 0.969
6 syllables 54,918 0.985 0.985
7 syllables 17,852 0.981 0.989
8 syllables 5,278 0.992 0.984
9+ syllables 1,468 0.979 0.980

Vowels
With VV 134,895 0.972 0.972
Without VV 365,412 0.976 0.974

Table 3: Accuracy for cascaded model with
gold (G) and predicted (P) syllabication

We train and test the cascaded model indepen-
dently for each subcategory in the same manner as
we did for the entire dataset. We decided to use
cross-validation for parameter selection instead of
splitting the data in train/dev/test subsets in or-
der to have consistency across all models, because
some of these word categories do not comprise
enough words for splitting in three subsets (words
with more than 8 syllables, for example, have only
1,468 instances). The evaluation of the system’s
performance and the number of words in each cat-
egory are presented in Table 3.

4.2 Results Analysis
The overall accuracy is 0.975 for the cascaded
model with gold syllabication and 0.973 for the
cascaded model with predicted syllabication. The
former system outperforms the latter by only very
little. With regard to the part of speech, the high-
est accuracy when gold syllabication is used was
obtained for verbs (0.995), followed by adjectives
(0.992) and by nouns (0.979). When dividing the
dataset with respect to the words’ part of speech,
the cascaded model with predicted syllabication

is outperformed only for verbs. With only a few
exceptions, the accuracy steadily increases with
the number of syllables. The peak is reached for
words with 6 syllables when using the gold syllab-
ication and for words with 7 syllables when using
the predicted syllabication. Although, intuitively,
the accuracy should be inversely proportional to
the number of syllables, because the number of
potential positions for stress placement increases,
there are numerous stress patterns for words with
6, 7 or more syllables, which never occur in the
dataset3. It is interesting to notice that stress pre-
diction accuracy is almost equal for words con-
taining two or more consecutive vowels and for
words without consecutive vowels. As expected,
when words are divided in categories based on
their characteristics the system is able to predict
stress placement with higher accuracy.

5 Conclusion and Future Work

In this paper we showed that Romanian stress
is predictable, though not deterministic, by using
data-driven machine learning techniques. Syllable
structure is important and helps the task of stress
prediction. The cascaded sequential model using
gold syllabication outperforms systems with pre-
dicted syllabication by only very little.

In our future work we intend to experiment with
other features as well, such as syllable n-grams
instead of character n-grams, for the sequential
model. We plan to conduct a thorough error analy-
sis and to investigate the words for which the sys-
tems did not correctly predict the position of the
stressed vowels. We intend to further investigate
the C/V structures identified in this paper and to
analyze the possibility to reduce the number of
patterns by considering details of word structure
(for example, instead of using raw data, to aug-
ment the model with annotations about which let-
ters are actually vowels) and to adapt the learning
model to finer-grained linguistic analysis.
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Abstract
Recognising entities in social media text is
difficult. NER on newswire text is conven-
tionally cast as a sequence labeling prob-
lem. This makes implicit assumptions re-
garding its textual structure. Social me-
dia text is rich in disfluency and often
has poor or noisy structure, and intuitively
does not always satisfy these assumptions.
We explore noise-tolerant methods for se-
quence labeling and apply discriminative
post-editing to exceed state-of-the-art per-
formance for person recognition in tweets,
reaching an F1 of 84%.

1 Introduction

The language of social media text is unusual
and irregular (Baldwin et al., 2013), with mis-
spellings, non-standard capitalisation and jargon,
disfluency and fragmentation. Twitter is one of the
sources of social media text most challenging for
NLP (Eisenstein, 2013; Derczynski et al., 2013).

In particular, traditional approaches to Named
Entity Recognition (NER) perform poorly on
tweets, especially on person mentions – for exam-
ple, the default model of a leading system reaches
an F1 of less than 0.5 on person entities in a ma-
jor tweet corpus. This indicates a need for ap-
proaches that can cope with the linguistic phe-
nomena apparently common among social media
authors, and operate outside of newswire with its
comparatively low linguistic diversity.

So, how can we adapt? This paper contributes
two techniques. Firstly, it demonstrates that en-
tity recognition using noise-resistant sequence la-
beling outperforms state-of-the-art Twitter NER,
although we find that recall is consistently lower
than precision. Secondly, to remedy this, we intro-
duce a method for automatically post-editing the
resulting entity annotations by using a discrimina-
tive classifier. This improves recall and precision.

2 Background

Named entity recognition is a well-studied prob-
lem, especially on newswire and other long-
document genres (Nadeau and Sekine, 2007; Rati-
nov and Roth, 2009). However, experiments show
that state-of-the-art NER systems from these gen-
res do not transfer well to social media text.

For example, one of the best performing
general-purpose named entity recognisers (hereon
referred to as Stanford NER) is based on linear-
chain conditional random fields (CRF) (Finkel et
al., 2005). The model is trained on newswire
data and has a number of optimisations, includ-
ing distributional similarity measures and sam-
pling for remote dependencies. While excellent
on newswire (overall F1 90%), it performs poorly
on tweets (overall F1 44%) (Ritter et al., 2011).

Rule-based named entity recognition has per-
formed a little better on tweets. Another general-
purpose NER system, ANNIE (Cunningham et al.,
2002), reached F1 of 60% over the same data (Der-
czynski et al., 2013); still a large difference.

These difficulties spurred Twitter-specific NER
research, much of which has fallen into two broad
classes: semi-supervised CRF, and LDA-based.

Semi-supervised CRF: Liu et al. (2011) com-
pare the performance of a person name dictio-
nary (F1 of 33%) to a CRF-based semi-supervised
approach (F1 of 76% on person names), using a
dataset of 12 245 tweets. This, however, is based
on a proprietary corpus, and cannot be compared
to, since the system is also not available.

Another similar approach is TwiNER (Li et al.,
2012), which is focused on a single topic stream
as opposed to general-purpose NER. This leads
to high performance for a topic-sensitive classi-
fier trained to a particular stream. In contrast we
present a general-purpose approach. Further, we
extract a specific entity class, where TwiNER per-
forms entity chunking and no classification.
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LDA and vocabularies: Ritter et al. (2011)’s
T-NER system uses 2,400 labelled tweets, unla-
belled data and Linked Data vocabularies (Free-
base), as well as co-training. These techniques
helped but did not bring person recognition accu-
racy above the supervised MaxEnt baseline in their
experiments. We use this system as our baseline.

3 Experimental Setup

3.1 Corpus
The experiments combine person annotations
from three openly-available datasets: Ritter et
al. (2011), UMBC (Finin et al., 2010) and
MSM2013 (Basave et al., 2013). In line with pre-
vious research (Ritter et al., 2011), annotations on
@mentions are filtered out. The placeholder to-
kens in MSM data (i.e. MENTION , HASHTAG ,
URL ) are replaced with @Mention, #hashtag,

and http://url/, respectively, to give case and char-
acter n-grams more similar to the original values.

The total corpus has 4 285 tweets, around a third
the size of that in Liu et al. (2011). This dataset
contains 86 352 tokens with 1 741 entity mentions.

Person entity recognition was chosen as it is a
challenging entity type. Names of persons popular
on Twitter change more frequently than e.g. loca-
tions. Person names also tend to have a long tail,
not being confined to just public figures. Lastly,
although all three corpora cover different entity
types, they all have Person annotations.

3.2 Labeling Scheme
Following Li et al. (2009) we used two-class IO la-
beling, where each token is either in-entity or out-
of-entity. In their NER work, this performed better
than the alternative BIO format, since data sparsity
is reduced. The IO scheme has the disadvantage
of being unable to distinguish cases where multi-
ple different entities of the same type follow each
other without intervening tokens. This situation is
uncommon and does not arise in our dataset.

3.3 Features
The Stanford NER tool was used for feature gen-
eration. When required, nominal values were con-
verted to sparse one-hot vectors. Features for
modelling context are included (e.g. ngrams, ad-
joining labels). Our feature sets were:

base: default Stanford NER features, plus the
previous and next token and its word shape.1

1Default plus useClassFeature=true, noMidNGrams=true,

Figure 1: Training curve for lem. Diagonal cross
(blue) is CRF/PA, vertical cross (red) SVM/UM.

lem: with added lemmas, lower-case versions
of tokens, word shape, and neighbouring lemmas
(in attempt to reduce feature sparsity & cope better
with lexical and orthographic noise). Word shape
describes the capitalisation and the type of char-
acters (e.g. letters, numbers, symbols) of a word,
without specifying actual character choices. For
example, Capital may become Ww.

These representations are chosen to compare
those that work well for newswire to those with
scope for tolerance of noise, prevalent in Twitter.

3.4 Classifiers

For structured sequence labeling, we experiment
with conditional random fields – CRF (Lafferty
et al., 2001) – using the CRFsuite implementa-
tion (Okazaki, 2007) and LBFGS. We also use
an implementation of the passive-aggressive CRF
from CRFsuite, choosing max iterations = 500.

Passive-aggressive learning (Crammer et al.,
2006) demonstrates tolerance to noise in training
data, and can be readily adapted to provide struc-
tured output, e.g. when used in combination with
CRF. Briefly, it skips updates (is passive) when
the hinge loss of a new weight vector during up-
date is zero, but when it is positive, it aggres-
sively adjusts the weight vector regardless of the
required step size. This is integrated into CRF us-
ing a damped loss function and passive-aggressive
(PA) decisions to choose when to update. We ex-
plore the PA-I variant, where the objective func-
tion scales linearly with the slack variable.

maxNGramLeng=6, usePrev=true, useNext=true, usePre-
vSequences=true, maxLeft=1, useTypeSeqs=true, useType-
Seqs2=true, useTypeSeqs3=true, useTypeySequences=true,
wordShape=chris2useLC, useDisjunctive=true, lowercaseN-
Grams=true, useShapeConjunctions=true
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Approach Precision Recall F1
Stanford 85.88 50.00 63.20
Ritter 77.23 80.18 78.68
MaxEnt 86.92 59.09 70.35
SVM 77.55 59.16 67.11
SVM/UM 73.26 69.63 71.41
CRF 82.94 62.39 71.21
CRF/PA 80.37 65.57 72.22

Table 1: With base features (base)

Approach Precision Recall F1
Stanford 90.60 60.00 72.19
Ritter 77.23 80.18 78.68
MaxEnt 91.10 66.33 76.76
SVM 88.22 66.58 75.89
SVM/UM 81.16 74.97 77.94
CRF 89.52 70.52 78.89
CRF/PA 86.85 74.71 80.32

Table 2: With shape and lemma features (lem)

For independent discriminative classification,
we use SVM, SVM/UM and a maximum entropy
classifier (MegaM (Daumé III, 2004)). SVM is
provided by the SVMlight (Joachims, 1999) im-
plementation. SVM/UM is an uneven margins
SVM model, designed to deal better with imbal-
anced training data (Li et al., 2009).

3.5 Baselines
The first baseline is the Stanford NER CRF al-
gorithm, the second Ritter’s NER algorithm. We
adapted the latter to use space tokenisation, to
preserve alignment when comparing algorithms.
Baselines are trained and evaluated on our dataset.

3.6 Evaluation
Candidate entity labelings are compared using the
CoNLL NER evaluation tool (Sang and Meulder,
2003), using precision, recall and F1. Following
Ritter, we use 25%/75% splits made at tweet, and
not token, level.

4 Results

The base feature set performs relatively poorly
on all classifiers, with only MaxEnt beating a
baseline on any score (Table 1). However, all
achieve a higher F1 score than the default Stan-
ford NER. Of these classifiers, SVM/UM achieved
the best precision and CRF/PA – the best F1. This
demonstrates that the noise-tolerance adaptations
to SVM and CRF (uneven margins and passive-
aggressive updates, respectively) did provide im-
provements over the original algorithms.

Results using the extended features (lem) are
shown in Table 2. All classifiers improved, in-

Entity length (tokens) Count
1 610
2 1065
3 51
4 15

Table 3: Distribution of person entity lengths.

cluding the baseline Stanford NER system. The
SVM/UM and CRF/PA adaptations continued to
outperform the vanilla models. With these fea-
tures, MaxEnt achieved highest precision and CRF
variants beat both baselines, with a top F1 of
80.32%. We continue using the lem feature set.

5 Discriminative Post-Editing

Precision is higher than recall for most systems,
especially the best CRF/PA (Table 2). To improve
recall, potential entities are re-examined in post-
editing (Gadde et al., 2011). Manual post-editing
improves machine translation output (Green et al.,
2013); we train an automatic editor.

We adopt a gazetteer-based approach to trig-
gering a discriminative editor, which makes deci-
sions about labels after primary classification. The
gazetteer consists of the top 200 most common
names in English speaking countries. The first
names of popular figures over the past two years
(e.g. Helle, Barack, Scarlett) are also included.
This gives 470 case-sensitive trigger terms.

Often the trigger term is just the first in a se-
quence of tokens that make up the person name.
As can be seen from the entity length statistics
shown in Table 3, examining up to two tokens cov-
ers most (96%) person names in our corpus. Based
on this observation, we look ahead just one extra
token beyond the trigger term. This gives a to-
ken sub-sequence that was marked as out-of-entity
by the original NER classifier. Its constituents be-
come candidate person name tokens.

Candidates are then labeled using a high-recall
classifier. The classifier should be instance-based,
since we are not labeling whole sequences. We
chose SVM with variable cost (Morik et al., 1999),
which can be adjusted to prefer high recall.

To train this classifier, we extract a subset of in-
stances from the current training split as follows.
Each trigger term is included. Also, if the trig-
ger term is labeled as an entity, each subsequent
in-entity token is also included. Finally, the next
out-of-entity token is also included, to give exam-
ples of when to stop. For example, these tokens
are either in or out of the training set:
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Overall
Method Missed entity F1 P R F1
No editing - plain CRF/PA 0.00 86.85 74.71 80.32
Naı̈ve: trigger token only 5.82 86.61 78.91 82.58
Naı̈ve: trigger plus one 6.05 81.26 82.08 81.67
SVM editor, Cost = 0.1 78.26 87.38 79.16 83.07
SVM editor, Cost = 0.5 89.72 87.17 80.30 83.60
SVM editor, Cost = 1.0 90.74 87.19 80.43 83.67
SVM editor, Cost = 1.5 92.73 87.23 80.69 83.83
SVM editor, Cost = 2.0 92.73 87.23 80.69 83.83

Table 4: Post-editing performance. Higher Cost sacrifices precision for recall.

Miley O in
Heights O out

Miley PERSON in
Cyrus PERSON in
is O in
famous O out

When post-editing, the window is any trigger
term and the following token, regardless of initial
label. The features used were exactly the same as
with the earlier experiment, using the lem set. This
is compared with two naı̈ve baselines: always an-
notating trigger terms as Person, and always anno-
tating trigger terms and the next token as Person.

Results are shown in Table 4. Naı̈ve editing
baselines had F1 on missed entities of around 6%,
showing that post-editing needs to be intelligent.

At Cost = 1.5, recall increased to 80.69, ex-
ceeding the Ritter recall of 80.18 (raising Cost be-
yond 1.5 had no effect). This setup gave good ac-
curacy on previously-missed entities (second col-
umn) and improved overall F1 to 83.83. It also
gave better precision and recall than the best naı̈ve
baseline (trigger-only), and 6% absolute higher
precision than trigger plus one. This is a 24.2% re-
duction in error over the Ritter baseline (F1 78.68),
and a 17.84% error reduction compared to the best
non-edited system (CRF/PA+lem).

6 Error Analysis
We examine two types of classification error: false
positives (spurious) and false negatives (missed).

False positives occur most often where non-
person entities are mentioned. This occurred with
mentions of organisations (Huff Post), locations
(Galveston) and products (Exodus Porter). De-
scriptive titles were also sometimes mis-included
in person names (Millionaire Rob Ford). Names of
persons used in other forms also presented as false
positives (e.g. Marie Claire – a magazine). Pol-
ysemous names (i.e. words that could have other
functions, such as a verb) were also mis-resolved
(Mark). Finally, proper nouns referring to groups

were sometimes mis-included (Haitians).
Despite these errors, precision almost always

remained higher than recall over tweets. We use
in-domain training data, and so it is unlikely that
this is due to the wrong kinds of person being cov-
ered in the training data – as can sometimes be the
case when applying tools trained on newswire.

False negatives often occurred around incorrect
capitalisation and spelling, with unusual names,
with ambiguous tokens and in low-context set-
tings. Both omitted and added capitalisation gave
false negatives (charlie gibson, or KANYE WEST).
Spelling errors also led to missed names (Rus-
sel Crowe). Ambiguous names caused false neg-
atives and false positives; our approach missed
mark used as a name, and the surname of Jack
Straw. Unusual names with words typically used
for other purposes were also not always correctly
recognised (e.g. the Duck Lady, or the last two
tokens of Spicy Pickle Jr.). Finally, names with
few or no context words were often missed (Video:
Adele 21., and 17-9-2010 Tal al-Mallohi, a 19-).

7 Conclusion

Finding named entities in social media text, par-
ticularly tweets, is harder than in newswire. This
paper demonstrated that adapted to handle noisy
input is useful in this scenario. We achieved the
good results using CRF with passive-aggressive
updates. We used representations rich in word
shape and contextual features and achieved high
precision with moderate recall (65.57–74.71).

To improve recall, we added a post-editing stage
which finds candidate person names based on trig-
ger terms and re-labels them using a cost-adjusted
SVM. This flexible and re-usable approach lead to
a final reduction in error rate of 24.2%, giving per-
formance well above that of comparable systems.
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Abstract

We discuss a simple estimation approach
for conditional random fields (CRFs). The
approach is derived heuristically by defin-
ing a variant of the classic perceptron al-
gorithm in spirit of pseudo-likelihood for
maximum likelihood estimation. The re-
sulting approximative algorithm has a lin-
ear time complexity in the size of the la-
bel set and contains a minimal amount of
tunable hyper-parameters. Consequently,
the algorithm is suitable for learning CRF-
based part-of-speech (POS) taggers in
presence of large POS label sets. We
present experiments on five languages.
Despite its heuristic nature, the algorithm
provides surprisingly competetive accura-
cies and running times against reference
methods.

1 Introduction

The conditional random field (CRF) model (Laf-
ferty et al., 2001) has been successfully applied
to several sequence labeling tasks in natural lan-
guage processing, including part-of-speech (POS)
tagging. In this work, we discuss accelerating the
CRF model estimation in presence of a large num-
ber of labels, say, hundreds or thousands. Large la-
bel sets occur in POS tagging of morphologically
rich languages (Erjavec, 2010; Haverinen et al.,
2013).

CRF training is most commonly associated with
the (conditional) maximum likelihood (ML) crite-
rion employed in the original work of Lafferty et
al. (2001). In this work, we focus on an alternative
training approach using the averaged perceptron
algorithm of Collins (2002). While yielding com-
petitive accuracy (Collins, 2002; Zhang and Clark,
2011), the perceptron algorithm avoids extensive
tuning of hyper-parameters and regularization re-

quired by the stochastic gradient descent algo-
rithm employed in ML estimation (Vishwanathan
et al., 2006). Additionally, while ML and percep-
tron training share an identical time complexity,
the perceptron is in practice faster due to sparser
parameter updates.

Despite its simplicity, running the perceptron al-
gorithm can be tedious in case the data contains
a large number of labels. Previously, this prob-
lem has been addressed using, for example, k-best
beam search (Collins and Roark, 2004; Zhang and
Clark, 2011; Huang et al., 2012) and paralleliza-
tion (McDonald et al., 2010). In this work, we
explore an alternative strategy, in which we mod-
ify the perceptron algorithm in spirit of the classic
pseudo-likelihood approximation for ML estima-
tion (Besag, 1975). The resulting novel algorithm
has linear complexity w.r.t. the label set size and
contains only a single hyper-parameter, namely,
the number of passes taken over the training data
set.

We evaluate the algorithm, referred to as the
pseudo-perceptron, empirically in POS tagging
on five languages. The results suggest that the
approach can yield competitive accuracy com-
pared to perceptron training accelerated using a
violation-fixed 1-best beam search (Collins and
Roark, 2004; Huang et al., 2012) which also pro-
vides a linear time complexity in label set size.

The rest of the paper is as follows. In Section 2,
we describe the pseudo-perceptron algorithm and
discuss related work. In Sections 3 and 4, we
describe our experiment setup and the results, re-
spectively. Conclusions on the work are presented
in Section 5.

2 Methods

2.1 Pseudo-Perceptron Algorithm

The (unnormalized) CRF model for input and
output sequences x = (x1, x2, . . . , x|x|) and

74



y = (y1, y2, . . . , y|x|), respectively, is written as

p (y |x;w) ∝ exp
(
w ·Φ(y, x)

)
=
|x|∏
i=n

exp
(
w · φ(yi−n, . . . , yi, x, i)

)
,

(1)
where w denotes the model parameter vector, Φ
the vector-valued global feature extracting func-
tion, φ the vector-valued local feature extracting
function, and n the model order. We denote the
tag set as Y . The model parameters w are esti-
mated based on training data, and test instances
are decoded using the Viterbi search (Lafferty et
al., 2001).

Given the model definition (1), the param-
eters w can be estimated in a straightforward
manner using the structured perceptron algo-
rithm (Collins, 2002). The algorithm iterates
over the training set a single instance (x, y) at
a time and updates the parameters according
to the rule w(i) = w(i−1) + ∆Φ(x, y, z), where
∆Φ(x, y, z) for the ith iteration is written as
∆Φ(x, y, z) = Φ(x, y)−Φ(x, z). The predic-
tion z is obtained as

z = arg max
u∈Y(x)

w ·Φ(x, u) (2)

by performing the Viterbi search over
Y(x) = Y × · · · × Y , a product of |x| copies
of Y . In case the perceptron algorithm yields
a small number of incorrect predictions on the
training data set, the parameters generalize well
to test instances with a high probability (Collins,
2002).

The time complexity of the Viterbi search is
O(|x| × |Y|n+1). Consequently, running the per-
ceptron algorithm can become tedious if the la-
bel set cardinality |Y| and/or the model order n
is large. In order to speed up learning, we define
a variant of the algorithm in the spirit of pseudo-
likelihood (PL) learning (Besag, 1975). In anal-
ogy to PL, the key idea of the pseudo-perceptron
(PP) algorithm is to obtain the required predictions
over single variables yi while fixing the remaining
variables to their true values. In other words, in-
stead of using the Viterbi search to find the z as in
(2), we find a z′ for each position i ∈ 1..|x| as

z′ = arg max
u∈Y ′

i(x)

w ·Φ(x, u) , (3)

with Y ′i(x) = {y1}×· · ·×{yi−1}×Y×{yi+1}×
· · · × {y|x|}. Subsequent to training, test instances

are decoded in a standard manner using the Viterbi
search.

The appeal of PP is that the time complexity
of search is reduced to O(|x| × |Y|), i.e., linear
in the number of labels in the label set. On the
other hand, we no longer expect the obtained pa-
rameters to necessarily generalize well to test in-
stances.1 Consequently, we consider PP a heuris-
tic estimation approach motivated by the rather
well-established success of PL (Korč and Förstner,
2008; Sutton and McCallum, 2009).2

Next, we study yet another heuristic pseudo-
variant of the perceptron algorithm referred to as
the piecewise-pseudo-perceptron (PW-PP). This
algorithm is analogous to the piecewise-pseudo-
likelihood (PW-PL) approximation presented by
Sutton and McCallum (2009). In this variant, the
original graph is first split into smaller, possibly
overlapping subgraphs (pieces). Subsequently, we
apply the PP approximation to the pieces. We em-
ploy the approach coined factor-as-piece by Sut-
ton and McCallum (2009), in which each piece
contains n + 1 consecutive variables, where n is
the CRF model order.

The PW-PP approach is motivated by the results
of Sutton and McCallum (2009) who found PW-
PL to increase stability w.r.t. accuracy compared
to plain PL across tasks. Note that the piecewise
approximation in itself is not interesting in chain-
structured CRFs, as it results in same time com-
plexity as standard estimation. Meanwhile, the
PW-PP algorithm has same time complexity as PP.

2.2 Related work
Previously, impractical running times of percep-
tron learning have been addressed most notably
using the k-best beam search method (Collins and
Roark, 2004; Zhang and Clark, 2011; Huang et
al., 2012). Here, we consider the ”greedy” 1-best
beam search variant most relevant as it shares the
time complexity of the pseudo search. Therefore,
in the experimental section of this work, we com-
pare the PP and 1-best beam search.

We are aware of at least two other learning ap-
proaches inspired by PL, namely, the pseudo-max
and piecewise algorithms of Sontag et al. (2010)
and Alahari et al. (2010), respectively. Com-
pared to these approaches, the PP algorithm pro-
vides a simpler estimation tool as it avoids the

1We leave formal treatment to future work.
2Meanwhile, note that pseudo-likelihood is a consistent

estimator (Gidas, 1988; Hyvärinen, 2006).
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hyper-parameters involved in the stochastic gradi-
ent descent algorithms as well as the regularization
and margin functions inherent to the approaches of
Alahari et al. (2010) and Sontag et al. (2010). On
the other hand, Sontag et al. (2010) show that the
pseudo-max approach achieves consistency given
certain assumptions on the data generating func-
tion. Meanwhile, as discussed in previous section,
we consider PP a heuristic and do not provide any
generalization guarantees. To our understanding,
Alahari et al. (2010) do not provide generalization
guarantees for their algorithm.

3 Experimental Setup

3.1 Data

For a quick overview of the data sets, see Table 1.

Penn Treebank. The first data set we consider
is the classic Penn Treebank. The complete tree-
bank is divided into 25 sections of newswire text
extracted from the Wall Street Journal. We split
the data into training, development, and test sets
using the sections 0-18, 19-21, and 22-24, accord-
ing to the standardly applied division introduced
by Collins (2002).

Multext-East. The second data we consider is
the multilingual Multext-East (Erjavec, 2010) cor-
pus. The corpus contains the novel 1984 by
George Orwell. From the available seven lan-
guages, we utilize the Czech, Estonian and Ro-
manian sections. Since the data does not have a
standard division to training and test sets, we as-
sign the 9th and 10th from each 10 consecutive
sentences to the development and test sets, respec-
tively. The remaining sentences are assigned to the
training sets.

Turku Dependency Treebank. The third data
we consider is the Finnish Turku Dependency
Treebank (Haverinen et al., 2013). The treebank
contains text from 10 different domains. We use
the same data split strategy as for Multext East.

3.2 Reference Methods

We compare the PP and PW-PP algorithms with
perceptron learning accelerated using 1-best beam
search modified using the early update rule
(Huang et al., 2012). While Huang et al. (2012)
experimented with several violation-fixing meth-
ods (early, latest, maximum, hybrid), they ap-
peared to reach termination at the same rate in

lang. train. dev. test tags train. tags
eng 38,219 5,527 5,462 45 45
rom 5,216 652 652 405 391
est 5,183 648 647 413 408
cze 5,402 675 675 955 908
fin 5,043 630 630 2,355 2,141

Table 1: Overview on data. The training (train.),
development (dev.) and test set sizes are given in
sentences. The columns titled tags and train. tags
correspond to total number of tags in the data set
and number of tags in the training set, respectively.

POS tagging. Our preliminary experiments using
the latest violation updates supported this. Conse-
quently, we employ the early updates.

We also provide results using the CRFsuite
toolkit (Okazaki, 2007), which implements a 1st-
order CRF model. To best of our knowledge,
CRFsuite is currently the fastest freely available
CRF implementation.3 In addition to the averaged
perceptron algorithm (Collins, 2002), the toolkit
implements several training procedures (Nocedal,
1980; Crammer et al., 2006; Andrew and Gao,
2007; Mejer and Crammer, 2010; Shalev-Shwartz
et al., 2011). We run CRFsuite using these algo-
rithms employing their default parameters and the
feature extraction scheme and stopping criterion
described in Section 3.3. We then report results
provided by the most accurate algorithm on each
language.

3.3 Details on CRF Training and Decoding

While the methods discussed in this work are ap-
plicable for nth-order CRFs, we employ 1st-order
CRFs in order to avoid overfitting the relatively
small training sets.

We employ a simple feature set including word
forms at position t− 2, . . . , t + 2, suffixes of word
at position t up to four letters, and three ortho-
graphic features indicating if the word at position
t contains a hyphen, capital letter, or a digit.

All the perceptron variants (PP, PW-PP, 1-best
beam search) initialize the model parameters with
zero vectors and process the training instances in
the order they appear in the corpus. At the end
of each pass, we apply the CRFs using the latest
averaged parameters (Collins, 2002) to the devel-
opment set. We assume the algorithms have con-
verged when the model accuracy on development

3See benchmark results at http://www.chokkan.
org/software/crfsuite/benchmark.html
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has not increased during last three iterations. Af-
ter termination, we apply the averaged parameters
yielding highest performance on the development
set to test instances.

Test and development instances are decoded us-
ing a combination of Viterbi search and the tag
dictionary approach of Ratnaparkhi (1996). In this
approach, candidate tags for known word forms
are limited to those observed in the training data.
Meanwhile, word forms that were unseen during
training consider the full label set.

3.4 Software and Hardware

The experiments are run on a standard desktop
computer. We use our own C++-based implemen-
tation of the methods discussed in Section 2.

4 Results

The obtained training times and test set accuracies
(measured using accuracy and out-of-vocabulary
(OOV) accuracy) are presented in Table 2. The
training CPU times include the time (in minutes)
consumed by running the perceptron algorithm
variants as well as evaluation of the development
set accuracy. The column labeled it. corresponds
to the number of passes over training set made by
the algorithms before termination.

We summarize the results as follows. First, PW-
PP provided higher accuracies compared to PP on
Romanian, Czech, and Finnish. The differences
were statistically significant4 on Czech. Second,
while yielding similar running times compared
to 1-best beam search, PW-PP provided higher
accuracies on all languages apart from Finnish.
The differences were significant on Estonian and
Czech. Third, while fastest on the Penn Treebank,
the CRFsuite toolkit became substantially slower
compared to PW-PP when the number of labels
were increased (see Czech and Finnish). The dif-
ferences in accuracies between the best perform-
ing CRFsuite algorithm and PP and PW-PP were
significant on Czech.

5 Conclusions

We presented a heuristic perceptron variant for
estimation of CRFs in the spirit of the classic

4We establish significance (with confidence level 0.95)
using the standard 1-sided Wilcoxon signed-rank test per-
formed on 10 randomly divided, non-overlapping subsets of
the complete test sets.

method it. time (min) acc. OOV
English
PP 9 6 96.99 87.97
PW-PP 10 7 96.98 88.11
1-best beam 17 8 96.91 88.33
Pas.-Agg. 9 1 97.01 88.68
Romanian
PP 9 8 96.81 83.66
PW-PP 8 7 96.91 84.38
1-best beam 17 10 96.88 85.32
Pas.-Agg. 13 9 97.06 84.69
Estonian
PP 10 8 93.39 78.10
PW-PP 8 6 93.35 78.66
1-best beam 23 15 92.95 75.65
Pas.-Agg. 15 12 93.27 77.63
Czech
PP 11 26 89.37 70.67
PW-PP 16 41 89.84 72.52
1-best beam 14 19 88.95 70.90
Pegasos 15 341 90.42 72.59
Finnish
PP 11 58 87.09 58.58
PW-PP 11 56 87.16 58.50
1-best beam 21 94 87.38 59.29
Pas.-Agg. 16 693 87.17 57.58

Table 2: Results. We report CRFsuite results pro-
vided by most accurate algorithm on each lan-
guage: the Pas.-Agg. and Pegasos refer to the al-
gorithms of Crammer et al. (2006) and Shalev-
Shwartz et al. (2011), respectively.

pseudo-likelihood estimator. The resulting ap-
proximative algorithm has a linear time complex-
ity in the label set cardinality and contains only
a single hyper-parameter, namely, the number of
passes taken over the training data set. We eval-
uated the algorithm in POS tagging on five lan-
guages. Despite its heuristic nature, the algo-
rithm provided competetive accuracies and run-
ning times against reference methods.
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Abstract

We present a fast algorithm of word seg-
mentation that scans an input sentence
in a deterministic manner just one time.
The algorithm is based on simple max-
imum matching which includes execu-
tion of fully lexicalized transformational
rules. Since the process of rule match-
ing is incorporated into dictionary lookup,
fast segmentation is achieved. We eval-
uated the proposed method on word seg-
mentation of Japanese. Experimental re-
sults show that our segmenter runs consid-
erably faster than the state-of-the-art sys-
tems and yields a practical accuracy when
a more accurate segmenter or an annotated
corpus is available.

1 Introduction

The aim of this study is to improve the speed
of word segmentation. Applications for many
Asian languages including Chinese and Japanese
require word segmentation. Such languages do not
have explicit word delimiters such as white spaces.
Word segmentation is often needed before every
task of fundamental text processing such as count-
ing words, searching for words, indexing docu-
ments, and extracting words. Therefore, the per-
formance of word segmentation is crucial for these
languages. Take for instance, information retrieval
(IR) systems for documents in Japanese. It typi-
cally uses a morphological analyzer1 to tokenize
the content of the documents. One of the most
time consuming tasks in IR systems is indexing,
which uses morphological analysis intensively.

Major approaches to Japanese morphological
analysis (MA) are based on methods of finding

1 Japanese has a conjugation system in morphology and
does not put white spaces between words. Therefore, we
have to do morphological analysis in order to segment a given
sentence into words and give an associated part-of-speech
(POS) tag to each word. In the main stream of the research
of Japanese language processing, morphological analysis has
meant to be a joint task of segmentation and POS tagging.

the best sequence of words along with their part-
of-speech tags using a dictionary where they use
the Viterbi search (e.g., (Nagata, 1994), (Kudo et
al., 2004)). However, computation cost of mod-
ern MA systems is mainly attributed to the Viterbi
search as Kaji et al. (2010) point out.

One of methods of improving the speed of MA
or word segmentation will be to avoid or reduce
the Viterbi search. We can avoid this by using
maximum matching in the case of word segmenta-
tion. Since there are many applications such as IR
and text classification, where part-of-speech tags
are not mandatory, in this paper we focus on word
segmentation and adopt maximum matching for it.
However, maximum matching for Japanese word
segmentation is rarely used these days because the
segmentation accuracy is not good enough and the
accuracy of MA is much higher. In this paper we
investigate to improve the accuracy of maximum-
matching based word segmentation while keeping
speedy processing.

2 Segmentation Algorithm

Our algorithm is basically based on maximum
matching, or longest matching (Nagata, 1997). Al-
though maximum matching is very simple and
easy to implement, a segmenter with this algo-
rithm is not sufficiently accurate. For the pur-
pose of improving the segmentation accuracy, sev-
eral methods that can be combined with maximum
matching have been examined. In previous studies
(Palmer, 1997; Hockenmaier and Brew, 1998), the
combination of maximum matching and character-
based transformational rules has been investigated
for Chinese. They have reported promising results
in terms of accuracy and have not mentioned the
running time of their methods, which might sup-
posedly be very slow because we have to scan an
input sentence many times to apply learned trans-
formational rules.

In order to avoid such heavy post processing,
we simplify the type of rules and incorporate the
process of applying rules into a single process of
maximum matching for dictionary lookup. We
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Input: ci: sentence which is represented as a char-
acter sequence.N : the number of characters in a
given sentence.t: dictionary, the data structure of
which should be a trie.oj : map an IDj to a single
word or a sequence of words.hj : total length of
oj .
Function: Lookup(t, c, i, N ): search the dic-
tionaryt for the substringc starting at the position
i up toN by using maximum matching. This re-
turns the ID of the entry in the dictionaryt when it
matches and otherwise returns−1.
procedureSegment(c, N , t)
var i: index of the character sequencec
var j: ID of the entry in the trie dictionaryt
begin

i ← 1
while (i ≤ N ) do begin

j = Lookup(t, c, i, N )
if (j = −1) then
{ unknown word as a single character}
print ci ; i = i + 1

else
print oj ; i = i + hj

{ if oj is a sequence of words, print each
word in the sequence with a delimiter.
Otherwise printoj as a single token.}

endif
print delimiter
{ delimiter will be a space or something.}

end
end

Figure 1: Algorithm of word segmentation with
maximum matching that incorporates execution of
transformational rules.

show in Figure 1 the pseudo code of the algorithm
of word segmentation using maximum matching,
where the combination of maximum matching and
execution of simplified transformational rules is
realized. If each of the dataoj in Figure 1 is a sin-
gle token, the algorithm which is presented here is
identical with segmentation by maximum match-
ing.

We use the following types of transformational
rules:c0c1...cl−1cl → w0...wm whereci is a char-
acter andwj is a word (or morpheme). Below are
sample rules for Japanese word segmentation:

• はないか (ha-na-i-ka)→ は (ha; topic-
marker)ない (na-i; “does not exist”)か (ka;

“or”) 2

• 大工学部 (dai-ko-gaku-bu)→ 大 (dai; “uni-
versity”)工学部 (ko-gaku-bu; “the faculty of
engineering”)

Note that the form of the left hand side of the rule
is the sequence of characters, not the sequence of
words. Due to this simplification, we can combine
dictionary lookup by maximum matching with ex-
ecution of transformational rules and make them
into a single process. In other words, if we find
a sequence of characters of the left hand side of a
certain rule, then we write out the right hand side
of the rule immediately. This construction enables
us to naturally incorporate execution (or appli-
cation) of transformational rules into dictionary-
lookup, i.e., maximum matching.

Although the algorithm in Figure 1 does not
specify the algorithm or the implementation of
function Lookup(), a trie is suitable for the struc-
ture of the dictionary. It is known that an effi-
cient implementation of a trie is realized by using
a double-array structure (Aoe, 1989), which en-
ables us to look up a given key at theO(n) cost,
wheren is the length of the key. In this case the
computation cost of the algorithm of Figure 1 is
O(n).

We can see in Figure 1 that the Viterbi search
is not executed and the average number of dictio-
nary lookups is fewer than the number of char-
acters of an input sentence because the average
length of words is longer than one. This contrasts
with Viterbi-based algorithms of word segmenta-
tion or morphological analysis that always require
dictionary lookup at each character position in a
sentence.

3 Learning Transformational Rules

3.1 Framework of Learning

The algorithm in Figure 1 can be combined with
rules learned from a reference corpus as well as
hand-crafted rules. We used here a modified ver-
sion of Brill’s error-driven transformation-based
learning (TBL) (Brill, 1995) for rule learning.

In our system, an initial system is a word seg-
menter that uses maximum matching with a given

2 If we use simple maximum matching, i.e., with no trans-
formational rules, to segment the samples here, we will get
wrong segmentations as follows:はないか → はな (ha-na;
“flower”) いか (i-ka; “squid”), 大工学部 → 大工 (dai-ku;
“carpenter”)学部 (gaku-bu; “faculty”).
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w′
0w

′
1 · · ·w′

n → w0w1 · · ·wm

Lw′
0w

′
1 · · ·w′

n → Lw0w1 · · ·wm

w′
0w

′
1 · · ·w′

n R → w0w1 · · ·wm R
Lw′

0w
′
1 · · ·w′

n R → Lw0w1 · · ·wm R

Table 1: Rule templates for error-driven learning

word list and words which occur in a given ref-
erence corpus (a training corpus). Our segmenter
treats an unknown word, which is not in the dictio-
nary, as a one-character word as shown in Figure 1.

3.2 Generating Candidate Rules

In order to generate candidate rules, first we
compare the output of the current system with
the reference corpus and extract the differences
(Tashiro et al., 1994) as rules that have the follow-
ing form: Lw′

0w
′
1 · · ·w′

n R → Lw0w1 · · ·wm R
wherew′

0w
′
1 · · ·w′

n is a word sequence in the sys-
tem output andw0w1 · · ·wm is a word sequence
in the reference corpus andL is a word in the left
context andR is a word in the right context. After
this extraction process, we generate four lexical-
ized rules from each extracted rule by using the
templates defined in Table 1.

3.3 Learning Rules

In order to reduce huge computation when learn-
ing a rule at each iteration of TBL, we use some
heuristic strategy. The heuristic scoreh is defined
as: h = f ∗ (n + m) wheref is a frequency of
the rule in question andn is the number of words
in w′

0w
′
1 · · ·w′

n andm is the number of words in
w0w1 · · ·wm. After sorting the generated rules as-
sociated with the scoreh, we apply each candidate
rule in decreasing order ofh and compute the error
reduction. If we get positive reduction, we obtain
this rule and incorporate it into the current dictio-
nary and then proceed to the next iteration. If we
do not find any rules that reduce errors, we termi-
nate the learning process.

4 Experiments and Discussion

4.1 Corpora and an Initial Word List

In our experiments for Japanese we used the Kyoto
University Text Corpus Version 4 (we call it KC4)
(Kurohashi and Nagao, 2003), which includes
newspaper articles, and 470M Japanese sentences
(Kawahara and Kurohashi, 2006), which is com-
piled from the Web. For training, we used two
sets of the corpus. The first set is the articles on

January 1st through 8th (7,635 sentences) of KC4.
The second one is 320,000 sentences that are se-
lected from the 470M Web corpus. Note that the
Web corpus is not annotated and we use it after
word segmentation is given by JUMAN 6.0 (Kuro-
hashi and Kawahara, 2007). The test data is a set
of sentences in the articles on January 9th (1,220
sentences). The articles on January 10th were used
for development.

We used all the words in the dictionary of JU-
MAN 6.0 as an initial word list. The number of
the words in the dictionary is 542,061. They are
generated by removing the grammatical informa-
tion such as part-of-speech tags from the entries in
the original dictionary of JUMAN 6.0.

4.2 Results and Discussion

Segmentation Performance We used word
based F-measure and character-wise accuracy to
evaluate the segmentation performance.

Table 2 shows comparison of various systems
including ours. It is natural that since our sys-
tem uses only fully lexicalized rules and does not
use any generalized rules, it achieves a moderate
performance. However, by using the Web cor-
pus that contains 320,000 sentences, it yields an
F-measure of near 0.96, which is at the same level
as the F-measure of HMMs (baseline) in (Kudo et
al., 2004, Table 3). We will discuss how we can
improve it in a later section.

Segmentation Speed Table 3 shows comparison
of the segmentation speed of various systems for
320,000 sentences of the Web corpus. Since, in
general, such comparison is heavily dependent on
the implementation of the systems, we have to be
careful for drawing any conclusion. However, we
can see that our system, which does not use the
Viterbi search, achieved considerably higher pro-
cessing speed than other systems.

Further Improvement The method that we
have presented so far is based on lexicalized rules.
That is, we do not have any generalized rules. The
system does not recognize an unknown English
word as a single token because most of such words
are not in the dictionary and then are split into sin-
gle letters. Similarly, a number that does not ap-
pear in the training corpus is split into digits.

It is possible to improve the presented method
by incorporating relatively simple post-processing
that concatenates Arabic numerals, numerals in
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System # of Sent. F-measure Char. Acc. # of Rules
JUMAN 6.0 NA 0.9821 0.9920 NA
MeCab 0.98 w/ jumandic 7,958 0.9861 0.9939 NA
Ours w/o training corpus 0 0.8474 0.9123 0
Ours w/ KC4 7,635 0.9470 0.9693 2228

w/ Web320K 320,000 0.9555 0.9769 24267

Table 2: Performance summary of various systems and configurations. Jumandic for MeCab (Kudo et
al., 2004) is stemmed from the dictionary of JUMAN.

System (Charset Encoding) Model/Algorithm Time (sec.)
JUMAN 6.0 (EUC-JP) Markov model w/ hand-tuned costs 161.09
MeCab 0.98 (UTF-8) w/ jumandic CRFs 13.71
KyTea 0.3.3 (UTF-8) w/ jumandic Pointwise prediction w/ SVM 188.01
Ours (UTF-8) Maximum matching w/ rules 3.22

Table 3: Running time on the Web320K corpus. We used a PC (Intel Xeon 2.33 GHz with 8GB memory
on FreeBSD 6.3). The model for segmentation of KyTea (Neubig et al., 2011) in our experiments is
trained with the word list of JUMAN on KC4 (see in Section 4.1).

System F-measure
JUMAN 6.0 0.9821
MeCab 0.98 w/ jumandic 0.9861
KyTea 0.3.3 w/ jumandic 0.9789
MEMMs (Uchimoto et al., 2001) 0.9644
HMMs (Kudo et al., 2004, Table 3) 0.9622
Ours w/ KC4 0.9470
Ours w/ KC4 + post-proc. 0.9680
Ours w/ Web320K 0.9555
Ours w/ Web320K + post-proc. 0.9719

Table 4: Performance comparison to other sys-
tems.

kanji3, Latin characters, andkatakana4 ones. This
type of post processing is commonly used in
Japanese morphological analysis. JUMAN and
MeCab have a similar mechanism and use it.

As an additional experiment, we incorporated
this post processing into our segmenter and mea-
sured the performance. The result is shown in Ta-
ble 4. The segmenter with the post processing
yields an F-measure of 0.9719 when it is trained
on the 320k Web corpus. We observed that the
performance gap between state-of-the-art systems
such as JUMAN and MeCab and ours becomes
smaller. Additional computation time was +10%

3 Kanji in Japanese, orhanziin Chinese, is a ideographic
script.Kanji means Chinese characters.

4 Katakanais one of the phonetic scripts used in Japanese.
It is mainly used to denote loan words and onomatopoeias.
Such type of words are very productive and are often un-
known words in Japanese language processing.

for the post processing and this means the seg-
menter with the post processing is still much faster
than other sophisticated MA systems. Many ap-
plications which have to process a huge amount of
documents would gain the benefits from our pro-
posed methods.

5 Related Work

The use of transformational rules for improving
word segmentation as well as morphological anal-
ysis is not new. It is found in previous work (Papa-
georgiou, 1994; Palmer, 1997; Hockenmaier and
Brew, 1998; Gao et al., 2004). However, their ap-
proaches require the Viterbi search and/or a heavy
post process such as cascaded transformation in
order to rewrite the output of the base segmenter.
This leads to slow execution and systems that in-
corporate such approaches have much higher cost
of computation than ours.

6 Conclusion

We have proposed a new combination of maxi-
mum matching and fully lexicalized transforma-
tional rules. The proposed method allows us to
carry out considerably faster word segmentation
with a practically reasonable accuracy. We have
evaluated the effectiveness of our method on cor-
pora in Japanese. The experimental results show
that we can combine our methods with either
an existing morphological analyzer or a human-
edited training corpus.
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Abstract

We discuss data-driven morphological
segmentation, in which word forms are
segmented into morphs, that is the surface
forms of morphemes. We extend a re-
cent segmentation approach based on con-
ditional random fields from purely super-
vised to semi-supervised learning by ex-
ploiting available unsupervised segmenta-
tion techniques. We integrate the unsu-
pervised techniques into the conditional
random field model via feature set aug-
mentation. Experiments on three di-
verse languages show that this straight-
forward semi-supervised extension greatly
improves the segmentation accuracy of the
purely supervised CRFs in a computation-
ally efficient manner.

1 Introduction

We discuss data-driven morphological segmenta-
tion, in which word forms are segmented into
morphs, the surface forms of morphemes. This
type of morphological analysis can be useful for
alleviating language model sparsity inherent to
morphologically rich languages (Hirsimäki et al.,
2006; Creutz et al., 2007; Turunen and Kurimo,
2011; Luong et al., 2013). Particularly, we focus
on a low-resource learning setting, in which only
a small amount of annotated word forms are avail-
able for model training, while unannotated word
forms are available in abundance.

We study morphological segmentation using
conditional random fields (CRFs), a discrimina-
tive model for sequential tagging and segmenta-
tion (Lafferty et al., 2001). Recently, Ruoko-
lainen et al. (2013) showed that the CRFs can
yield competitive segmentation accuracy com-
pared to more complex, previous state-of-the-
art techniques. While CRFs yielded generally

the highest accuracy compared to their reference
methods (Poon et al., 2009; Kohonen et al., 2010),
on the smallest considered annotated data sets of
100 word forms, they were outperformed by the
semi-supervised Morfessor algorithm (Kohonen et
al., 2010). However, Ruokolainen et al. (2013)
trained the CRFs solely on the annotated data,
without any use of the available unannotated data.

In this work, we extend the CRF-based ap-
proach to leverage unannotated data in a straight-
forward and computationally efficient manner via
feature set augmentation, utilizing predictions of
unsupervised segmentation algorithms. Experi-
ments on three diverse languages show that the
semi-supervised extension substantially improves
the segmentation accuracy of the CRFs. The ex-
tension also provides higher accuracies on all the
considered data set sizes and languages compared
to the semi-supervised Morfessor (Kohonen et al.,
2010).

In addition to feature set augmentation, there
exists numerous approaches for semi-supervised
CRF model estimation, exemplified by minimum
entropy regularization (Jiao et al., 2006), gen-
eralized expectations criteria (Mann and McCal-
lum, 2008), and posterior regularization (He et al.,
2013). In this work, we employ the feature-based
approach due to its simplicity and the availabil-
ity of useful unsupervised segmentation methods.
Varying feature set augmentation approaches have
been successfully applied in several related tasks,
such as Chinese word segmentation (Wang et al.,
2011; Sun and Xu, 2011) and chunking (Turian et
al., 2010).

The paper is organized as follows. In Section 2,
we describe the CRF-based morphological seg-
mentation approach following (Ruokolainen et al.,
2013), and then show how to extend this approach
to leverage unannotated data in an efficient man-
ner. Our experimental setup and results are dis-
cussed in Sections 3 and 4, respectively. Finally,
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we present conclusions on the work in Section 5.

2 Methods

2.1 Supervised Morphological Segmentation
using CRFs

We present the morphological segmentation task
as a sequential labeling problem by assigning each
character to one of three classes, namely {be-
ginning of a multi-character morph (B), middle
of a multi-character morph (M), single character
morph (S)}. We then perform the sequential label-
ing using linear-chain CRFs (Lafferty et al., 2001).

Formally, the linear-chain CRF model distribu-
tion for label sequence y = (y1, y2, . . . , yT ) and
a word form x = (x1, x2, . . . , xT ) is written as a
conditional probability

p (y |x;w) ∝
T∏

t=2

exp
(
w · φ(yt−1, yt, x, t)

)
,

(1)
where t indexes the character positions,w denotes
the model parameter vector, and φ the vector-
valued feature extracting function. The model pa-
rameters w are estimated discrimatively based on
a training set of exemplar input-output pairs (x, y)
using, for example, the averaged perceptron algo-
rithm (Collins, 2002). Subsequent to estimation,
the CRF model segments test word forms using
the Viterbi algorithm (Lafferty et al., 2001).

We next describe the feature set
{φi(yt−1, yt, x, t)}|φ|i=1 by defining emission
and transition features. Denoting the label set {B,
M, S} as Y , the emission feature set is defined as

{χm(x, t)1(yt = y′t) |m ∈ 1..M ,∀y′t ∈ Y} ,
(2)

where the indicator function 1(yt = y′t) returns
one if and only if yt = y′t and zero otherwise, that
is

1(yt = y′t) =
{

1 if yt = y′t
0 otherwise , (3)

and {χm(x, t)}Mm=1 is the set of functions describ-
ing the character position t. Following Ruoko-
lainen et al. (2013), we employ binary functions
that describe the position t of word x using all left
and right substrings up to a maximum length δ.
The maximum substring length δmax is considered
a hyper-parameter to be adjusted using a develop-
ment set. While the emission features associate
the input to labels, the transition feature set

{1(yt−1 = y′t−1)1(yt = y′t) | y′t, y′t−1 ∈ Y} (4)

captures the dependencies between adjacent labels
as irrespective of the input x.

2.2 Leveraging Unannotated Data
In order to utilize unannotated data, we explore a
straightforward approach based on feature set aug-
mentation. We exploit predictions of unsupervised
segmentation algorithms by defining variants of
the features described in Section 2.1. The idea is
to compensate the weaknesses of the CRF model
trained on the small annotated data set using the
strengths of the unsupervised methods that learn
from large amounts of unannotated data.

For example, consider utilizing predictions of
the unsupervised Morfessor algorithm (Creutz and
Lagus, 2007) in the CRF model. In order to ac-
complish this, we first learn the Morfessor model
from the unannotated training data, and then ap-
ply the learned model on the word forms in the
annotated training set. Assuming the annotated
training data includes the English word drivers,
the Morfessor algorithm might, for instance, re-
turn a (partially correct) segmentation driv + ers.
We present this segmentation by defining a func-
tion υ(t), which returns 0 or 1, if the position t is
in the middle of a segment or in the beginning of a
segment, respectively, as in

t 1 2 3 4 5 6 7
xt d r i v e r s

υ(t) 1 0 0 0 1 0 0

Now, given a set of U functions {υu(t)}Uu=1, we
define variants of the emission features in (2) as

{υu(x, t)χm(x, t)1(yt = y′t) |
∀u ∈ 1..U ,∀m ∈ 1..M ,∀y′t ∈ Y} . (5)

By adding the expanded features of form (5), the
CRF model learns to associate the output of the
unsupervised algorithms in relation to the sur-
rounding substring context. Similarly, an ex-
panded transition feature is written as

{υu(x, t)1(yt−1 = y′t−1)1(yt = y′t) |
∀u ∈ 1..U ,∀y′t, y′t−1 ∈ Y} . (6)

After defining the augmented feature set, the
CRF model parameters can be estimated in a stan-
dard manner on the small, annotated training data
set. Subsequent to CRF training, the Morfessor
model is applied on the test instances in order to
allow the feature set augmentation and standard
decoding with the estimated CRF model. We ex-
pect the Morfessor features to specifically improve
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segmentation of compound words (for example,
brain+storm), which are modeled with high ac-
curacy by the unsupervised Morfessor algorithm
(Creutz and Lagus, 2007), but can not be learned
from the small number of annotated examples
available for the supervised CRF training.

As another example of a means to augment the
feature set, we make use of the fact that the output
of the unsupervised algorithms does not have to be
binary (zeros and ones). To this end, we employ
the classic letter successor variety (LSV) scores
presented originally by (Harris, 1955).1 The LSV
scores utilize the insight that the predictability of
successive letters should be high within morph
segments, and low at the boundaries. Conse-
quently, a high variety of letters following a prefix
indicates a high probability of a boundary. We use
a variant of the LSV values presented by Çöltekin
(2010), in which we first normalize the scores by
the average score at each position t, and subse-
qently logarithmize the normalized value. While
LSV score tracks predictability given prefixes, the
same idea can be utilized for suffixes, providing
the letter predecessor variety (LPV). Subsequent
to augmenting the feature set using the functions
LSV (t) and LPV (t), the CRF model learns to
associate high successor and predecessor values
(low predictability) to high probability of a seg-
ment boundary. Appealingly, the Harris features
can be obtained in a computationally inexpensive
manner, as they merely require counting statistics
from the unannotated data.

The feature set augmentation approach de-
scribed above is computationally efficient, if the
computational overhead from the unsupervised
methods is small. This is because the CRF param-
eter estimation is still based on the small amount
of labeled examples as described in Section 2.1,
while the number of features incorporated in the
CRF model (equal to the number of parameters)
grows linearly in the number of exploited unsu-
pervised algorithms.

3 Experimental Setup

3.1 Data

We perform the experiments on the Morpho Chal-
lenge 2009/2010 data set (Kurimo et al., 2009; Ku-

1We also experimented on modifying the output of the
Morfessor algorithm from binary to probabilistic, but these
soft cues provided no consistent advantage over the standard
binary output.

English Finnish Turkish
Train (unann.) 384,903 2,206,719 617,298
Train (ann.) 1,000 1,000 1,000
Devel. 694 835 763
Test 10,000 10,000 10,000

Table 1: Number of word types in the Morpho
Challenge data set.

rimo et al., 2010) consisting of manually prepared
morphological segmentations in English, Finnish
and Turkish. We follow the experiment setup, in-
cluding data partitions and evaluation metrics, de-
scribed by Ruokolainen et al. (2013). Table 1
shows the total number of instances available for
model estimation and testing.

3.2 CRF Feature Extraction and Training

The substring features included in the CRF model
are described in Section 2.1. We include all sub-
strings which occur in the training data. The Mor-
fessor and Harris (successor and predecessor va-
riety) features employed by the semi-supervised
extension are described in Section 2.2. We ex-
perimented on two variants of the Morfessor al-
gorithm, namely, the Morfessor Baseline (Creutz
and Lagus, 2002) and Morfessor Categories-MAP
(Creutz and Lagus, 2005), CatMAP for short. The
Baseline models were trained on word types and
the perplexity thresholds of the CatMAP models
were set equivalently to the reference runs in Mor-
pho Challenge 2010 (English: 450, Finnish: 250,
Turkish: 100); otherwise the default parameters
were used. The Harris features do not require any
hyper-parameters.

The CRF model (supervised and semi-
supervised) is trained using the averaged
perceptron algorithm (Collins, 2002). The num-
ber of passes over the training set made by the
perceptron algorithm, and the maximum length of
substring features are optimized on the held-out
development sets.

The experiments are run on a standard desktop
computer using a Python-based single-threaded
CRF implementation. For Morfessor Baseline, we
use the recently published implementation by Vir-
pioja et al. (2013). For Morfessor CatMAP, we
used the Perl implementation by Creutz and La-
gus (2005).
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3.3 Reference Methods
We compare our method’s performance with
the fully supervised CRF model and the semi-
supervised Morfessor algorithm (Kohonen et al.,
2010). For semi-supervised Morfessor, we use the
Python implementation by Virpioja et al. (2013).

4 Results

Segmentation accuracies for all languages are pre-
sented in Table 2. The columns titled Train (ann.)
and Train (unann.) denote the number of anno-
tated and unannotated training instances utilized
by the method, respectively. To summarize, the
semi-supervised CRF extension greatly improved
the segmentation accuracy of the purely super-
vised CRFs, and also provided higher accuracies
compared to the semi-supervised Morfessor algo-
rithm2.

Appealingly, the semi-supervised CRF exten-
sion already provided consistent improvement
over the supervised CRFs, when utilizing the com-
putationally inexpensive Harris features. Addi-
tional gains were then obtained using the Morfes-
sor features. On all languages, highest accuracies
were obtained using a combination of Harris and
CatMAP features.

Running the CRF parameter estimation (includ-
ing hyper-parameters) consumed typically up to a
few minutes. Computing statistics for the Harris
features also took up roughly a few minutes on
all languages. Learning the unsupervised Mor-
fessor algorithm consumed 3, 47, and 20 min-
utes for English, Finnish, and Turkish, respec-
tively. Meanwhile, CatMAP model estimation
was considerably slower, consuming roughly 10,
50, and 7 hours for English, Finnish and Turkish,
respectively. Training and decoding with semi-
supervised Morfessor took 21, 111, and 47 hours
for English, Finnish and Turkish, respectively.

5 Conclusions

We extended a recent morphological segmenta-
tion approach based on CRFs from purely super-
vised to semi-supervised learning. We accom-
plished this in an efficient manner using feature set
augmentation and available unsupervised segmen-
tation techniques. Experiments on three diverse

2The improvements over the supervised CRFs and semi-
supervised Morfessor were statistically significant (confi-
dence level 0.95) according to the standard 1-sided Wilcoxon
signed-rank test performed on 10 randomly divided, non-
overlapping subsets of the complete test sets.

Method Train (ann.) Train (unann.) F1

English
CRF 100 0 78.8
S-MORF. 100 384,903 83.7
CRF (Harris) 100 384,903 80.9
CRF (BL+Harris) 100 384,903 82.6
CRF (CM+Harris) 100 384,903 84.4

CRF 1,000 0 85.9
S-MORF. 1,000 384,903 84.3
CRF (Harris) 1,000 384,903 87.6
CRF (BL+Harris) 1,000 384,903 87.9
CRF (CM+Harris) 1,000 384,903 88.4

Finnish
CRF 100 0 65.5
S-MORF. 100 2,206,719 70.4
CRF (Harris) 100 2,206,719 78.9
CRF (BL+Harris) 100 2,206,719 79.3
CRF (CM+Harris) 100 2,206,719 82.0

CRF 1,000 0 83.8
S-MORF. 1,000 2,206,719 76.4
CRF (Harris) 1,000 2,206,719 88.3
CRF (BL+Harris) 1,000 2,206,719 88.9
CRF (CM+Harris) 1,000 2,206,719 89.4

Turkish
CRF 100 0 77.7
S-MORF. 100 617,298 78.2
CRF (Harris) 100 617,298 82.6
CRF (BL+Harris) 100 617,298 84.9
CRF (CM+Harris) 100 617,298 85.5

CRF 1,000 0 88.6
S-MORF. 1,000 617,298 87.0
CRF (Harris) 1,000 617,298 90.1
CRF (BL+Harris) 1,000 617,298 91.7
CRF (CM+Harris) 1,000 617,298 91.8

Table 2: Results on test data. CRF (BL+Harris)
denotes semi-supervised CRF extension using
Morfessor Baseline and Harris features, while
CRF (CM+Harris) denotes CRF extension em-
ploying Morfessor CatMAP and Harris features.

languages showed that this straightforward semi-
supervised extension greatly improves the seg-
mentation accuracy of the supervised CRFs, while
being computationally efficient. The extension
also outperformed the semi-supervised Morfessor
algorithm on all data set sizes and languages.
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Abstract

We present an unsupervised inference pro-
cedure for phrase-based translation mod-
els based on the minimum description
length principle. In comparison to cur-
rent inference techniques that rely on
long pipelines of training heuristics, this
procedure represents a theoretically well-
founded approach to directly infer phrase
lexicons. Empirical results show that the
proposed inference procedure has the po-
tential to overcome many of the prob-
lems inherent to the current inference ap-
proaches for phrase-based models.

1 Introduction

Since their introduction at the beginning of the
twenty-first century, phrase-based (PB) transla-
tion models (Koehn et al., 2003) have become the
state-of-the-art for statistical machine translation
(SMT). PB model provide a big leap in translation
quality with respect to the previous word-based
translation models (Brown et al., 1990; Vogel et
al., 1996). However, despite their empirical suc-
cess, inference procedures for PB models rely on
a long pipeline of heuristics (Och and Ney, 2003)
and mismatched learning models, such as the long
outperformed word-based models. Latter stages
of the pipeline cannot recover mistakes or omis-
sions made in earlier stages which forces the indi-
vidual stages to massively overgenerate hypothe-
ses. This manifests as a huge redundancy in the
inferred phrase lexicons, which in turn largely pe-
nalizes the efficiency of PB systems at run-time.
The fact that PB models usually cannot generate
the sentence pairs in which they have been trained
in, or that it is even possible to improve the perfor-
mance of a PB system by discarding most of the
learned phrases are clear indicators of these defi-
ciencies (Sanchis-Trilles et al., 2011).

We introduce an unsupervised procedure to in-
fer PB models based on the minimum descrip-
tion length (MDL) principle (Solomonoff, 1964;

Rissanen, 1978). MDL, formally described in
Section 2, is a general inference procedure that
“learns” by “finding data regularities”. MDL takes
its name from the fact that regularities allow to
compress the data, i.e. to describe it using fewer
symbols than those required to describe the data
literally. As such, MDL embodies a form of Oc-
cam’s Razor in which the best model for a given
data is the one that provides a better trade-off be-
tween goodness-of-fit on the data and “complex-
ity” or “richness” of the model.

MDL has been previously used to infer mono-
lingual grammars (Grünwald, 1996) and inversion
transduction grammars (Saers et al., 2013). Here,
we adapt the basic principles described in the lat-
ter article to the inference of PB models. The
MDL inference procedure, described in Section 3,
learns PB models by iteratively generalizing an
initial model that perfectly overfits training data.
An MDL objective is used to guide this process.
MDL inference has the following desirable prop-
erties:

• Training and testing are optimized upon the
same model; a basic principle of machine learn-
ing largely ignored in PB models.

• It provides a joint estimation of the structure
(set of bilingual phrases) and the parameters
(phrase probabilities) of PB models.

• It automatically protects against overfitting by
implementing a trade-off between the expres-
siveness of the model and training data fitting.

The empirical evaluation described in Section 4
focuses on understanding the behavior of MDL-
based PB models and their specific traits. That
is, in contrast to a typical PB system building pa-
per, we are not exclusively focused on a short
term boost in translation quality. Instead, we aim
at studying the adequacy and future potential of
MDL as inference procedure for PB models.
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2 The MDL Principle

Given a set of data D, the MDL principle aims at
obtaining the simplest possible model Φ that de-
scribes D as well as possible (Solomonoff, 1964;
Rissanen, 1978). Central to MDL is the one-
to-one correspondence between description length
functions and probability distributions that follows
from the Kraft-McMillan inequality (McMillan,
1956). For any probability distribution Pr(·), it
is possible to construct a coding scheme such that
the length (in bits) of the encoded data is mini-
mum and equal to− log2(Pr(D)). In other words,
searching for a minimum description length re-
duces to searching for a good probability distribu-
tion, and vice versa. Taking these considerations
into account, MDL inference is formalized as:

Φ̂ = argmin
Φ

DL(Φ,D) (1)

= argmin
Φ

DL(Φ) + DL(D | Φ) (2)

where DL(Φ) denotes the description length of
the model, and DL(D | Φ) denotes the descrip-
tion length of the data given the model. A com-
plete introductory tutorial of the MDL principle
and methods can be found in (Grünwald, 2004).

3 MDL Phrase-Based Models

3.1 Description Length Functions

We start by defining how to compute DL(Φ) and
DL(D | Φ) for any PB model and data set.

Let PrΦ(D) be the probability of data set
D according to PB model Φ. We follow the
Kraft-McMillan inequality and define the de-
scription length of the data given the model as
DL(D | Φ) = − log2(PrΦ(D)), which it is the
lower bound for the description length of the data.

Regarding the description length of the PB
model, DL(Φ), we compute it by serializing Φ
into a sequence of symbols and then computing
the length of the optimal encoding of such se-
quence. To do that, we need one symbol for each
word in the source and target languages, another
symbol to separate the source and target sides in
a phrase pair, and one additional symbol to dis-
tinguish between the different pairs in the phrase
lexicon. For example, the following toy PB model

La|||The casa|||house azul|||blue
is serialized as La|The•casa|house•azul|blue,
where symbol • separates the phrase pairs, and |

separates the two sides of each pair. Assuming a
uniform distribution over the K different symbols,
each symbol would require − log2( 1

K ) bits to en-
code. We will thus require 3 bits to encode each
of the 8 symbols in the example, and 33 bits to en-
code the whole serialized PB model (11 symbols).

3.2 Inference Procedure
We now describe how to perform the maximiza-
tion in Equation (2). In the case of PB models,
this reduces to a search for the optimal phrase lex-
icon. Obviously, an exhaustive search over all pos-
sible sets of phrase pairs in the data is unfeasible
in practice. Following the ideas in (Vilar and Vi-
dal, 2005), we implement a search procedure that
iteratively generalizes an initial PB model that per-
fectly fits the data. Let D = {fn, en}Nn=1 be a
data set with N sentence pairs, where fn are sen-
tences in the source language and en are their cor-
responding translation in the target language. Our
initial PB model will be as follows:

f1 ||| e1 · · · fn ||| en · · · fN ||| eN

where the probability of each pair is given by the
number of occurrences of the pair in the data di-
vided by the number of occurrences of the source
(or target) language sentence.

To generalize this initial PB model, we need
to identify parts of the existing phrase pairs that
could be validly used in isolation. As a result, the
PB model will be able to generate new transla-
tions different from the ones in the training data.
From a probabilistic point of view, this process
moves some of the probability mass which is con-
centrated in the training data out to other data still
unseen; the very definition of generalization. Con-
sider a PB model such as:

La casa azul|||The blue house
Esta casa azul|||This blue house
Esta casa verde|||This green house

It can be segmented to obtain a new PB model:
La|||The casa azul|||blue house

Esta|||This casa verde|||green house

which is able to generate one new sentence pair
(La casa verde→The green house) and has a
shorter description length (19 symbols) in compar-
ison to the original model (23 symbols). We only
consider segmentations that bisect the source and
target phrases. More sophisticated segmentation
approaches are beyond the scope of this article.

Algorithm 1 describes the proposed PB infer-
ence by iterative generalization. First, we col-
lect the potential segmentations of the current PB
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Algorithm 1: Iterative inference procedure.
input : Φ (initial PB model)
output : Φ̂ (generalized PB model)
auxiliary : collect(Φ) (Returns the set of possible

segmentations of model Φ)
∆DL(s,Φ) (Returns variation in DL when

segmenting Φ according to s)
sort(S) (Sorts segmentation set S by

variation in DL)
commit(S,Φ) (Apply segmentations in S

to Φ, returns variation in DL)
begin1

repeat2
S ← collect(Φ);3
candidates← [];4
for s ∈ S do5

∆′ ← ∆DL(s,Φ);6
if ∆′ ≤ 0 then7

candidates .append({∆′, s});8

sort(candidates);9
∆← commit(candidates,Φ);10

until ∆ > 0 ;11
return Φ;12

end13

model (line 3). Then, we estimate the variation in
description length due to the application of each
segmentation (lines 4 to 8). Finally, we sort the
segmentations by variation in description length
(line 9) and commit to the best of them (line 10).
Specifically, given that different segmentations
may modify the same phrase pair, we apply each
segmentation only if it only affect phrase pairs
unaffected by previous segmentations in S . The
algorithm stops when none of the segmentations
lead to a reduction in description length. Saers
et al., (2013) follow a similar greedy algorithm to
generalize inversion transduction grammars.

The key component of Algorithm 1 is function
∆DL(s, Φ) that evaluates the impact of a candi-
date segmentation s on the description length of
PB model Φ. That is, ∆DL(s, Φ) computes the
difference in description length between the cur-
rent model Φ and the model Φ′ that would result
from committing to s:

∆DL(s, Φ) = DL(Φ′)−DL(Φ)
+ DL(D | Φ′)−DL(D | Φ) (3)

The length difference between the phrase lexi-
cons (DL(Φ′)−DL(Φ)) is trivial. We merely have
to compute the difference between the lengths of
the phrase pairs added and removed. The differ-
ence for the data is given by − log2

(
PrΦ′ (D)
PrΦ(D)

)
,

where PrΦ′(D) and PrΦ(D) are the probability
of D according to Φ′ and Φ respectively. These

EuTransI (Sp / En)

train tune test

#Sentences 10k 2k 1k
#Words 97k / 99k 23k / 24k 12k / 12k
Vocabulary 687 / 513 510 / 382 571 / 435
OOV – / – 0 / 0 0 / 0
Perplexity – / – 8.4 / 3.4 8.1 / 3.3

News Commentary (Sp / En)

train tune test

#Sentences 51k 2k 1k
#Words 1.4M / 1.2M 56k / 50k 30k / 26k
Vocabulary 47k / 35k 5k / 5k 8k / 7k
OOV – / – 390 / 325 832 / 538
Perplexity – / – 136.2 / 197.9 144.2 / 206.0

Table 1: Main figures of the experimental corpora.
M and k stand for millions and thousands of ele-
ments respectively. Perplexity was calculated us-
ing 5-gram language models.

probabilities can be computed by translating the
training data. However, this is a very expensive
process that we cannot afford to perform for each
candidate segmentation. Instead, we estimate the
description length of the data in closed form based
on the probabilities of the phrase pairs involved.
The probability of a phrase pair {f̃, ẽ} is computed
as the the number of occurrences of the pair di-
vided by the number of occurrences of the source
(or target) phrase. We thus estimate the probabil-
ities in the segmented model Φ′ by counting the
occurrences of the replaced phrase pairs as occur-
rences of the segmented pairs. Let {f̃0, ẽ0} be
the phrase pair we are splitting into {f̃1, ẽ1} and
{f̃2, ẽ2}. The direct phrase probabilities in Φ′ will
be identical to those in Φ except that:

PΦ′(ẽ0 | f̃0) = 0

PΦ′(ẽ1 | f̃1) =
NΦ({f̃1, ẽ1}) + NΦ({f̃0, ẽ0})

NΦ(̃f1) + NΦ({f̃0, ẽ0})

PΦ′(ẽ2 | f̃2) =
NΦ({f̃2, ẽ2}) + NΦ({f̃0, ẽ0})

NΦ(̃f2) + NΦ({f̃0, ẽ0})

where NΦ(·) are counts in Φ. Inverse probabilities
are computed accordingly. Finally, we compute
the variation in data description length using:

PrΦ′(D)
PrΦ(D)

≈PΦ′(ẽ1 | f̃1) · PΦ′(ẽ2 | f̃2)
PΦ(ẽ0 | f̃0)

· PΦ′ (̃f1 | ẽ1) · PΦ′(f̃2 | ẽ2)
PΦ(̃f0 | ẽ0)

(4)
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EUtransI News Commentary

BLEU [%] Size BLEU [%] Size(tune/test) (tune/test)

SotA 91.6 / 90.9 39.1k 31.4 / 30.7 2.2M
MDL 88.7 / 88.0 2.7k 24.8 / 24.6 79.1k

Table 2: Size (number of phrase pairs) of the
MDL-based PB models, and quality of the gener-
ated translations. We compare against a state-of-
the-art PB inference pipeline (SotA).

For a segmentation set, we first estimate the new
model Φ′ to reflect all the applied segmentations,
and then sum the differences in description length.

4 Empirical Results

We evaluated the proposed inference procedure
on the EuTransI (Amengual et al., 2000) and the
News Commentary (Callison-Burch et al., 2007)
corpora. Table 1 shows their main figures.

We inferred PB models (set of phrase pairs and
their corresponding probabilities) with the training
partitions as described in Section 3.2. Then, we
included these MDL-based PB models in a con-
ventional log-linear model optimized with the tun-
ing partitions (Och, 2003). Finally, we generated
translations for the test partitions using a conven-
tional PB decoder (Koehn et al., 2007).

Table 2 shows size (number of phrase pairs) of
the inferred MDL-based PB models, and BLEU
score (Papineni et al., 2002) of their translations of
the tune and test partitions. As a comparison, we
display results for a state-of-the-art (SotA) PB sys-
tem (Koehn et al., 2007). These results show that
MDL inference obtained much more concise mod-
els (less than one tenth the number of phrases) than
the standard inference pipeline. Additionally, the
translations of the simple EuTransI corpus were of
a similar quality as the ones obtained by the SotA
system. In contrast, the quality of the translations
for News Commentary was significantly lower.

To better understand these results, Figure 1 dis-
plays the histogram of phrase lengths (number of
source words plus target words) of the SotA model
and the MDL-based model for the News Commen-
taries corpus. We first observed that the length of
the phrase pairs followed a completely different
distribution depending on the inference procedure.
Most of the phrase pairs of the MDL-based model
translated one source word by one target word
with an exponential decay in frequency for longer
phrase pairs; a typical distribution of events in nat-
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Figure 1: Histogram of lengths (source plus target
words) for the phrase pairs in the inferred models.

ural language (Zipf, 1935). Longer phrase pairs,
about 45% of the total, contain sequences of words
that only appear once in the corpus, and thus, they
cannot be segmented in any way that leads to a re-
duction in description length. Although formally
correct, long phrase pairs generalize poorly which
explains the comparatively poor performance of
MDL inference for the News Commentaries cor-
pus. This problem was largely attenuated for Eu-
TransI due to its simplicity.

5 Conclusions and Future Developments

We have described a simple, unsupervised infer-
ence procedure for PB models that learns phrase
lexicons by iteratively splitting existing phrases
into smaller phrase pairs using a theoretically
well-founded minimum description length objec-
tive. Empirical results have shown that the in-
ferred PB models, far from the artificial redun-
dancy of the conventional PB inference pipeline,
are very parsimonious and provide competitive
translations for simple translation tasks.

The proposed methodology provides a solid
foundation from where to develop new PB infer-
ence approaches that overcome the problems in-
herent to the long pipeline of heuristics that nowa-
days constitute the state-of-the-art. Future devel-
opments in this direction will include:

• A more sophisticated segmentation procedure
that allow to divide the phrases into more that
two segments.

• A hybrid approach where the long phrase pairs
remaining after the MDL inference are further
segmented, e.g., according to a word lexicon.

• The inclusion of lexical models in the definition
of the PB model.
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Abstract
We present the first application of Na-
tive Language Identification (NLI) to non-
English data. Motivated by theories of lan-
guage transfer, NLI is the task of iden-
tifying a writer’s native language (L1)
based on their writings in a second lan-
guage (the L2). An NLI system was ap-
plied to Chinese learner texts using topic-
independent syntactic models to assess
their accuracy. We find that models using
part-of-speech tags, context-free grammar
production rules and function words are
highly effective, achieving a maximum ac-
curacy of 71% . Interestingly, we also find
that when applied to equivalent English
data, the model performance is almost
identical. This finding suggests a sys-
tematic pattern of cross-linguistic transfer
may exist, where the degree of transfer is
independent of the L1 and L2.

1 Introduction
Native Language Identification (NLI) is the task of
identifying an author’s native language (L1) based
on their writings in a second language (the L2).
NLI works by identifying language use patterns
that are common to groups of speakers that share
the same native language. This process is under-
pinned by the presupposition that an author’s L1
will dispose them towards particular language pro-
duction patterns in their L2, as influenced by their
mother tongue. This relates to Cross-Linguistic
Influence (CLI), a key topic in the field of Second
Language Acquisition (SLA) that analyzes trans-
fer effects from the L1 on later learned languages
(Ortega, 2009).

While NLI has applications in security, most re-
search has a strong linguistic motivation relating to
language teaching and learning. Rising numbers
of language learners have led to an increasing need

for language learning resources, which has in turn
fuelled much of the language acquisition research
of the past decade. In this context, by identify-
ing L1-specific language usage and error patterns,
NLI can be used to better understand SLA and de-
velop teaching methods, instructions and learner
feedback that is specific to their mother tongue.

However, all of the NLI research to date has fo-
cused exclusively on English L2 data. To this end
there is a need to apply NLI to other languages,
not only to gauge their applicability but also to aid
in teaching research for other emerging languages.

Interest in learning Chinese is rapidly growing,
leading to increased research in Teaching Chinese
as a Second Language (TCSL) and the develop-
ment of related resources such as learner corpora
(Chen et al., 2010). The application of these tools
and scientific methods like NLI can greatly assist
researchers in creating effective teaching practices
and is an area of active research.

The aim of this research is to evaluate the cross-
language applicability of NLI techniques by ap-
plying them to Chinese learner texts, evaluating
their efficacy and comparing the results with their
English equivalents.

To the best of our knowledge this is the first
reported application of NLI to non-English data
and we believe this is an important step in gain-
ing deeper insights about the technique.

2 Related Work
NLI is a fairly recent, but rapidly growing area of
research. While some research was conducted in
the early 2000s, the most significant work has only
appeared in the last few years (Wong and Dras,
2009; Wong and Dras, 2011; Swanson and Char-
niak, 2012; Tetreault et al., 2012; Bykh and Meur-
ers, 2012).

Most studies approach NLI as a multi-class su-
pervised classification task. In this experimental
design, the L1 metadata are used as class labels
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and the individual writings are used as training and
testing data. Using lexical and syntactic features
of increasing sophistication, researchers have ob-
tained good results under this paradigm. While a
detailed exposition of NLI has been omitted here
due to space constraints, a concise review can be
found in Bykh and Meurers (2012).

2.1 NLI 2013 Shared Task
This increased interest brought unprecedented
level of research focus and momentum, resulting
in the first NLI shared task being held in 2013.1

The shared task aimed to facilitate the comparison
of results by providing a large NLI-specific dataset
and evaluation procedure, to enable direct compar-
ison of results achieved through different methods.
Overall, the event was considered a success, draw-
ing 29 entrants and experts from not only Compu-
tational Linguistics, but also SLA. The best teams
achieved accuracies of greater than 80% on this
11-class classification task. A detailed summary
of the results is presented in Tetreault et al. (2013).

3 Data
Growing interest has led to the recent develop-
ment of the Chinese Learner Corpus (Wang et al.,
2012), the first large-scale corpus of learner texts
comprised of essays written by university stu-
dents. Learners from 59 countries are represented
and proficiency levels have been sampled repre-
sentatively across beginners, intermediate and ad-
vanced learners. However, texts by native speak-
ers of other Asian countries are disproportionately
represented, likely due to geographical proximity.

For this work we extracted 3.75 million tokens
of text from the CLC in the form of individual
sentences.2 Following the methodology of Brooke
and Hirst (2011), we combine the sentences from
the same L1 to form texts of 600 tokens on aver-
age, creating a set of documents suitable for NLI3.

We choose the top 11 languages, shown in Ta-
ble 1, to use in our experiments. This is due to
two considerations. First, while many L1s are rep-
resented in the corpus, most have relatively few
texts. Choosing the top 11 classes allows us to

1Organised by the Educational Testing Service and co-
located with the eighth instalment of the Building Ed-
ucational Applications Workshop at NAACL/HLT 2013.
sites.google.com/site/nlisharedtask2013/

2Full texts are not made available, only individual sen-
tences with the relevant metadata (proficiency/nationality).

3Pending permission from the CLC corpus authors, we
will attempt to release the Chinese NLI dataset publicly.

Language Size Language Size
Filipino FIL 415 Indonesian IND 402
Thai THA 400 Laotian LAO 366
Burmese MYA 349 Korean∗ KOR 330
Khmer KHM 294 Vietnamese VIE 267
Japanese∗ JAP 180 Spanish∗ SPA 112
Mongolian MON 101

Table 1: Our data, broken down by language and
the number of texts in each class. Languages over-
lapping with the TOEFL11 corpus marked with ∗.

balance having a large number of classes, and also
maximizes the amount of data used. Secondly, this
is the same number of classes used in the NLI 2013
shared task, enabling us to draw cross-language
comparisons with the shared task results.

4 Experimental Setup
We also follow the supervised classification ap-
proach described in §2. We devise and run exper-
iments using several models that capture different
types of linguistic information. For each model,
features are extracted from the texts and a clas-
sifier is trained to predict the L1 labels using the
features. As our data is not topic-balanced, we
avoid using topic-dependent lexical features such
as character or word n-grams.

Each experiment is run with two feature repre-
sentations: binary (presence/absence of a feature)
and normalized frequencies, where feature values
are normalized to text length using the l2-norm.

4.1 Parser
The Stanford CoreNLP4 suite of NLP tools and
the provided Chinese models are used to tokenize,
PoS tag and parse the unsegmented corpus texts.

4.2 Classifier
We use Support Vector Machines for classifica-
tion. Specifically, we use the LIBLINEAR SVM
package (Fan et al., 2008) as it is well-suited to
text classification tasks with large numbers of fea-
tures and texts. We use the L2-regularized L2-loss
support vector classification (dual) solver.

4.3 Evaluation
The same evaluation metrics and standards used in
the NLI2013 Shared Task are used: we report clas-
sification accuracy under 10-fold cross-validation.
We also use the same number of classes as the
shared task to facilitate comparative analyses.

4http://nlp.stanford.edu/software/corenlp.shtml
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Feature Accuracy (%)
Binary Frequency

Random Baseline 9.09 9.09
PoS unigrams 20.12 35.32
Part-of-Speech bigrams 32.83 54.24
Part-of-Speech trigrams 47.24 55.60

Function Words 43.93 51.91

Production Rules 36.14 49.80
All features 61.75 70.61

Table 2: Chinese Native Language Identification
accuracy (%) for all of our models.

5 Experiments and Results
5.1 Part-of-Speech tag n-grams

Our first experiment assesses the utility of the
syntactic information captured by part-of-speech
(PoS) tags for Chinese NLI. The PoS tags for each
text are predicted and n-grams of size 1–3 are ex-
tracted from the tags. These n-grams capture (very
local) syntactic patterns of language use and are
used as classification features.

The results for these three features, and our
other models are shown in Table 2. The trigram
frequencies give the best accuracy of 55.60%, sug-
gesting that there exist group-specific patterns of
Chinese word order and category choice which
provide a highly discriminative cue about the L1.

5.2 Function Words

As opposed to content words, function words are
topic-independent grammatical words that indi-
cate the relations between other words. They
include determiners, conjunctions and auxiliary
verbs. Distributions of English function words
have been found to be useful in studies of author-
ship attribution and NLI. Unlike PoS tags, this
model analyzes the author’s specific word choices.

We compiled a list of 449 Chinese function
words5 to be used as features in this model. As
shown in Table 2, the function word frequency
features provide the best accuracy of 51.91%,
significantly higher than the random baseline.
This again suggests the presence of L1-specific
grammatical and lexical choice patterns that can
help distinguish the L1, potentially due to cross-
linguistic transfer. Such lexical transfer effects

5The function word list was compiled from Chinese lan-
guage teaching resources. The complete list can be accessed
at http://comp.mq.edu.au/˜madras/research/
data/chinese-fw.txt
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Figure 1: A constituent parse tree for a sentence
from the corpus along with some of the context-
free grammar production rules extracted from it.

have been previously noted by researchers and
linguists (Odlin, 1989). These effects are medi-
ated not only by cognates and similarities in word
forms, but also word semantics and meanings.

5.3 Context-free Grammar Production Rules

In the next experiment we investigate the differ-
ences in the distribution of the context-free gram-
mar production rules used by the learners. To do
this, constituent parses for all sentences are ob-
tained and the production rules, excluding lexical-
izations, are extracted. Figure 1 shows a sample
tree and rules. These context-free phrase structure
rules capture the overall structure of grammatical
constructions and are used as classification fea-
tures in this experiment.

As seen in Table 2, the model achieves an accu-
racy of 49.80%. This supports the hypothesis that
the syntactic substructures contain characteristic
constructions specific to L1 groups and that these
syntactic cues strongly signal the writer’s L1.

5.4 Combining All Features

Finally, we assess the redundancy of the informa-
tion captured by our models by combining them
all into one vector space to create a single clas-
sifier. From Table 2 we see that for each feature
representation, the combined feature results are
higher than the single best feature, with a max-
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imum accuracy of 70.61%. This demonstrates
that for at least some of the features, the informa-
tion they capture is orthogonal and complemen-
tary, and combining them can improve results.

6 Discussion
A key finding here is that NLI models can be suc-
cessfully applied to non-English data. This is an
important step for furthering NLI research as the
field is still relatively young and many fundamen-
tal questions have yet to be answered.

All of the tested models are effective, and they
appear to be complementary as combining them
improves overall accuracy. We also note the differ-
ence in the efficacy of the feature representations
and see a clear preference for frequency-based fea-
ture values. Others have found that binary features
are the most effective for English NLI (Brooke and
Hirst, 2012), but our results indicate frequency in-
formation is more informative in this task. The
combination of both feature types has also been
reported to be effective (Malmasi et al., 2013).

To see how these models perform across lan-
guages, we also compare the results against the
TOEFL11 corpus used in the NLI2013 shared
task. We perform the same experiments on that
dataset using the English CoreNLP models, Penn
Treebank PoS tagset and a set of 400 English func-
tion words. Figure 2 shows the results side by side.

Remarkably, we see that the model results
closely mirror each other across corpora. This is a
highly interesting finding from our study that mer-
its further investigation. There is a systematic pat-
tern occurring across data from learners of com-
pletely different L1-L2 pairs. This suggests that
manifestations of CLI via surface phenomena oc-
cur at the same levels and patternings regardless
of the L2. Cross-language studies can help re-
searchers in linguistics and cognitive science to
better understand the SLA process and language
transfer effects. They can enhance our understand-
ing of how language is processed in the brain in
ways that are not possible by just studying mono-
linguals or single L1-L2 pairs, thereby providing
us with important insights that increase our knowl-
edge and understanding of the human language
faculty.

One limitation of this work is the lack of sim-
ilar amounts of training data for each language.
However, many of the early and influential NLI
studies (e.g. Koppel et al. (2005), Tsur and Rap-
poport (2007)) were performed under similar cir-
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Figure 2: Comparing feature performance on the
Chinese Learner Corpus and English TOEFL11
corpora. PoS-1/2/3: PoS uni/bi/trigrams, FW:
Function Words, PR: Production Rules

cumstances. This issue was noted at the time, but
did not deter researchers as corpora with similar
issues were used for many years. Non-English
NLI is also at a similar state where the extant cor-
pora are not optimal for the task, but no other al-
ternatives exist for conducting this research.

Finally, there are also a number of way to fur-
ther develop this work. Firstly, the experimental
scope could be expanded to use even more lin-
guistically sophisticated features such as depen-
dency parses. Model accuracy could potentially
be improved by using the metadata to develop
proficiency-segregated models. Classifier ensem-
bles could also help in increasing the accuracy.

7 Conclusion
In this work we have presented the first application
of NLI to non-English data. Using the Chinese
Learner Corpus, we compare models based on
PoS tags, function words and context-free gram-
mar production rules and find that they all yield
high classification accuracies.

Comparing the models against an equivalent
English learner corpus we find that the accura-
cies are almost identical across both L2s, suggest-
ing a systematic pattern of cross-linguistic transfer
where the degree of transfer is independent of the
L1 and L2. Further research with other L2 learner
corpora is needed to investigate this phenomena.
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Abstract

Finding the right features and patterns for
identifying relations in natural language is
one of the most pressing research ques-
tions for relation extraction. In this pa-
per, we compare patterns based on super-
vised and unsupervised syntactic parsing
and present a simple method for extract-
ing surface patterns from a parsed training
set. Results show that the use of surface-
based patterns not only increases extrac-
tion speed, but also improves the quality
of the extracted relations. We find that, in
this setting, unsupervised parsing, besides
requiring less resources, compares favor-
ably in terms of extraction quality.

1 Introduction

Relation extraction is the task of automatically de-
tecting occurrences of expressed relations between
entities in a text and structuring the detected in-
formation in a tabularized form. In natural lan-
guage, there are infinitely many ways to creatively
express a set of semantic relations in accordance to
the syntax of the language. Languages vary across
domains and change over time. It is therefore im-
possible to statically capture all ways of express-
ing a relation.

Most relation extraction systems (Bunescu and
Mooney, 2005; Snow et al., 2005; Zhang et al.,
2006; Mintz et al., 2009; Alfonseca et al., 2012;
Min et al., 2012) generalize semantic relations
by taking into account statistics about the syntac-
tic construction of sentences. Usually supervised
parsers are applied for parsing sentences.

Statistics are then utilized to machine-learn how
textual mentions of relations can be identified.
Many researchers avoid the need for expensive
corpora with manually labeled relations by apply-
ing a scheme called distant supervision (Mintz et

al., 2009; Roth et al., 2013) which hypothesizes
that all text fragments containing argument co-
occurrences of known semantic relation facts in-
deed express these relations. Still, systems rely-
ing on supervised parsers require training from an-
notated treebanks, which are expensive to create,
and highly domain- and language dependent when
available.

An alternative is unsupervised parsing, which
automatically induces grammars by structurally
analyzing unlabeled corpora. Applying unsuper-
vised parsing thus avoids the limitation to lan-
guages and domains for which annotated data is
available. However, induced grammars do not
match traditional linguistic grammars. In most of
the research on parsing, unsupervised parsers are
still evaluated based on their level of correspon-
dence to treebanks. This is known to be prob-
lematic because there are several different ways of
linguistically analyzing text, and treebank anno-
tations also contain questionable analyses (Klein,
2005). Moreover, it is not guaranteed that the syn-
tactic analysis which is most conforming to a gen-
eral linguistic theory is also best suited in an ex-
trinsic evaluation, such as for relation extraction.

In this work, we apply a supervised and an un-
supervised parser to the relation extraction task by
extracting statistically counted patterns from the
resulting parses. By utilizing the performance of
the overall relation extraction system as an indirect
measure of a parser’s practical qualities, we get a
task-driven evaluation comparing supervised and
unsupervised parsers. To the best of our knowl-
edge, this is the first work to compare general-
purpose unsupervised and supervised parsing on
the application of relation extraction. Moreover,
we introduce a simple method to obtain shallow
patterns from syntactic analyses and show that, be-
sides eliminating the need to parse text during sys-
tem application, such patterns also increase extrac-
tion quality. We discover that, for this method, un-
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supervised parsing achieves better extraction qual-
ity than the more expensive supervised parsing.

1.1 Related Work

Unsupervised and weakly supervised training
methods have been applied to relation extraction
(Mintz et al., 2009; Banko et al., 2007; Yates
and Etzioni, 2009) and similar applications such
as semantic parsing (Poon and Domingos, 2009)
and paraphrase acquisition (Lin and Pantel, 2001).
However, in such systems, parsing is commonly
applied as a separately trained subtask1 for which
supervision is used.

Hänig and Schierle (2009) have applied unsu-
pervised parsing to a relation extraction task but
their task-specific data prohibits supervised pars-
ing for comparison.

Unsupervised parsing is traditionally only eval-
uated intrinsically by comparison to gold-standard
parses. In contrast, Reichart and Rappoport (2009)
count POS token sequences inside sub-phrases for
measuring parsing consistency. But this count is
not clearly related to application qualities.

2 Methodology

A complete relation extraction system consists of
multiple components. Our system follows the ar-
chitecture described by Roth et al. (2012). In
short, the system retrieves queries in the form
of entity names for which all relations captured
by the system are to be returned. The en-
tity names are expanded by alias-names extracted
from Wikipedia link anchor texts. An information
retrieval component retrieves documents contain-
ing either the name or one of the aliases. Further
filtering retains only sentences where a named en-
tity tagger labeled an occurrence of the queried
entity as being of a suitable type and furthermore
found a possible entity for the relation’s second ar-
gument. For each candidate sentence, a classifier
component then identifies whether one of the cap-
tured relation types is expressed and, if so, which
one it is. Postprocessing then outputs the classi-
fied relation according to task-specific format re-
quirements. Here, we focus on the relation type
classifier.

1An exception is the joint syntactic and semantic (super-
vised) parsing model inference by Henderson et al. (2013)

2.1 Pattern Extraction

For our relation extraction system, we use a simple
pattern matching framework. Whenever at least
one candidate sentence containing two entities A
and B matches one of the patterns extracted for a
certain relation type R, the classifier states that R
holds between A and B.

We experimented with two types of patterns.
First, we simply parsed the training set and ex-
tracted shortest dependency path patterns. These
patterns search for matches on the parse tree.
Following Lin and Pantel (2001), the shortest
path connecting two arguments in a dependency
graph has been widely used as a representation
of relation instance mentions. The general idea
is that shortest paths skip over irrelevant op-
tional parts of a sentence such as in $1, who
... founded $2 where the shortest path pattern
$1←founded→$2 matches although an irrel-
evant relative clause appears between the argu-
ments $1 and $2. Similar representations have
been used by Mintz et al. (2009), Alfonseca et al.
(2012) and Snow et al. (2005).

In a second set of experiments, we used the
shortest dependency paths in parsed training sen-
tences to generate surface-based patterns. These
patterns search for matches directly on plain text
and therefore do no longer rely on parsing at appli-
cation time. The patterns are obtained by turning
the shortest paths between relational arguments in
the parsed training data into token sequences with
gaps. The token sequences consist of all words
in the sentence that appear on the shortest depen-
dency path. Argument positions in the surface pat-
terns are specified by special tokens $1 and $2.
At all places, where there are one or more tokens
which are not on the shortest dependency path but
which are surrounded either by tokens on the de-
pendency path or by arguments, an asterisk repre-
sents up to four unspecified tokens. For the short-
est path $1←,←who→$2 connecting Friedman
and economist in the DMV parse depicted in Fig-
ure 1, this method generates the pattern $1, *
$2 who. As can be seen, such patterns can cap-
ture a conjunction of token presence conditions to
the left, between, and to the right of the arguments.
In cases where argument entities are not parsed as
a single complete phrase, we generate patterns for
each possible combination of outgoing edges from
the two arguments. We dismiss patterns generated
for less than four distinct argument entity pairs of
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Milton Friedman , a conservative economist who died in 2006 at age 94 , received the Nobel Prize for economics in 1976 .
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Figure 1: Comparison of a DMV (above text) and a MALT parse (below text) of the same sentence.

the same relation type. For each pattern, we cal-
culate the precision on the training set and retain
only patterns above a certain precision threshold.

2.2 Supervised and Unsupervised Parsing
Typical applications which require syntactic anal-
yses make use of a parser that has been trained un-
der supervision of a labeled corpus conforming to
a linguistically engineered grammar. In contrast,
unsupervised parsing induces a grammar from fre-
quency structures in plain text.

Various algorithms for unsupervised parsing
have been developed in the past decades. Head-
den (2012) gives a rather recent and extensive
overview of unsupervised parsing models. For our
work, we use the Dependency Model with Valence
(DMV) by Klein and Manning (2004). Most of
the more recent unsupervised dependency pars-
ing research is based on this model. DMV is a
generative head-outward parsing model which is
trained by expectation maximization on part-of-
speech (POS) sequences of the input sentences.
Starting from a single root token, head tokens gen-
erate dependants by a probability conditioned on
the direction (left/right) from the head and the
head’s token type. Each head node generates to-
kens until a stop event is generated with a prob-
ability dependent on the same criteria plus a flag
whether some dependant token has already been
generated in the same direction.

For comparison of unsupervised and supervised
parsing, we apply the (Nivre, 2003) determinis-
tic incremental parsing algorithm Nivre arc-eager,
the default algorithm of the MALT framework2

(Nivre et al., 2007). In this model, for each word
token, an SVM classifier decides for a parser state
transition, which, in conjunction with other deci-
sions, determines where phrases begin and end.

2http://www.maltparser.org as of Nov. 2013

3 Experiments

We used the plain text documents of the English
Newswire and Web Text Documents provided for
TAC KBP challenge 2011 (Ji et al., 2011). We
automatically annotated relation type mentions in
these documents by distant supervision using the
online database Freebase3, i.e. for all relation
types of TAC KBP 2011, we took relation triples
from Freebase and, applying preprocessing as de-
scribed in Section 2, we retrieved sentences men-
tioning both arguments of some Freebase relation
with matching predicted entity types. We hypothe-
size that all sentences express the respective Free-
base relation. This way we retrieved a distantly
supervised training set of 480 622 English sen-
tences containing 92468 distinct relation instances
instantiating 41 TAC KBP relation types.

3.1 Training and Evaluation

From our retrieved set of sentences, we took those
with a maximum length of 10 tokens and trans-
formed them to POS sequences. We trained DMV
only on this dataset of short POS sequences, which
we expect to form mentions of a modeled relation.
Therefore, we suspect that DMV training assigns
an increased amount of probability mass to depen-
dency paths along structures which are truly re-
lated to these relations. We used the DMV imple-
mentation from Cohen and Smith (2009) 4.

For the supervised Nivre arc-eager parser we
used MALT (Nivre et al., 2007) with a pre-trained
Penn Treebank (Marcus et al., 1993) model5. As
a baseline, we tested left branching parses i.e.

3http://www.freebase.com as of Nov. 2013
4publicly available at http://www.ark.cs.cmu.

edu/DAGEEM/ as of Nov. 2013 (parser version 1.0).
5http://www.maltparser.org/mco/

english_parser/engmalt.linear-1.7.mco
as of Nov. 2013
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Figure 2: micro-averaged F1 and precision&recall results for varied training precision thresholds

pattern set (+additional DMV pattern) precision recall F1
MALT generated patterns only .1769 .2010 .1882
+p:title $1 * $2 of +0.73% +8.40% +4.14%
+p:title $1 , * $2 of +0.90% +4.22% +2.39%
+o:state of hqs $1 * in * , $2 +1.35% +1.59% +1.43%
+p:title $1 , * $2 who +0.90% +1.35% +1.22%
+o:parents $1 , * by $2 +0.62% +1.35% +1.06%
+o:city of hqs $1 , * in $2 , +1.01% +1.04% +1.00%
+p:origin $2 ’s $1 won the +0.84% +1.04% +0.95%
+p:employee of $1 * $2 ’s chief +0.28% +1.04% +0.79%
+o:website $1 : $2 +0.28% +1.04% +0.79%

Table 1: DMV patterns improving MALT results
the most, when added to the MALT patternset

dependency trees solely consisting of head-to-
dependent edges from the right to the left6.

All the extracted sentences were parsed and pat-
terns were extracted from the parses. The patterns
were then applied to the corpus and their precision
was determined according to Freebase. With dif-
ferent cut-off values on training precision, the full
relation extraction pipeline described in Section 2
was evaluated with respect to the Slot Filling test
queries of TAC KBP 2011.

3.2 Results

Figure 2 (left) depicts F1-measured testset results
for pattern sets with varying training precision
thresholds. Figure 2 (right) shows a precision re-
call plot of the same data points.

As can be seen in Figure 2 (left), flattening
graph patterns to surface-based patterns increased
the overall F1 score. The curve for MALT gen-
erated surface patterns in Figure 2 (right) shows
no increase in precision towards low recall levels
where only the highest-training-precision patterns
are retained. This indicates a lack of precision

6Since for such parses the shortest path is the complete
observed word sequence between the two relation arguments,
surface and parse-tree patterns become equal.

in MALT-based surface patterns. In contrast, the
corresponding DMV-based graph increases mono-
tonically towards lower recall levels, which is re-
flected by the highest F1 score (Figure 2, left).

Table 1 shows the increases in evaluation score
of those DMV-generated patterns which help most
to more precisely identify relations when added to
the set of all MALT-generated patterns (sorted by
F1 score). Figure 1 compares the syntactic analy-
ses of MALT and DMV for an example sentence
where DMV generates one of the listed patterns.
The numbers of Table 1 indicate that such patterns
are missing without alternatives in the pattern set
gained from supervised parsing.

4 Conclusion

We have presented a simple method for generat-
ing surface-based patterns from parse trees which,
besides avoiding the need for parsing test data,
also increases extraction quality. By comparing
supervised and unsupervised parsing, we further-
more found that unsupervised parsing not only
eliminates the dependency on expensive domain-
specific training data, but also produce surface-
based extraction patterns of increased quality. Our
results emphasize the need for task-driven evalu-
ation of unsupervised parsing methods and show
that there exist indicative structures for relation ex-
traction beyond widely agreed-on linguistic syntax
analyses.
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Abstract

In Targeted Entity Disambiguation setting,
we take (i) a set of entity names which be-
long to the same domain (target entities),
(ii) candidate mentions of the given enti-
ties which are texts that contain the tar-
get entities as input, and then determine
which ones are true mentions of “target
entity”. For example, given the names of
IT companies, including Apple, we deter-
mine Apple in a mention denotes an IT
company or not. Prior work proposed a
graph based model. This model ranks all
candidate mentions based on scores which
denote the degree of relevancy to target
entities. Furthermore, this graph based
model could utilize reference pages of tar-
get entities. However, human annotators
must select reference pages in advance.
We propose an automatic method that can
select reference pages. We formalize the
selection problem of reference pages as an
Integer Linear Programming problem. We
show that our model works as well as the
prior work that manually selected refer-
ence pages.

1 Introduction

The enterprise is typically interested in customer’s
opinions. One of the methods to analyze cus-
tomer’s opinions is to collect mentions which con-
tain product names. We would get a noisy mention
collection if we use a simple method which ex-
tracts mentions that contain product names, since
the product names may be used as other meanings.

Wang et al. (2012) proposed a new task which
they referred to as Targeted Entity Disambigua-
tion (TED). In this problem setting, we take (i) a
set of entity names which belong to the same do-
main (target entities), (ii) candidate mentions of

the given entities which are texts that contain the
target entity entities as input, and then determine
which ones are true mentions for the target enti-
ties. TED is different from traditional Word Sense
Disambiguation or Entity Linking. Word Sense
Disambiguation can be viewed as a classification
task in which word senses are the classes (Nav-
igli, 2009) and Entity Linking is the task of link-
ing name in Web text with entities in Wikipedia
(Han et al., 2011). The uniqueness of this prob-
lem is that the entities are all in the same domain
(referred to as the target domain) and not necessar-
ily included in a knowledge base such as DBpedia,
Freebase or YAGO.

Wang et al. (2012) realized TED with a graph
based model. In their graph based method, a target
entity in a mention is regarded as a node, and the
weight of an edge is determined according to con-
text similarity, and a prior score of node that is de-
termined according to the unique number of target
entities in the mention. This graph is called as a
mention graph. Using mention graph, the author-
ity of each mention is calculated with Mention-
Rank which is a variant of PageRank (Page et al.,
1999). This authority denotes a score of how likely
this node is in the target domain. In addition, Men-
tionRank could integrate external knowledge such
as Wikipedia. For each target entity, a reference
page is added as a virtual node to the graph. Since
reference pages can be regarded as true mentions,
the prior scores of virtual nodes are higher than
other mentions. This extended method can prop-
agate the score of the virtual node of each entity
to candidate mentions which are likely true. Al-
though the use of reference pages works well, hu-
man annotators must select these reference pages.

In Word Sense Disambiguation and Entity Link-
ing, there are some collective approaches (Hoffart
et al., 2011; Kulkarni et al., 2009). In this pa-
per, we apply this technique to the selection prob-
lem of reference pages for TED. To select refer-
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ence pages, we collect candidate reference pages
of target entities from Wikipedia in advance. If
the name of a target entity has a disambiguation
page in Wikipedia, we have two or more candi-
date reference pages. Then we formalize the prob-
lem of reference page selection as an Integer Lin-
ear Programming problem. Our model is going to
maximize the summation of similarities between
selected pages under some constraints. Thus, co-
herent pages are selected as reference pages. Our
method does not require any knowledge except for
names of target entities. We give only target enti-
ties as input to select reference pages. Our method
shows competitive accuracy of the prior method
with manually selected reference pages.

2 Task Definition

Following previous work, we assume that all oc-
currences of a name in a mention refer to the same
entity (e.g., occurrences of the string “Apple” in a
single mention either all refer to the IT company
or all refer to the fruit) (Wang et al., 2012).

TED is defined as follows.

Definition 1 (Targeted Entity Disambiguation).
Given input of a target entity set E = {e1, ..., en},
a mention set D = {d1, ..., dn} and candidate
mentions R = {(ei, dj)|ei ∈ E, dj ∈ D}, out-
put score rij ∈ [0, 1] for every candidate mention
(ei, dj) ∈ R.

3 Related Work

Wang et al. (2012) proposed MentionRank to ad-
dress TED. MentionRank is similar to PageRank.
This model is based on three hypotheses:

1. Context similarity: The true mentions
across all the entities, across all the mentions
will have more similar contexts than the false
mentions of different entities.

2. Co-Mention: If multiple target entities are
co-mentioned in a mention, they are likely to
be true mentions.

3. Interdependency: If one or more men-
tions among the ones with similar context is
deemed likely to be a true mention, they are
all likely to be true mentions.

In a mention graph, a node (ei, dj) denotes an
entity ei in mention dj . The weight of edge be-
tween (ei, dj) and (e′

i, d
′
j) is denoted as wij,i′j′

which is a variable normalized by context similar-
ity µij,i′j′ . Context similarities are normalized to
avoid “false-boost” problem. “false-boost” prob-
lem is boosting ranking score of false mentions in
a false mentions group. The normalized weight of
the edge is defined as follows:

wij,i′j′ =

{ zij

k if i = i′,
µi′j′,ij

ViZ
+ zij

k otherwise.
(1)

zij = 1−
∑

i′ ̸=i

∑
j′ µi′j′,ij

ViZ
, (2)

Z = max
i,j

∑
i′ ̸=i

∑
j′ µi′j′,ij

Vi
, (3)

where, Vi denotes the number of candidate men-
tions that contain ei (i.e. Vi = |{dj |(ei, dj) ∈
R}|). k denotes the number of all candidate men-
tions (i.e. k = |R|). Co-mention is represented
by a prior score. Wang et al. (2012) defined
prior score πij of (ei, dj) as the number of unique
names of target entities occurred in dj .

The final score of each mention is decided by
its prior score estimation as well as the score of
the other correlated mentions.

rij = λpij + (1− λ)
∑
i′,j′

wij,i′j′ri′j′ , (4)

where λ is the dumping factor. pij denotes prior
score of (ei, dj): pij = πij/

∑
i′,j′ πi′j′

Although this model works even if only the
names of entities are given as input, we can ex-
tend this model to integrate external knowledge
such as Wikipedia. For example, we can add refer-
ence pages for each entity as virtual nodes. Since
we can assume that the reference page of a tar-
get entity is a true mention with a high confidence,
we assign a high prior score than the other men-
tions. This causes the group of candidate men-
tions which have similar contexts with the refer-
ence pages to get higher scores. One example of
using reference pages is to add a set of reference
pages {ai|1 ≤ i ≤ n} into the mention graph. ai

denotes the reference page of entity ei.

4 Proposed Method

In this section, we propose our approach for auto-
matic selection of reference pages. In the domain
of Word Sense Disambiguation and Entity Link-
ing, some researches proposed the methods which
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Figure 1: Article “Apple (disambiguation)” in
Wikipedia

are based on coherence between mentions (Hof-
fart et al., 2011; Kulkarni et al., 2009; Han et al.,
2011). Our method does not require any knowl-
edge except for the names of target entities. We
give only target entities as input. Target entities in
Wikipedia have two characteristics.

• A name of an ambiguous target entity tends
to have a disambiguation page.

• The articles that are in the same domain have
the same categories or contain similar con-
tents.

In Wikipedia, there are disambiguation pages like
Figure 1. “Apple (disambiguation)” contains apple
as a plant, an IT company, a music album, and so
on. To collect candidate reference pages, we use
these disambiguation pages.

Kulkarni et al. (2009) formalized entity linking
as an Integer Linear Programming problem and
then relaxed it as a Linear Programming problem.
They considered a coherence score which takes
higher value if the selected articles have similar
contents. Their framework can be used for entity
linking and word sense disambiguation. In this pa-
per, we use this coherence score to select reference
pages. We show an image of an automatic selec-
tion of reference pages in Figure 2. In Figure 2,
the target entities are Apple, HP and Microsoft.
Although we have only one page for Microsoft,
we have two or more candidate reference pages,
since Apple and HP have disambiguation pages.
Then we need to select reference pages for Ap-
ple and HP. If the name of a target entity is not
in Wikipedia, we have no reference page for that

Figure 2: Automatic selection of reference pages
from disambiguation pages in Wikipedia: selected
pages contains same categories or similar contents
(They are connected by edge).

target entity. The goal of this example is to select
“Apple Inc.” for Apple and “Hewlett-Packard” for
HP (Selecting “Microsoft” for Microsoft is triv-
ial). We regard these selected articles as reference
pages for target entities.

We assume that the number of true reference
page ai for target entity ei is one and select one
reference page for each target entity. For each tar-
get entity, we select articles which the have same
categories or similar contents from the set of can-
didate reference pages {cik|1 ≤ k ≤ l} since we
assume that the articles in the same domain have
the same categories or contain similar contents. In
fact, our model is going to maximize the summa-
tion of similarities between selected pages under
some constraints. We formalize this selection as
follows:

max .
∑
i,k

∑
i′,k′

eik,i′k′xik,i′k′ ,

s.t . ∀i,
∑
k

yik = 1, (5)

yik ≥ xik,i′k′ ; ∀i, k, i′, k′, (6)

yi′k′ ≥ xik,i′k′ ; ∀i, k, i′, k′, (7)

xik,i′k′ ∈ {0, 1}; ∀i, k, i′, k′, (8)

yik ∈ {0, 1}; ∀i, k, (9)

eik,i′k′ denotes the weight of the edge between
candidate reference pages cik and ci′k′ . xik,i′k′

takes 1 if cik is selected, 0 otherwise. yik takes
1 if the edge between cik and ci′k′ is selected, 0
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n k #cand %Positive
Car 21 1809 21.5 29.9
Magazine 28 2741 17.9 43.5

Table 1: Datasets: n is # of entities, k is # of can-
didate mentions, #cand is average # of candidate
reference pages for each entity and %Positive is %
of true mentions in all candidate mentions

n=5 Car Magazine
MentionRank 39.74 61.07
MentionRank+manVN 39.14 70.94†
MentionRank+randomVN 37.85† 65.01
Proposed method 44.21 65.86
n=10
MentionRank 49.23 65.90†
MentionRank+manVN 47.21† 70.85
MentionRank+randomVN 45.13† 68.38
Proposed method 50.84 69.81
n=15
MentionRank 46.50† 65.77†
MentionRank+manVN 44.29 69.38
MentionRank+randomVN 39.21† 67.89
Proposed method 42.77 69.02

Table 2: Mean average precision for each dataset

otherwise. Constraint (5) ensures that always one
article is selected for each entity. Constraints (6)
and (7) ensure that when xik,i′k′ = 1, yik and yi′k′ .
In this paper, we defined eik,i′k′ as cosine similar-
ity of two vectors of words those weights are tfidf.

5 Experiments

We used weblogs written in Japanese for experi-
ments. Following the previous work, we created
two datasets: Car and Magazine. A summary of
each dataset is shown in Table 1.

• Car: Target entities include car names such
as Prius and Harrier.

• Magazine: Target entities include magazine
names such as MORE and LEE.

We randomly selected 5, 10 or 15 entities from
each target entities for 10 times and conducted
experiment for each dataset with parameter λ
= 0.15. We conducted significance test using
Wilcoxon signed-rank test. Table 2 lists the
experimental results on these datasets. In Ta-
ble 2, MentionRank+manVN denotes Mention-
Rank with virtual nodes that are selected manually

(Wang et al., 2012). MentionRank+randomVN
denotes MentionRank with virtual nodes that are
selected randomly from candidate reference pages
in Wikipedia. Proposed method denotes the Men-
tionRank with virtual nodes that are selected auto-
matically using ILP. Values with †in Table 2 indi-
cate that there are significant differences between
mean average precision of proposed method and
the others. Five results of proposed methods are
better than those of MentionRank, there are signif-
icant differences on two results. Furthermore, all
the results of proposed method is better than those
of MentionRank+randomVN and there are signif-
icant differences on three results. Four results of
proposed method is worse than those of Mention-
Rank+manVN, however there is a significant dif-
ference on only one of those results. From these
results, we can see that use of reference pages
automatically selected by our method improves
mean average precision. In Magazine, several en-
tities are not ambiguous and we could get true ref-
erence pages easily. Therefore, we think proposed
method did not show any significant differences
compared with MentionRank+randomVN. Also,
in Car, several entities are not ambiguous but these
reference pages belong to domains other than Car
domain. As a result, we think that some results
are worse than MentionRank. For example, entity
“86” which is a kind of car have only one reference
page that belongs to number domain.

6 Conclusion

In this paper, we proposed an automatic selec-
tion method of reference pages for Target En-
tity Disambiguation. Our method that uses au-
tomatically selected reference pages showed bet-
ter performance than MentionRank without ref-
erence pages and competitive mean average pre-
cision with MentionRank with manually selected
reference pages.

Since our framework always selects one refer-
ence page for each target entity even if a reference
page does not exist in Wikipedia or one or more
reference pages exist in Wikipedia, we need to re-
fine our framework in future work. An another im-
provement would be to assign prior scores for vir-
tual nodes according to coherence score between
the other virtual nodes.
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Abstract

We describe a machine learning approach,
a Random Forest (RF) classifier, that is
used to automatically compile bilingual
dictionaries of technical terms from com-
parable corpora. We evaluate the RF clas-
sifier against a popular term alignment
method, namely context vectors, and we
report an improvement of the translation
accuracy. As an application, we use the
automatically extracted dictionary in com-
bination with a trained Statistical Machine
Translation (SMT) system to more accu-
rately translate unknown terms. The dic-
tionary extraction method described in this
paper is freely available 1.

1 Background

Bilingual dictionaries of technical terms are im-
portant resources for many Natural Language
Processing (NLP) tasks including Statistical Ma-
chine Translation (SMT) (Och and Ney, 2003) and
Cross-Language Information Retrieval (Balles-
teros and Croft, 1997). However, manually cre-
ating and updating such resources is an expensive
process. In addition to this, new terms are con-
stantly emerging. Especially in the biomedical
domain, which is the focus of this work, there is
a vast number of neologisms, i.e., newly coined
terms, (Pustejovsky et al., 2001).

Early work on bilingual lexicon extraction
focused on clean, parallel corpora providing
satisfactory results (Melamed, 1997; Kay and
Röscheisen, 1993). However, parallel corpora are
expensive to construct and for some domains and
language pairs are scarce resources. For these rea-
sons, the focus has shifted to comparable corpora

1http://personalpages.manchester.
ac.uk/postgrad/georgios.kontonatsios/
Software/RF-TermAlign.tar.gz

that are more readily available, more up-to-date,
larger and cheaper to construct than parallel data.
Comparable corpora are collections of monolin-
gual documents in a source and target language
that share the same topic, domain and/or docu-
ments are from the same period, genre and so
forth.

Existing methods for bilingual lexicon extrac-
tion from comparable corpora are mainly based
on the same principle. They hypothesise that a
word and its translation tend to appear in simi-
lar lexical context (Fung and Yee, 1998; Rapp,
1999; Morin et al., 2007; Chiao and Zweigen-
baum, 2002). Context vector methods are reported
to achieve robust performance on terms that occur
frequently in the corpus. Chiao and Zweigenbaum
(2002) achieved a performance of 94% accuracy
on the top 20 candidates when translating high fre-
quency, medical terms (frequency of 100 or more).
In contrast, Morin and Daille (2010) reported an
accuracy of 21% for multi-word terms occurring
20 times or less, noting that translating rare terms
is a challenging problem for context vectors.

Kontonatsios et al. (2013) introduced an RF
classifier that is able to automatically learn as-
sociation rules of textual units between a source
and target language. However, they applied their
method only on artificially constructed datasets
containing an equal number of positive and neg-
ative instances. In the case of comparable cor-
pora, the datasets are highly unbalanced (given n,
m source and target terms respectively, we need to
classify n×m instances). In this work, we incor-
porate the classification margin into the RF model,
to allow the method to cope with the skewed dis-
tribution of positive and negative instances that oc-
curs in comparable corpora.

Our proposed method ranks candidate transla-
tions using the classification margin and suggests
as the best translation the candidate with the max-
imum margin. We evaluate our method on an
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English-Spanish comparable corpus of Wikipedia
articles that are related to the medical sub-domain
of “breast cancer”. Furthermore, we show that dic-
tionaries extracted from comparable corpora can
be used to dynamically augment an SMT sys-
tem in order to better translate Out-of-Vocabulary
(OOV) terms.

2 Methodology

A pair of terms in a source and target language is
represented as a feature vector where each dimen-
sion corresponds to a unique character n-gram.
The value of each dimension is 0 or 1 and desig-
nates the occurrence of the corresponding n-gram
in the input terms. The feature vectors that we
use contain 2q dimensions where the first q dimen-
sions correspond to the n-gram features extracted
from the source terms and the last q dimensions to
those from the target terms. In the reported experi-
ments, we use the 600 (300 source and 300 target)
most frequently occurring n-grams.

The underlying mechanism that allows the RF
method to learn character gram mappings between
terms of a source and target language is the de-
cision trees. A node in the decision tree is a
unique character n-gram. The nodes are linked
through the branches of the trees and therefore the
two sub-spaces of q source and q target charac-
ter grams are combined. Each decision tree in the
forest is constructed as follows: every node is split
by considering |φ| random n-gram features of the
initial feature set Ω, and a decision tree is fully
grown. This process is repeated |τ | times and con-
structs |τ | decision trees. We tuned the RF clas-
sifier using 140 random trees where we observed
a plateau in the classification performance. Fur-
thermore, we set the number of random features
using |φ| = log2 |Ω|+ 1 as suggested by Breiman
(2001).

The classification margin that we use to rank
the candidate translations is calculated by simply
subtracting the average number of trees predicting
that the input terms are not translations from the
average number of decision trees predicting that
the terms are mutual translations. A larger classi-
fication margin means that more decision trees in
the forest classify an instance as a translation pair.

For training an RF model, we use a bilingual
dictionary of technical terms. When the dictionary
lists more than one translation for an English term,
we randomly select only one. Negative instances

are created by randomly matching non-translation
pairs of terms. We used an equal number of posi-
tive and negative instances for training the model.
Starting from 20, 000 translation pairs we gener-
ated a training dataset of 40, 000 positive and neg-
ative instances.

2.1 Baseline method

The context projection method was first pro-
posed by (Fung and Yee, 1998; Rapp, 1999) and
since then different variations have been suggested
(Chiao and Zweigenbaum, 2002; Morin et al.,
2007; Andrade et al., 2010; Morin and Prochas-
son, 2011). Our implementation more closely
follows the context vector method introduced by
(Morin and Prochasson, 2011).

As a preprocessing step, stop words are re-
moved using an online list 2 and lemmatisation
is performed using TreeTagger (Schmid, 1994) on
both the English and Spanish part of the compa-
rable corpus. Afterwards, the method proceeds
in three steps. Firstly, for each source and target
term of the comparable corpus, i.e., i, we collect
all lexical units that: (a) occur within a window
of 3 words around i (a seven-word window) and
(b) are listed in the seed bilingual dictionary. The
lexical units that satisfy the above two conditions
are the dimensions of the context vectors. Each
dimension has a value that indicates the correla-
tion between the context lexical unit and the term
i. In our approach, we use the log-likelihood ra-
tio. In the second step, the seed dictionary is used
to translate the lexical units of the Spanish context
vectors. In this way the Spanish and English vec-
tors become comparable. When several transla-
tions are listed in the seed dictionary, we consider
all of them. In the third step, we compute the con-
text similarity, i.e., distance metric, between the
vector of an English term to be translated with ev-
ery projected, Spanish context vector. For this we
use the cosine similarity.

3 Experiments

In this section, we evaluate the two dictionary ex-
traction methods, namely context vectors and RF,
on a comparable corpus of Wikipedia articles.

For the evaluation metric, we use the top-k
translation accuracy 3 and the mean reciprocal

2http://members.unine.ch/jacques.savoy/clef/index.html
3the percentage of English terms whose top k candidates

contain a correct translation
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rank (MRR) 4 as in previous approaches (Chiao
and Zweigenbaum, 2002; Chiao and Zweigen-
baum, 2002; Morin and Prochasson, 2011; Morin
et al., 2007; Tamura et al., 2012). As a refer-
ence list, we use the UMLS metathesaurus5. In
addition to this, considering that in several cases
the dictionary extraction methods retrieved syn-
onymous translations that do not appear in the ref-
erence list, we manually inspected the answers.
Finally, unlike previous approaches (Chiao and
Zweigenbaum, 2002), we do not restrict the test
list only to those English terms whose Spanish
translations are known to occur in the target cor-
pus. In such cases, the performance of dictionary
extraction methods have been shown to achieve a
lower performance (Tamura et al., 2012).

3.1 Data
We constructed a comparable corpus of Wikipedia
articles. For this, we used Wikipedia’s search en-
gine 6 and submitted the queries “breast cancer”
and “cáncer de mama” for English and Spanish
respectively. From the returned list of Wikipedia
pages, we used the 1, 000 top articles for both lan-
guages.

The test list contains 1, 200 English single-word
terms that were extracted by considering all nouns
that occur more than 10 but not more than 200
times and are listed in UMLS. For the Spanish part
of the corpus, we considered all nouns as candi-
date translations (32, 347 in total).

3.2 Results
Table 1 shows the top-k translation accuracy and
the MRR of RF and context vectors.

Acc1 Acc10 Acc20 MRR
RF 0.41 0.57 0.59 0.47

Cont.

Vectors 0.1 0.21 0.26 0.11

Table 1: top-k translation accuracy and MRR of
RF and context vectors on 1, 200 English terms

We observe that the proposed RF method
achieves a considerably better top-k translation ac-

4MRR = 1
|Q|

∑Q
i=1

1
ranki

where |Q| is the number of
English terms for which we are extracting translations and
ranki is the position of the first correct translation from re-
turned list of candidates

5nlm.nih.gov/research/umls
6http://en.wikipedia.org/wiki/Help:Searching

curacy and MRR than the baseline method. More-
over, we segmented the 1, 200 test terms into 7
frequency ranges 7, from high-frequency to rare
terms. Figure 1 shows the translation accuracy at
top 20 candidates for the two methods. We note

Figure 1: Translation accuracy of top 20 candi-
dates on different frequency ranges

that for high frequency terms, i.e. [100,200] range,
the performance achieved by the two methods is
similar (53% and 52% for the RF and context vec-
tors respectively). However, for lower frequency
terms, the translation accuracy of the context vec-
tors continuously declines. This confirms that con-
text vectors do not behave robustly for rare terms
(Morin and Daille, 2010). In contrast, the RF
slightly fluctuates over different frequency ranges
and presents approximately the same translation
accuracy for both frequent and rare terms.

4 Application

As an application of our method, we use the pre-
viously extracted dictionaries to on-line augment
the phrase table of an SMT system and observe
the translation performance on test sentences that
contain OOV terms. For the translation probabil-
ities in the phrase table, we use the distance met-
ric given by the dictionary extraction methods i.e.,
classification margin and cosine similarity of RF
and context vectors respectively, normalised by
the uniform probability (if a source term has m
candidate translations, we normalise the distance
metric by dividing by m as in (Wu et al., 2008) .

4.1 Data and tools
We construct a parallel, sentence-aligned corpus
from the biomedical domain, following the pro-
cess described in (Wu et al., 2011; Yepes et al.,
2013). The parallel corpus comprises of article ti-
tles indexed by PubMed in both English and Span-
ish. We collect 120K parallel sentences for train-

7each frequency range contains 100 randomly sampled
terms
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ing the SMT and 1K sentences for evaluation. The
test sentences contain 1, 200 terms that do not ap-
pear in the training parallel corpus. These terms
occur in the Wikipedia comparable corpus. Hence,
the previously extracted dictionaries list a possible
translation. Using the PubMed parallel corpus, we
train Moses (Koehn et al., 2007), a phrase-based
SMT system.

4.2 Results

We evaluated the translation performance of the
SMT that uses the dictionary extracted by the RF
against the following baselines: (i) Moses using
only the training parallel data (Moses), (ii) Moses
using the dictionary extracted by context vectors
(Moses+context vector). The evaluation metric is
BLEU (Papineni et al., 2002).

Table 2 shows the BLEU score achieved by the
SMT systems when we append the top-k transla-
tions to the phrase table.

BLEU
on top-k translations

1 10 20
Moses 24.22 24.22 24.22
Moses+
RF 25.32 24.626 24.42
Moses+
Context Vectors 23.88 23.69 23.74

Table 2: Translation performance when adding
top-k translations to the phrase table

We observe that the best performance is
achieved by the RF when we add the top 1 trans-
lation with a total gain of 1.1 BLEU points over
the baseline system. In contrast, context vec-
tors decreased the translation performance of the
SMT system. This indicates that the dictionary ex-
tracted by the context vectors is too noisy and as
a result the translation performance dropped. Fur-
thermore, it is noted that the augmented SMT sys-
tems achieve the highest performance for the top 1
translation while for k greater than 1, the transla-
tion performance decreases. This behaviour is ex-
pected since the target language model was trained
only on the training Spanish sentences of the par-
allel corpus. Hence, the target language model
does not have a prior knowledge of the OOV trans-
lations and as a result it cannot choose the correct
translation among k candidates.

To further investigate the effect of the language
model on the translation performance of the aug-
mented SMT systems, we conducted an oracle ex-
periment. In this ideal setting, we assume a strong
language model, that is trained on both training
and test Spanish sentences of the parallel corpus,
in order to assign a higher probability to a correct
translation if it exists in the deployed dictionary.
As we observe in Table 3, a strong language model
can more accurately select the correct translation
among top-k candidates. The dictionary extracted
by the RF improved the translation performance
by 2.5 BLEU points for the top-10 candidates and
context vectors by 0.45 for the top-20 candidates.

BLEU
on top-k translations

1 10 20
Moses 28.85 28.85 28.85
Moses+
RF 30.98 31.35 31.2
Moses+
Context Vectors 28.18 29.17 29.3

Table 3: Translation performance when adding
top-k translations to the phrase table. SMT sys-
tems use a language model trained on training and
test Spanish sentences of the parallel corpus.

5 Discussion

In this paper, we presented an RF classifier that
is used to extract bilingual dictionaries of techni-
cal terms from comparable corpora. We evaluated
our method on a comparable corpus of Wikipedia
articles. The experimental results showed that our
proposed method performs robustly when translat-
ing both frequent and rare terms.

As an application, we used the automatically
extracted dictionary to augment the phrase table of
an SMT system. The results demonstrated an im-
provement of the overall translation performance.

As future work, we plan to integrate the RF clas-
sifier with context vectors. Intuitively, the two
methods are complementary considering that the
RF exploits the internal structure of terms while
context vectors use the surrounding lexical con-
text. Therefore, it will be interesting to investigate
how we can incorporate the two feature spaces in
a machine learner.
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Abstract

We compare several different corpus-
based and lexicon-based methods for the
scalar ordering of adjectives. Among
them, we examine for the first time a low-
resource approach based on distinctive-
collexeme analysis that just requires a
small predefined set of adverbial modi-
fiers. While previous work on adjective in-
tensity mostly assumes one single scale for
all adjectives, we group adjectives into dif-
ferent scales which is more faithful to hu-
man perception. We also apply the meth-
ods to both polar and non-polar adjectives,
showing that not all methods are equally
suitable for both types of adjectives.

1 Introduction

Ordering adjectives by strength (e.g.good< great
< excellent) is a task that has recently received
much attention due to the central role of intensity
classification in sentiment analysis. However, the
need to assess the relative strength of adjectives
also applies to non-polar adjectives. We are thus
interested in establishing prior or lexical intensity
scores and rankings for arbitrary sets of adjectives
that evoke the same scale.1 We do not address con-
textualized intensity, i.e. the fact that e.g. negation
and adverbs such asveryorslightly impact the per-
ceived intensity of adjectives.

We work with four scales of adjectives (cf. Ta-
ble 1). Our polar adjectives include 29 adjectives
referring to quality and 18 adjectives relating to
intelligence. Our non-polar adjectives include 8
dimensional adjectives denoting size and 22 de-
noting duration. The adjectives are taken, in part,
from FrameNet’s (Baker et al., 1998) frames for

1As there has been previous work on how to group adjec-
tives into scales (Hatzivassiloglou and McKeown, 1993), we
consider this grouping as given.

DESIRABILITY, MENTAL PROPERTY, SIZE and
DURATION DESCRIPTION. These scales are used
because they are prototypical and have multiple
members on the positive and negative half-scales.

We evaluate several corpus- and resource-based
methods that have been used to assign intensity
scores to adjectives. We compare them to a new
corpus-based method that is robust and of low
complexity, and which directly uses information
related to degree modification of the adjectives to
be orderered. It rests on the observation that ad-
jectives with different types of intensities co-occur
with different types of adverbial modifiers.2

POLAR ADJECTIVES
Intelligence Adjs. Intensity Level
brilliant very high positive
ingenious high positive
brainy, intelligent medium positive
smart low positive
bright very low positive
daft very low negative
foolish low negative
inane lower medium negative
dim upper medium negative
dim-witted, dumb, mindless high negative
brainless, idiotic, imbecillic, moronic, stupid very high negative

Quality Adjs. Intensity Level
excellent, extraordinary, first-rate, great, outstand-
ing, super, superb, superlative, tip-top, top-notch

very high positive

good high positive
decent upper medium positive
fine, fair lower medium positive
okay, average low positive
so-so very low positive
mediocre very low negative
second-rate, substandard low negative
inferior lower medium negative
bad, crappy, lousy, poor, third-rate medium negative
rotten upper medium negative
awful high negative
shitty very high negative

DIMENSIONAL ADJECTIVES
Size Adjs. Intensity Level
colossal, enormous, gargantuan, giant, gigantic, gi-
normous, humongous

high positive

big, huge, immense, large, oversize, oversized, vast medium positive
outsize, outsized low positive
diminutive, little, puny, small low negative
tiny medium negative
microscopic high negative

Duration Adjs. Intensity Level
long high positive
lengthy medium positive
extended low positive
momentaneous low negative
brief, fleeting, momentary medium negative
short high negative

Table 1: Adjectives used grouped by human gold
standard intensity classes

2The ratings we collected and our scripts are avail-
able at www.uni-hildesheim.de/ruppenhofer/
data/DISA_data.zip.
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2 Data and resources

Table 2 gives an overview of the different corpora
and resources that we use to produce the different
scores and rankings that we want to compare. The
corpora and ratings will be discussed alongside the
associated experimental methods in§4.1 and§4.2.

Corpora Tokens Reference
BNC ∼112 M (Burnard, 2007)
LIU reviews ∼1.06 B (Jindal and Liu, 2008)
ukWaC ∼2.25 B (Baroni et al., 2009)
Resources Entries Reference
Affective norms ∼14 K (Warriner et al., 2013)
SoCAL ∼ 6.5 K (Taboada et al., 2011)
SentiStrength ∼ 2.5 K (Thelwall et al., 2010)

Table 2: Corpora and resources used

3 Gold standard

We collected human ratings for our four sets of ad-
jectives. All items were rated individually, in ran-
domized order, under conditions that minimized
bias. Participants were asked to use a horizontal
slider, dragging it in the desired direction, repre-
senting polarity, and releasing the mouse at the de-
sired intensity, ranging from−100 to+100 .

Through Amazon Mechanical Turk (AMT), we
recruited subjects with the following qualifica-
tions: US residency, a HIT-approval rate of at least
96% (following Akkaya et al. (2010)), and 500
prior completed HITs. We collected 20 ratings for
each item but had to exclude some participants’
answers as unusable, which reduced our sample to
17 subjects for some items. In the raw data, all ad-
jectives had different mean ratings and their stan-
dard deviations overlapped. We therefore trans-
formed the data into sets of equally strong adjec-
tives as follows. For a given pair of adjectives of
identical polarity, we counted how many partici-
pants rated adjective A more intense than adjective
B; B more intense than A; or A as intense as B.
Whenever a simple majority existed for one of the
two unequal relations, we adopted that as our rela-
tive ranking for the two adjectives.3 The resulting
rankings (intensity levels) are shown in Table 1.

4 Methods

Our methods to determine the intensity of adjec-
tives are either corpus- or lexicon-based.

3In our data, there was no need to break circular rankings,
so we do not consider this issue here.

4.1 Corpus-based methods

Our first method,distinctive-collexeme analysis
(Collex) (Gries and Stefanowitsch, 2004) assumes
that adjectives with different types of intensities
co-occur with different types of adverbial modi-
fiers (Table 3). End-of-scale modifiers such asex-
tremelyor absolutelytarget adjectives with a par-
tially or fully closed scale, such asbrilliant or out-
standing, which occupy extreme positions on the
intensity scale. “Normal” degree modifiers such
as very or rather target adjectives with an open
scale structure (in the sense of Kennedy and Mc-
Nally (2005)), such asgoodor decent, which oc-
cupy non-extreme positions.

To determine an adjective’s preference for one
of the two constructions, the Fisher exact test
(Pedersen, 1996) is used. It makes no distribu-
tional assumptions and does not require a min-
imum sample size. The direction in which ob-
served values differ from expected ones indicates a
preference for one construction over the other and
the p-values are taken as a measure of the prefer-
ence strength. Our hypothesis is that e.g. an adjec-
tive A with greater preference for the end-of-scale
construction than adjective B has a greater inher-
ent intensity than B. We ran distinctive-collexeme
analysis on both the ukWaC and the BNC. We re-
fer to the output asCollexukWaC andCollexBNC .
Note that this kind of method hasnot yet been ex-
amined for automatic intensity classification.

end-of-scale “normal”
100%, fully, totally , absolutely,
completely, perfectly, entirely,
utterly, almost, partially, half,
mostly

all, as, awfully, enough, extremely,
fairly, highly, how, least, less, much,
pretty, quite, rather,so, somewhat,
sort of, terribly,too, very, well

Table 3: Domain independent degree modifiers (3
most freq. terms in theBNC; 3 most freq. terms
in the ukWaC)

Another corpus-based method we consider em-
ploysMean star ratings (MeanStar) from prod-
uct reviews as described by Rill et al. (2012). Un-
like Collex, this method uses no linguistic prop-
erties of the adjectives themselves. Instead, it de-
rives intensity from the star rating scores that re-
viewers (manually) assign to reviews. We count
how many instances of each adjectivei (of the set
of adjectives to classify) occur in review titles with
a given star rating (score)Sj within a review cor-
pus. The intensity score is defined as the weighted

mean of the star ratingsSRi =
∑n

j=1
Si

j

n .
Horn (1976) proposespattern-based diagnos-
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Pattern Any Int. Qual. Size Dur.
X or even Y 4118 1 34 9 3
X if not Y 3115 1 0 29 0
be X but not Y 2815 0 74 3 1
not only X but Y 1114 0 3 0 0
X and in fact Y 45 0 0 0 0
not X, let alone Y 4 0 0 0 0
not Y, not even X 4 0 1 0 0

Table 4: Phrasal patterns in the ukWaC

tics for acquiring information about the scalar
structure of adjectives. This was validated on ac-
tual data by Sheinman and Tokunaga (2009). A
pattern such asnot just/only X but Yimplies that
[Y] must always be stronger than [X] (as inIt’s
not just good but great.).

The pattern-based approach has aseverecover-
age problem. Table 4 shows the results for 7 com-
mon phrasal patterns in the larger of our two cor-
pora, the ukWaC. The slots in the patterns are typ-
ically not filled by adjectives from the same scale.
For example, the most frequent patternX or even
Y has 4118 instances in the ukWaC. Only 34 of
these have quality adjectives in both slots. Though
de Melo and Bansal (2013) have shown that the
coverage problems can be overcome and state-of-
the-art results obtained using web scale data in the
form of Google n-grams, we still set aside this
method here because of its great resource need.

4.2 Manually compiled lexical resources

In addition to the corpus methods, we also con-
sider some manually compiled resources. We want
to know if the polarity and intensity information in
them can be used for ordering polar adjectives.

One resource we consider are the affective rat-
ings (elicited with AMT) for almost 14,000 En-
glish words collected by Warriner et al. (2013).
They include scores of valence (unhappy to
happy), arousal (calm to aroused) and dominance
(in control to controlled) for each word in the list.
This scoring system follows the dimensional the-
ory of emotion by Osgood et al. (1957). We will
interpret each of these dimensions as a separate in-
tensity score, i.e.WarV al, WarAro andWarDom.

Beyond Warriner’s ratings, we consider the two
polarity lexiconsSentiStrength (Thelwall et al.,
2010) andSoCAL (Taboada et al., 2011) which
also assign intensity scores to polar expressions.

5 Experiments

For our evaluation, we compute the similarity be-
tween the gold standard and every other ranking
we are interested in in terms of Spearman’s rank
correlation coefficient (Spearman’sρ).

Polar Dimensional
Data set Intelligence Quality Duration Size
MeanStar 0.886 0.935 0.148 -0.058
SoCAL 0.848 0.953 NA 0.776
SentiStrength 0.874 0.880 NA NA
CollexukW aC 0.837 0.806 0.732 0.808
CollexukW aC∗ 0.845 0.753 0.732 0.940
CollexBNC 0.834 0.790 0.732 0.733
CollexBNC∗ 0.705 0.643 0.834 0.700
WarV al 0.779 0.916 -0.632 -0.031
WarAro 0.504 -0.452 0.316 0.717
WarDom 0.790 0.891 0.632 0.285

Table 5: Spearman rank correlations with the hu-
man gold standard (∗: only the 3 most frequent
modifiers are used (see Table 3))

5.1 Data transformation

For the word lists with numeric scores (MeanStar
(§4.1); SentiStrength, SoCAL, WarV al, WarAro

and WarDom (§4.2)) we did as follows: Adjectives
not covered by the word lists were ignored. Ad-
jectives with equal scores were given tied ranks.

For the experiments involving distinctive
collexeme analysis in our two corpora (§4.1) we
proceeded as follows: The adjectives classified
as distinctive for the end-of-scale modification
constructions were put at the top and bottom of
the ranking according to polarity; the greater the
collostructional strength for the adjective as de-
noted by the p-value, the nearer it is placed to the
top or bottom of the ranking. The adjectives that
are distinctive for the normal degree modification
construction are placed between those adjectives
distinctive for the end-of-scale modification
construction, again taking polarity and collostruc-
tional strength into account. This time, the least
distinctive lemmas for the normal modification
construction come to directly join up with the
least distinctive lemmas for the end-of-scale
construction. In between the normal modifiers,
we place adjectives that have no preference for
one or the other construction, which may result
from non-occurrence in small data sets (see§5.2).

5.2 Results

The results of the pairwise correlations between
the human-elicited gold standard and the rankings
derived from various methods and resources are
shown in Table 5. For polar adjectives, most rank-
ings correlate fairly well with human judgments.
Warriner’s arousal list, however, performs poorly
on quality adjectives, whereas MeanStar and War-
riner’s dominance and valence lists perform bet-
ter on quality than on intelligence adjectives. For
MeanStar, this does not come as a surprise as qual-
ity adjectives are much more frequent in prod-
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uct reviews than intelligence adjectives. Overall,
it seems that MeanStar most closely matches the
human judgments that we elicited for the intel-
ligence adjectives. SentiStrength also produces
high scores. However, we do not have full confi-
dence in that result since SentiStrength lacks many
of our adjectives, thus leading to a possibly higher
correlation than would have been achieved if ranks
(scores) had been available for all adjectives.

The picture is very different for the dimensional
(non-polar) adjectives. While Collex still gives
very good results, especially on the ukWaC, the
MeanStar method and most Warriner lists produce
very low positive or even negative correlations.
This shows that estimating the intensity of non-
polar adjectives from metadata or ratings elicited
in terms of affect is not useful. It is much better to
consider their actual linguistic behavior in degree
constructions, which Collex does. SentiStrength
has no coverage for size or duration adjectives.
SoCAL covers 14 of the 22 size adjectives.

Although it never gives the best result, Collex
produces stable results across both corpora and
the four scales. It also requires the least human
effort by far. While all other rankings are pro-
duced with the help of heavy human annotation
(even MeanStar is completely dependent on manu-
ally assigned review scores), one has only to spec-
ify somedomain-independentdegree and end-of-
scale modifiers. Table 5 also shows that normally
a larger set of modifiers is necessary: only consid-
ering the 3 most frequent terms (Table 3) results in
a notably reduced correlation. As there is no con-
sistent significant difference between CollexBNC

and CollexukWaC even though the ukWaC is 20
times larger than the BNC (Table 2), we may
conclude that the smaller size of the BNC is al-
ready sufficient. This, however, raises the question
whether even smaller amounts of data than the full
BNC could already produce a reasonable intensity
ranking. Figure 1 plots the Spearman correlation
for our adjectives using various sizes of the BNC
corpus.4 It shows that further reducing the size of
the corpus causes some deterioration, most signifi-
cantly on the intelligence adjectives. The counter-
intuitive curve for duration adjectives is explained
as follows. Collex produces ties in the middle of
the scale when data is lacking (see§5.1). Because
the smallest corpus slices contain no or very few
instances and because the gold standard does in-

4For each size, we average across 10 samples.
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Figure 1: Reducing the size of the BNC

clude several ties, the results for duration adjec-
tives are inflated initially, when data is lacking.

6 Related work

Sentiment analysis on adjectives has been exten-
sively explored in previous work, however, most
work focussed on the extraction of subjective ad-
jectives (Wiebe, 2000; Vegnaduzzo, 2004; Wie-
gand et al., 2013) or on the detection of polar ori-
entation (Hatzivassiloglou and McKeown, 1997;
Kamps et al., 2004; Fahrni and Klenner, 2008).

Intensity can be considered in two ways, as a
contextual strength analysis (Wilson et al., 2004)
or as an out-of-context analysis, as in this paper.

Our main contribution is that we compare sev-
eral classification methods that include a new
effective method based on distinctive-collexeme
analysis requiring hardly any human guidance and
which moreover can solve the problem of intensity
assignment for all, not only polar adjectives.

7 Conclusion

We compared diverse corpus-based and lexicon-
based methods for the intensity classification of
adjectives. Among them, we examined for the first
time an approach based on distinctive-collexeme
analysis. It requires only a small predefined set
of adverbial modifiers and relies only on infor-
mation about individual adjectives rather than co-
occurrences of adjectives within patterns. As a re-
sult, it can be used with far less data than e.g. the
Google n-grams provide. Unlike the mean star ap-
proach, it needs no extrinsic meta-data and it can
handle both polar and non-polar adjectives. Ac-
cordingly, it appears to be very promising for cases
where only few resources are available and as a
source of evidence to be used in hybrid methods.
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Abstract
There has been a great amount of work
done in the field of bitext alignment, but
the problem of aligning words in mas-
sively parallel texts with hundreds or thou-
sands of languages is largely unexplored.
While the basic task is similar, there
are also important differences in purpose,
method and evaluation between the prob-
lems. In this work, I present a non-
parametric Bayesian model that can be
used for simultaneous word alignment in
massively parallel corpora. This method
is evaluated on a corpus containing 1144
translations of the New Testament.

1 Introduction

Bitext word alignment is the problem of finding
links between words given pairs of translated sen-
tences (Tiedemann, 2011). Initially, this was mo-
tivated by Statistical Machine Translation (SMT)
applications (Brown et al., 1993), but word-
aligned texts have also been used to transfer lin-
guistic annotation between languages (Yarowsky
et al., 2001; Täckström, 2013), for Word Sense
Disambiguation (WSD) (Diab and Resnik, 2002)
and lexicon extraction (Wu and Xia, 1994).

Massively parallel texts, in the sense used by
Cysouw and Wälchli (2007), are essentially the
same as bitexts, only with hundreds or thousands
of languages rather than just two. Parallel corpora
used in SMT, for instance the Europarl Corpus
(Koehn, 2005), tend to contain few (up to tens of)
languages, but many (up to billions of) words in
each language. Massively parallel corpora, on the
other hand, contain many (hundreds of) languages,
but usually fewer (less than a million) words in
each language.

Additionally, aligned massively parallel corpora
have different applications than traditional paral-
lel corpora with pairwise alignments. Whereas the

latter tend to be used for the various NLP tasks
mentioned above, massively parallel corpora have
mostly been used for investigations in linguistic
typology (Cysouw and Wälchli, 2007).

There has been surprisingly few studies on mul-
tilingual word alignment. Mayer and Cysouw
(2012) treat alignment as a clustering problem,
where the words in each sentence are clustered ac-
cording to some measure of co-occurrence. They
provide no evaluation, but alignment methods
based on co-occurrence statistics have been found
to have lower accuracy than even very simple gen-
erative models (Och and Ney, 2003), so this might
not be a promising direction as far as accuracy is
concerned.

A related line of research is due to Lardilleux
et al. (2011), who learn sets of multilingual trans-
lation equivalent phrases. Although later work
(Lardilleux et al., 2013) uses phrase pairs ex-
tracted with this method for (bitext) word align-
ment, their method solves a somewhat different
problem from what is considered here.

Some authors have studied how multilingual
parallel corpora can be used to improve bitext
alignment. Filali and Bilmes (2005) use (bitext)
alignments to addditional languages as features in
bitext alignment, while Kumar et al. (2007) in-
terpolate alignments through multiple bridge lan-
guages to produce a bitext alignment for another
language pair. Since the goal of this research is
not multilingual alignment, it will not be consid-
ered further here.

2 Multilingual Alignment

In bitext alignment, the goal is to find links be-
tween individual word tokens in parallel sentence
pairs. The IBM models (Brown et al., 1993) for-
malize this in a directional fashion where each
word j in a source language is linked to word i
in the target language through alignment variables
i = aj , thus specifying a 1-to-n mapping from

123



source language words to target language words.
An intuitively appealing way to formalize the

multilingual alignment problem is through a com-
mon representation (or interlingua) to which each
individual language is aligned. If the common rep-
resentation is isomorphic to one of the languages
in the corpus, this is equivalent to using that lan-
guage as a bridge. However, since all languages
(and all translations) have their own idiosyncrasies
that make linking to other translations difficult, it
seems better to learn a common representation that
corresponds to information in a sentence that is
present in as many of the translations as possible.

3 Method

Recently, it has been shown that Bayesian meth-
ods that use priors to bias towards linguistically
more plausible solutions can improve bitext word
alignment (Mermer and Saraçlar, 2011; Riley and
Gildea, 2012; Gal and Blunsom, 2013). Given
these promising results and the fact that massively
parallel texts tend to be rather short, which makes
the role of realistic priors more important, I have
decided to use a Bayesian alignment model for this
work.

3.1 Model
The model used in this work uses a common rep-
resentation of concepts generated by a Chinese
Restaurant Process (CRP), which is aligned to
each of the languages in a corpus using the model
of Mermer and Saraçlar (2011).

Table 1 introduces the variables (observed and
latent) as well as the hyperparameters of the
model. Basically, the model consists of a common
representation c (where token i of sentence s is de-
noted csi), which is aligned to one or more words
wlsj (from language l, sentence s, token j) through
a set of alignment variables alsj which contain the
index within cs that wlsj is linked to.

The probability of an assignment c is:

CRP(c;α) =
Γ (1 + α)
Γ (n+ α)

·α|Ec|−1 ·
∏
e∈Ec

(ne − 1)!

where ne is the number of occurrences of concept
type e in the assignment c, and n =

∑
e ne is the

(fixed) total number of tokens in the common rep-
resentation.

For the translation probabilities, I follow
Mermer and Saraçlar (2011) in assuming that
p(fl|e) ∼ Dir(tl; θl), and that the priors θl are

symmetric (i.e. all values in these vectors are
equal, θlef = β). By specifying a low value for
β (a sparse prior), we can encode our prior knowl-
edge that translation probability functions p(fl|e)
tend to have a low entropy, or in other words,
that each concept is typically only translated into
a very small number of words in each language.

The joint probability of the common represen-
tation and the alignments is given by:

p(c, a, w, t;α, θ) =
p(c;α) · p(w|c, a, t) · p(a|c) · p(t; θ) (1)

where p(c;α) = CRP(c;α) and the remaining
factors are the same as in Mermer and Saraçlar
(2011) with the common representation being the
“target language”, except that there is a product
across all languages l. Note that since word order
is not modeled, p(a|c) is constant.

3.2 Learning
The model is trained using a collapsed Gibbs sam-
pler. Due to space limitations, the full derivation
is omitted, but the sampling distribution turns out
to be as follows for the common representation:

p(csi = e′) ∝ 1
n− 1 + α

·
{
α if ne′ = 1
ne′ − 1 if ne′ > 1

·
∏
l

∏
f∈Alsi

∏mlsif

k=1

(
nle′f + θle′f − k

)
∏∑

f mlsif

k=1

(∑
f∈Fl

nle′f + θle′f − k
)

(2)
where Alsi is the set of word types f in language l
which are aligned to csi, and mlsif is the number
of times each such f is aligned to csi. In order to
speed up calculations, the product in Equation 2
can be approximated by letting l run over a small
random subset of languages. The experiments car-
ried out in this work only use this approximation
when the full corpus of 1144 translations is used,
then a subset of 24 languages is randomly selected
when each csi is sampled. An empirical evalua-
tion of the effects of this approximation is left for
future work.

The alignment sampling distribution is:

p(alsj = i) ∝ nle′f ′ + θle′f ′ − 1∑
f

(
nle′f + θle′f

)− 1
(3)

where e′ = csalsj
is the concept type aligned to

word type f ′ = wlsj .
Rather than sampling directly from the distribu-

tions above, one can sample from p̂(csi = e′) ∝
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Table 1: Variables used in the model.

Observed variables
Fl the set of word types in language l
wlsj ∈ Fl word j of sentence s in language l
Is ∈ N length of sentence s in the common representation
Jls ∈ N length of sentence s in language l

Latent variables
Ec the set of concepts in the assignment c
csi ∈ Ec concept i of sentence s in the common representation
alsj ∈ {1..Is} alignment of wlsj to csi; i = alsj
tlef ∈ R translation probability p(fl|e), where fl ∈ Fl and e ∈ Ec

Hyperparameters
α CRP hyperparameter, fixed to 1000 in the experiments
β symmetric Dirichlet prior for translation distributions θl,

fixed to 0.001 in the experiments

p(csi = e′)λ and p̂(alsj = i) ∝ p(alsj = i)λ.
The temperature parameter λ can be varied dur-
ing training to change the amount of randomness
while sampling.

3.3 Initialization

In order to obtain a reasonable initial state for the
Gibbs sampling, one can simply initialize the com-
mon representation to be identical to one of the
languages in the corpus. For this language one
then (trivially) has a perfect alignment, while the
remaining languages are initialized randomly and
their alignments are learned. Random initializa-
tion of the common representation is possible, but
turns out to perform poorly.

4 Experiments

The most basic question about the present model
is whether sampling the common representation is
helpful, compared to simply choosing a language
and aligning all other languages to that one.

In order to test this, I initialize the model as de-
scribed in section 3.3 and sample alignments (but
not the common representation) for 200 iterations
with λ linearly increasing from 0 to 2, followed by
two iterations with λ → ∞. This gives a strong
baseline, from which one can start learning the
joint model.

4.1 Data

I use a corpus containing verse-aligned transla-
tions of the New Testament into a great number of
languages. After some exclusions due to e.g. non-
standard formatting or improperly segmented text,

the version used in this work contains 1144 trans-
lations in 986 different languages. The mean num-
ber of tokens among the translations is 236 000,
and the mean number of types is 9 500.

4.2 Evaluation Measures

Previous authors have tended to avoid multilingual
evaluation altogether. Mayer and Cysouw (2012)
do not evaluate their method, while Lardilleux et
al. (2011) only use bilingual evaluation.

Cysouw et al. (2007) use the fact that some
translations of the Bible have been annotated with
Strong’s Numbers, which map most word tokens
to the lemma of its translation equivalent in the
original language, to perform bilingual evaluation
of Bible corpus alignments.

Strong’s Numbers can be used in a different
way to evaluate the type of multilingual alignment
produced by the method in this work. Both the
Strong’s Numbers and the common representation
can be interpreted as clusterings of the word to-
kens in each language. Ideally one would want
these two clusterings to be identical, as they would
be if the original language had been perfectly con-
structed. Standard clustering evaluation measures
can be used for this task, and in this work I use
normalized mutual information (also reinvented as
V-measure by Rosenberg and Hirschberg (2007)).
The evaluation is limited to words which are as-
signed exactly one Strong’s Number, in an attempt
to avoid some of the problems with scope dis-
cussed by Cysouw et al. (2007). Note that even a
perfect alignment from one language to itself does
not achieve the maximum score using this mea-
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Figure 1: Alignment quality of Mandarin-
initialized model.

sure, only a successful reconstruction of the origi-
nal text (minus inflections) would.

In the Bible corpus used here, nine translations
in seven languages contain Strong’s Numbers an-
notations: English and Indonesian (two transla-
tions each), as well as German, French, Dutch,
Portuguese and Russian (one translation each).

4.3 Results

Figure 1 shows alignment quality during training
in a model initialized using a translation in Man-
darin, which is not related to any of the languages
in the evaluation sample and was chosen to avoid
initialization bias. After an initial drop when noise
is introduced during the Gibbs sampling process,
alignment quality quickly increases as the com-
mon representation moves towards the versions in
the evaluation sample. The final two iterations
(with λ→∞) remove the sampling noise and the
model rapidly converges to a local maximum, re-
sulting in a sharp increase in alignment quality at
the end. Further iterations only result in minor im-
provements.

Table 2 contains the baseline and joint model re-
sults for models initialized with either English or
Mandarin versions. The joint model outperforms
the baseline in all cases except when the initial-
ization language is the same as the evaluation lan-
guage (the two English translations in the left col-
umn), which is expected since it is easy to align a
text to itself or to a very similar version.

The two models described so far only use the
nine-translation evaluation sample to learn the
common representation, since using additional
languages would unfairly penalize the joint learn-

English Mandarin
A A+J A A+J

deu 0.817 0.824 0.708 0.788
eng 0.854 0.851 0.714 0.800
eng2 0.834 0.833 0.708 0.790
fra 0.807 0.816 0.712 0.783
ind 0.774 0.785 0.710 0.770
ind2 0.791 0.803 0.721 0.786
nld 0.839 0.850 0.724 0.809
por 0.807 0.813 0.709 0.782
rus 0.792 0.800 0.699 0.772

Table 2: Normalized mutual information with re-
spect to Strong’s Numbers, using alignment only
(A) or joint alignment + common representation
learning (A+J), for models initialized using En-
glish or Mandarin.

ing model. I have also tested the model on the
full corpus of 1144 translations with an English-
initialized model and the same training setup as
above (initialized from English). In this case,
alignment quality decreased somewhat for the lan-
guages most similar to English, which is to be ex-
pected since the majority of languages in the cor-
pus are unrelated to English and pull the common
representation away from the European languages
in the evaluation sample. Although it is not possi-
ble to directly evaluate alignment quality outside
the evaluation sample with Strong’s Numbers, the
log-probability of the entire data under the model
(Equation 1) increases as expected, by about 5%.

5 Conclusions and Future Work

As the number of translations in a parallel cor-
pus increases, the problem of aligning them be-
comes a rather different one from aligning trans-
lation pairs. I have presented a Bayesian method
that jointly learns a common structure along with
alignments to each language in the corpus. In
an empirical evaluation, the joint method outper-
forms the baseline where the common structure is
one of the languages.

Currently the underlying alignment model is
quite simplistic, and preliminary results indicate
that including the HMM word order model of Vo-
gel et al. (1996) further improves alignments.
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Abstract
This paper is concerned with the discov-
ery and aggregation of events that provoke
a particular emotion in the person who
experiences them, or emotion-provoking
events. We first describe the creation of a
small manually-constructed dictionary of
events through a survey of 30 subjects.
Next, we describe first attempts at auto-
matically acquiring and aggregating these
events from web data, with a baseline from
previous work and some simple extensions
using seed expansion and clustering. Fi-
nally, we propose several evaluation meas-
ures for evaluating the automatically ac-
quired events, and perform an evaluation
of the effectiveness of automatic event ex-
traction.

1 Introduction

“You look happy today, did something good hap-
pen?” This is a natural question in human dia-
logue, and most humans could think of a variety of
answers, such as “I met my friends” or “I passed a
test.” In this work, we concern ourselves with cre-
ating resources that answer this very question, or
more formally “given a particular emotion, what
are the most prevalent events (or situations, con-
texts) that provoke it?”1 Information about these
emotion-provoking events is potentially useful for
emotion recognition (recognizing emotion based
on events mentioned in a dialogue), response gen-
eration (providing an answer to emotion-related
questions), and answering social-science related
questions (discovering events that affect the emo-
tion of a particular segment of the population).

1This is in contrast to existing sentiment lexicons (Riloff
et al., 2003; Valitutti, 2004; Esuli and Sebastiani, 2006; Ve-
likovich et al., 2010; Mohammad and Turney, 2013), which
only record the sentiment orientation of particular words
(such as “meet” or “friend”), which, while useful, are less dir-
ectly connected to the emotions than the events themselves.

While there is very little previous research on
this subject, one previous work of note by Tok-
uhisa et al. (2008) focused on emotion-provoking
events purely from the viewpoint of emotion re-
cognition. They used large corpus of examples
collected from the Web using manual patterns to
build a k-nearest-neighbors emotion classifier for
dialog systems and found that the classifier sig-
nificantly outperforms baseline methods. This
method provides both an inspiration and a baseline
for our work, but still lacks in that it makes no
attempt to measure the quality of the extracted
events, aggregate similar events, or rank events by
prevalence, all essential factors when attempting
to use extracted events for applications other than
simple emotion recognition.

In this paper, we describe work on creat-
ing prevalence-ranked dictionaries of emotion-
provoking events through both manual labor and
automatic information extraction. To create a
manual dictionary of events, we perform a sur-
vey asking 30 participants to describe events that
caused them to feel a particular emotion, and
manually cleaned and aggregated the results into
a ranked list. Next, we propose several methods
for extracting events automatically from large data
from the Web, which will allow us to increase the
coverage over the smaller manually created dic-
tionary. We start with Tokuhisa et al. (2008)’s pat-
terns as a baseline, and examine methods for im-
proving precision and coverage through the use of
seed expansion and clustering. Finally, we dis-
cuss evaluation measures for the proposed task,
and perform an evaluation of the automatically ex-
tracted emotion-provoking events. The acquired
events will be provided publicly upon acceptance
of the paper.

2 Manual Creation of Events

In order to create a small but clean set of gold-
standard data for each emotion, we first performed
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Emotions Words
happiness happy, glad
sadness sad, upset
anger angry, irritated
fear afraid, scared
surprise surprised, astonished
disgust disgusted, terrible

Table 2: Seed words for each emotion.

a survey on emotion-provoking events. We did so
by asking a total of 30 subjects (a mixture of male
and female from 20-40 years of age) to write down
five events that provoke each of five emotions:
happiness, sadness, anger, fear, and surprise. As
these events created according to this survey still
have a large amount of lexical variation, we manu-
ally simplify them to their core and merge together
events that have similar meanings.

Finally, for each emotion we extract all the
events that are shared by more than one person. It
should be noted that this will not come anywhere
close to covering the entirety of human emotion,
but as each event is shared by at least two people
in a relatively small sample, any attempt to create
a comprehensive dictionary of emotion-provoking
events should at least be able to cover the pairs in
this collection. We show the most common three
events for each emotion in Table 1.

3 Automatic Extraction of Events

We also performed experiments attempting to
automatically extract and aggregate events from
Web data. As a starting point, we follow Tokuhisa
et al. (2008) in defining a single reliable pattern as
a starting point for event extraction:

I am EMOTION that EVENT

As this pattern is a relatively reliable indicator that
the event is correct, most events extracted by this
pattern will actually be emotion-provoking events.
For instance, this pattern will be matched with the
sentence “I am happy that my mother is feeling
better”, in which my mother is feeling better cer-
tainly causes happiness.

For the EMOTION placeholder, we take into ac-
count 6 emotions - happiness, sadness, anger, fear,
disgust, and surprise - argued by Ekman (1992) to
be the most basic. We manually create a short list
of words that can be inserted into the above pattern
appropriately, as shown in Table 2.

For the EVENT placeholder, we allow any string
of words, but it is necessary to choose the scope
of the string that is referring to the emotion-
provoking event. To this end, we use a syntactic
parser and set a hard restriction that all events must
be a subtree having root tag S and containing at
least one noun phrase and one verb phrase.

Given these two restrictions, these patterns
provide us with high quality event-emotion pairs,
but the method is still lacking in two respects, lack
of coverage and lack of ability to aggregate sim-
ilar events. As both of these are essential to cre-
ating a high-quality and non-redundant dictionary
of events, we make two simple extensions to the
extraction process as follows.

3.1 Pattern Expansion
Pattern expansion, or bootstrapping algorithms are
widely used in the information extraction field
(Ravichandran and Hovy, 2002). In particular Es-
presso (Pantel and Pennacchiotti, 2006) is known
as a state-of-the-art pattern expansion algorithm
widely used in acquiring relationships between
entities. We omit the details of the algorithm
for space concerns, but note that applying the al-
gorithm to our proposed task is relatively straight-
forward, and allows us to acquire additional pat-
terns that may be matched to improve the cover-
age over the single seed pattern. We do, however,
make two changes to the algorithm. The first is
that, as we are interested in extracting events in-
stead of entities, we impose the previously men-
tioned restriction of one verb phrase and one noun
phrase over all events extracted by the patterns.
The second is that we perform normalization of
events to reduce their variability, namely removing
all function words, replacing proper nouns with
special symbol, and lemmatizing words.

3.2 Grouping events
The second improvement we perform is group-
ing the extracted events together. Grouping has a
number of potential practical advantages, as noted
frequently in previous work (Becker et al., 2011).
The first is that by grouping similar events to-
gether, we can relieve sparsity issues to some
extent by sharing statistics among the events in
a single group. The second is that aggregating
events together allows humans to browse the lists
more efficiently by reducing the number of re-
dundant entries. In preliminary experiments, we
attempted several clustering methods and even-
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Emotions Events
happiness meeting friends going on a date getting something I want
sadness someone dies/gets sick someone insults me people leave me alone
anger someone insults me someone breaks a promise someone is too lazy
fear thinking about the future taking a test walking/driving at night
surprise seeing a friend unexpectedly someone comes to visit receiving a gift

Table 1: The top three events for each emotion.

tually settled on hierarchical agglomerative clus-
tering and the single-linkage criterion using co-
sine similarity as a distance measure (Gower and
Ross, 1969). Choosing the stopping criterion for
agglomerative clustering is somewhat subjective,
in many cases application dependent, but for the
evaluation in this work, we heuristically choose
the number of groups so the average number of
events in each group is four, and leave a further
investigation of the tuning to future work.

4 Evaluation Measures

Work on information extraction typically uses ac-
curacy and recall of the extracted information as
an evaluation measure. However, in this work, we
found that it is difficult to assign a clear-cut dis-
tinction between whether an event provokes a par-
ticular emotion or not. In addition, recall is diffi-
cult to measure, as there are essentially infinitely
many events. Thus, in this section, we propose two
new evaluation measures to measure the precision
and recall of the events that we recovered in this
task.

To evaluate the precision of the events extrac-
ted by our method, we focus on the fact that an
event might provoke multiple emotions, but usu-
ally these emotions can be ranked in prominence
or appropriateness. This is, in a way, similar to the
case of information retrieval, where there may be
many search results, but some are more appropri-
ate than others. Based on this observation, we fol-
low the information retrieval literature (Voorhees,
1999) in adapting mean reciprocal rank (MRR) as
an evaluation measure of the accuracy of our ex-
traction. In our case, one event can have multiple
emotions, so for each event that the system out-
puts, we ask an annotator to assign emotions in
descending order of prominence or appropriate-
ness, and assess MRR with respect to these ranked
emotions. 2

We also measure recall with respect to the

2In the current work we did not allow annotators to assign
“ties” between the emotions, but this could be accommodated
in the MRR framework.

manually created dictionary described in Section
2, which gives us an idea of what percent of com-
mon emotions we were able to recover. It should
be noted that in order to measure recall, it is ne-
cessary to take a matching between the events out-
put by the system and the events in the previously
described list. While it would be ideal to do this
automatically, this is difficult due to small lexical
variations between the system output and the list.
Thus, for the current work we perform manual
matching between the system hypotheses and the
references, and hope to examine other ways of
matching in future work.

5 Experiments

In this section, we describe an experimental eval-
uation of the accuracy of automatic extraction of
emotion-provoking events.

5.1 Experimental Setup

We use Twitter3 as a source of data, as it is it
provides a massive amount of information, and
also because users tend to write about what they
are doing as well as their thoughts, feelings and
emotions. We use a data set that contains more
than 30M English tweets posted during the course
of six weeks in June and July of 2012. To remove
noise, we perform a variety of preprocessing, re-
moving emoticons and tags, normalizing using
the scripts provided by Han and Baldwin (2011),
and Han et al. (2012). CoreNLP4 was used to
get the information about part-of-speech, syntactic
parses, and lemmas.

We prepared four systems for comparison. As a
baseline, we use a method that only uses the ori-
ginal seed pattern mentioned in Section 3 to ac-
quire emotion-provoking events. We also evalu-
ate expansions to this method with clustering, with
pattern expansion, and with both.

We set a 10 iteration limit on the Espresso al-
gorithm and after each iteration, we add the 20

3http://www.twitter.com
4http://nlp.stanford.edu/software/

corenlp.shtml
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Methods MRR Recall
Seed 46.3 (±5.0) 4.6 (±0.5)
Seed + clust 57.2 (±7.9) 8.5 (±0.9)
Espresso 49.4 (±2.8) 8.0 (±0.5)
Espresso + clust 71.7 (±2.9) 15.4 (±0.8)

Table 3: MRR and recall of extracted data (with
standard deviation for 3 annotators).

most reliable patterns to the pattern set, and in-
crease the seed set by one third of its size. These
values were set according to a manual inspection
of the results for several settings, before any eval-
uation was performed.

We examine the utility of each method accord-
ing to the evaluation measures proposed in Sec-
tion 4 over five emotions, happiness, sadness, an-
ger, fear, and surprise.5 To measure MRR and
recall, we used the 20 most frequent events or
groups extracted by each method for these five
emotions, and thus all measures can be interpreted
as MRR@20 and recall@20. As manual annota-
tion is required to calculate both measures, we ac-
quired results for 3 annotators and report the aver-
age and standard deviation.

5.2 Experimental Results

The results are found in Table 3. From these res-
ults we can see that clustering the events causes a
significant gain on both MRR and recall, regard-
less of whether we use Espresso or not. Looking
at the results for Espresso, we see that it allows for
small boost in recall when used on its own, due
to the fact that the additional patterns help recover
more instances of each event, making the estimate
of frequency counts more robust. However, Es-
presso is more effective when used in combination
with clustering, showing that both methods are
capturing different varieties of information, both
of which are useful for the task.

In the end, the combination of pattern expansion
and clustering achieves an MRR of 71.7% and re-
call of 15.4%. While the MRR could be deemed
satisfactory, the recall is still relatively low. One
reason for this is that due to the labor-intensive
manual evaluation, it is not realistic to check many
more than the top 20 extracted events for each
emotion, making automatic evaluation metrics the
top on the agenda for future work.

5We exclude disgust, as the seed only matched 26 times
over entire corpus, not enough for a reasonable evaluation.

Emotions MRR Recall
happiness 93.9 23.1
sadness 76.9 10.0
anger 76.5 14.0
fear 48.3 24.3
surprise 59.6 0.0

Table 4: Average MRR and recall by emotion for
the Espresso + clustering method.

However, even without considering this, we
found that the events extracted from Twitter
were somewhat biased towards common, everyday
events, or events regarding love and dating. On the
other hand, our annotators produced a wide vari-
ety of events including both everyday events, and
events that do not happen every day, but leave a
particularly strong impression when encountered.
This can be seen particularly in the accuracy and
recall results by emotion for the best system shown
in Table 4. We can see that for some emotions we
achieved recall approaching 25%, but for surprise
we didn’t manage to extract any of the emotions
created by the annotators at all, instead extracting
more mundane events such as “surprised I’m not
fat yet” or “surprised my mom hasn’t called me
yet.” Covering the rare, but important events is an
interesting challenge for expansions to this work.

6 Conclusion and Future Work

In this paper we described our work in creat-
ing a dictionary of emotion-provoking events, and
demonstrated results for four varieties of auto-
matic information extraction to expand this dic-
tionary. As this is the first attempt at acquiring dic-
tionaries of emotion-provoking events, there are
still many future directions that deserve further in-
vestigation. As mentioned in the experimental dis-
cussion, automatic matching for the evaluation of
event extraction, and ways to improve recall over
rarer but more impressive events are necessary.
There are also many improvements that could be
made to the extraction algorithm itself, including
more sophisticated clustering and pattern expan-
sion algorithms. Finally, it would be quite interest-
ing to use the proposed method as a tool for psy-
chological inquiry, including into the differences
between events that are extracted from Twitter and
other media, or the differences between different
demographics.
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Abstract

Temporal information is important for
many NLP tasks, and there has been ex-
tensive research on temporal tagging with
a particular focus on English texts. Re-
cently, other languages have also been ad-
dressed, e.g., HeidelTime was extended to
process eight languages. Chinese temporal
tagging has achieved less attention, and no
Chinese temporal tagger is publicly avail-
able. In this paper, we address the full task
of Chinese temporal tagging (extraction
and normalization) by developing Chinese
HeidelTime resources. Our evaluation on
a publicly available corpus – which we
also partially re-annotated due to its rather
low quality – demonstrates the effective-
ness of our approach, and we outperform
a recent approach to normalize temporal
expressions. The Chinese HeidelTime re-
source as well as the corrected corpus are
made publicly available.

1 Introduction

Temporal information plays a crucial role in many
documents, and temporal tagging, i.e., the extrac-
tion of temporal expressions and their normaliza-
tion to some standard format, is crucial for sev-
eral NLP tasks. So far, research on temporal in-
formation extraction mostly focused on western
languages, especially English. In contrast, eastern
languages, e.g., Chinese, are less explored. Nev-
ertheless, there is research on Chinese temporal
tagging. While some works addressed either the
extraction or the normalization subtask, a few full
temporal taggers exist, e.g., CTEMP (Wu et al.,
2005b) and CTAT (Jing et al., 2008), but none of
them is publicly available.

In contrast, some temporal taggers were re-
cently made available, e.g., DANTE (Mazur and

Dale, 2009), TipSem (Llorens et al., 2010), and
HeidelTime (Strötgen and Gertz, 2013). Further-
more, Strötgen et al. (2013) showed that Hei-
delTime can be extended to further languages
by developing language-specific resources with-
out modifying the source code. Thus, when de-
veloping temporal tagging capabilities for an ad-
ditional language, one is faced with the question
of whether to develop a new temporal tagger or
to extend an existing one. We decided to extend
HeidelTime for Chinese for the following reasons:
(i) HeidelTime was the best temporal tagger in
the TempEval-2 (English) and TempEval-3 (En-
glish and Spanish) competitions (Verhagen et al.,
2010; UzZaman et al., 2013), (ii) it already sup-
ports eight languages, and (iii) it is the only multi-
lingual temporal tagger for cross-domain temporal
tagging, e.g., news- and narrative-style documents
can be processed with high quality.

2 Related Work
For Chinese temporal tagging, machine learning
and rule-based approaches have been employed.
Wu et al. (2005a) and Wu (2010) report that ma-
chine learning techniques do not achieve as good
results as rule-based approaches when processing
Chinese. Thus, it is reasonable to extend a rule-
based system such as HeidelTime to Chinese.

In general, temporal tagging approaches per-
form the extraction, the normalization, or both,
and create TIDES TIMEX2 (Ferro et al., 2005) or
TimeML’s TIMEX3 (Pustejovsky et al., 2005) an-
notations. For development and evaluation, there
are two Chinese temporally annotated corpora,
the ACE 2005 training corpus and TempEval-2
(c.f. Section 3). Table 1 lists approaches to Chi-
nese temporal tagging with some further infor-
mation. The most recent work is the learning-
based language-independent discriminative pars-
ing approach for normalizing temporal expres-
sions by Angeli and Uszkoreit (2013).
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approach tasks method standard evaluation details system available
Angeli and Uszkoreit (2013) N ML TIMEX3 TempEval-2 (N) no
Wu (2010)# E rules TIMEX2 ACE 2007 (E) no
Wen (2010)# N rules TIMEX2 own corpus (N) no
He (2009)# E ML+rules TIMEX2 ACE 2005 (E) no
Pan (2008)# E ML+rules TIMEX2 ACE 2005 (E) no
Jing et al. (2008)# – CTAT E+N ML+rules TIMEX2 own corpus (E+N) no
Wu et al. (2005b) – CTEMP E+N rules TIMEX2 TERN 2004 (E), own corpus (E+N) no
Hacioglu et al. (2005) – ATEL E ML+rules TIMEX2 TERN 2004 (E) no

Table 1: Information on related work addressing Chinese temporal tagging (#available in Chinese only).

There are also (semi-)automatic approaches to
port a temporal tagger from one language to an-
other. For instance, TERSEO (Negri et al., 2006;
Saquete et al., 2006) has been extended from
Spanish to English and Italian by automatic rule-
translation and automatically developed parallel
corpora. However, the normalization quality of
this approach was rather low compared to a rule-
based tagger manually developed for the specific
language (Negri, 2007). This finding encour-
aged us to manually create Chinese HeidelTime
resources instead of trying automatic methods.

3 The TempEval-2 Chinese Corpus

There are two Chinese temporally annotated cor-
pora available: While the Chinese part of the ACE
2005 multilingual training corpus (Walker et al.,
2006) has been used by some approaches (c.f. Ta-
ble 1), it only contains TIMEX2 extent annota-
tions. In contrast, the TempEval-2 Chinese data
sets (Verhagen et al., 2010) contain TIMEX3 an-
notations with extent and normalization informa-
tion. However, no TempEval-2 participants ad-
dressed Chinese and only Angeli and Uszkoreit
(2013) report evaluation results on this corpus.
Since HeidelTime is TIMEX3-compliant, and we
address the extraction and normalization subtasks,
we use the TempEval-2 corpus in our work.

3.1 Annotation Standard TimeML
For temporal expressions, TimeML (Pustejovsky
et al., 2005) contains TIMEX3 tags with several
attributes. The two most important ones – also
annotated in the TempEval-2 data – are type and
value. Type specifies if an expression is a date,
time, duration, or set (set of times), and value con-
tains the normalized meaning in standard format.

3.2 Original TempEval-2 Corpus
The Chinese training and test sets consist of 44 and
15 documents with 746 and 190 temporal expres-
sions, respectively. However, several expressions

have no normalized value information (85 in the
training and 47 in the test set), others no type.1

This issue was also reported by Angeli and
Uszkoreit (2013). Thus, they report evaluation re-
sults on two versions of the data sets, the original
version and a cleaned version, in which all expres-
sions without value information were removed.

3.3 Re-annotation of the TempEval-2 Corpus
Due to the significant amount of temporal expres-
sions with undefined value attributes, we decided
to manually assign normalized values to these ex-
pressions instead of excluding them. During this
process, we recognized that the corpus contained
several more errors, e.g., some expressions were
annotated as dates although they refer to durations.
Thus, instead of only substituting undefined val-
ues, we checked all annotations in the two data
sets and corrected errors. For this, one Chinese na-
tive and two further TimeML experts discussed all
modified annotations. Although there were sev-
eral difficult expressions and not all normaliza-
tions were straightforward, we significantly im-
proved the annotation quality. After our modifi-
cation, the improved training and test sets contain
765 and 193 temporal expressions with value in-
formation, respectively. In Table 2, statistics about
the three versions of the data sets are provided.

4 Chinese HeidelTime Resources

HeidelTime is a cross-domain, multilingual tem-
poral tagger that strictly separates the source
code and language-dependent resources (Strötgen
and Gertz, 2013). While the implementation
takes care of domain-dependent normalization is-
sues, language-dependent resources contain pat-
tern, normalization, and rule files. We had to de-
velop such Chinese resources to perform Chinese
temporal tagging with HeidelTime.

1Note that the TempEval-2 corpus developers stated that
the annotations of the non-English documents are rather ex-
perimental (Verhagen, 2011).
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temp. date / time / undef
corpus docs expr. duration / set value
training set
original 44 746 623 / 10 / 113 / 0 85
AU13-clean 44 661 555 / 10 / 96 / 0 0
improved 44 765 628 / 10 / 125 / 2 0
test set
original 15 190 160 / 0 / 27 / 3 47
AU13-clean 15 143 128 / 0 / 15 / 0 0
improved 15 193 166 / 0 / 23 / 4 0

Table 2: Statistics on the three versions of the Chi-
nese TempEval-2 data sets.

4.1 Chinese Linguistic Preprocessing

As input, HeidelTime requires sentence, token,
and part-of-speech information. For most of the
supported languages, HeidelTime uses a UIMA
wrapper of the TreeTagger (Schmid, 1994). Since
there is also a Chinese model for the TreeTagger
available, we rely on the TreeTagger for Chinese
linguistic preprocessing.2

4.2 Resource Development Process

To develop Chinese HeidelTime resources, we
followed the strategy applied by Strötgen et al.
(2013) for Spanish: Using HeidelTime’s English
resources as starting point, we translated the pat-
tern files, the normalization files, and the rules for
extracting and normalizing temporal expressions.
More details on these steps are provided next.

Pattern & Normalization Resources. English
patterns in the pattern files, which also exist in
Chinese in a similar form, were directly trans-
lated. For instance, there are Chinese expressions
for names of months and weekdays. Patterns ex-
isting in English but not used in Chinese were re-
moved, e.g., there are no abbreviations of month
names in Chinese. In contrast, for other patterns
frequently used in Chinese, additional pattern files
were created. Examples are Chinese numerals.

Based on the pattern files, we built the normal-
ization files. Here, the normalized values of the
patterns are stored. An example of the Chinese
resources is as follows: The three patterns “星
期二”, “礼拜二”, and “周二” can all be trans-
lated as Tuesday and are thus part of the Weekday
pattern resource. Since weekdays are internally
handled by HeidelTime with their English names,
the normalization file for Chinese weekdays con-
tains “星期二,Tuesday” “礼拜二,Tuesday” and
“周二,Tuesday”.

2http://corpus.leeds.ac.uk/tools/zh/.

Chinese Rule Development. HeidelTime’s
rules contain three components, a name, an ex-
traction and a normalization part. The extraction
mainly makes use of regular expressions and the
pattern resources, and in the normalization part,
the matched expressions are normalized using the
normalization resources.3 To develop the rules,
we again followed Strötgen et al. (2013) and
applied the following strategy:

(i) A few simple Chinese rules were created
based on the English rules. (ii) We reviewed ex-
tracted temporal expressions in the training set and
improved the extraction and normalization parts of
the rules. (iii) We checked the training texts for
undetected expressions and created rules to match
them. In parallel, we adapted the Chinese pattern
and normalization resources when necessary. (iv)
We translated more complex English rules to also
cover valid expressions not occurring in the Chi-
nese training documents. (v) Steps (ii) to (iv) were
iteratively performed until the results on the train-
ing set could not be improved further.

4.3 Chinese Challenges

Chinese is an isolating language without inflection
and depends on word order and function words
to represent grammatical relations. Although we
only consider modern Mandarin as it is the most
widely used variety of Chinese in contemporary
texts, many challenges occurred during the re-
source development process. Some examples are:

Polysemous words: Many Chinese words have
more than one meaning, e.g., dynasty names such
as “唐” (Tang) or “宋” (Song) can refer to a certain
time period, but also appear as family names.

Further ambiguities: There are many ambigu-
ous expressions in Chinese, e.g., the temporal ex-
pression “五日前” has two meanings: “before the
5th day of a certain month” and also “5 days ago”
– depending on the context.

Calendars: There are various calendars in Chi-
nese culture and thus also in Chinese texts, such
as the lunar calendar and the 24 solar terms, which
are different from the Gregorian calendar and thus
very difficult to normalize. Besides, Taiwan has
a different calendar, which numbers the year from
the founding year of the Republic of China (1911).

3For more details about HeidelTime’s system architecture
and rule syntax, we refer to Strötgen and Gertz (2013).
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training set P R F value type
original 96.1 92.7 94.4 80 93
AU13-clean 80.7 95.1 87.3 91 95
improved 97.6 94.4 96.0 92 95
test set P R F value type
original 93.4 82.0 87.3 70 93
AU13-clean 63.5 88.0 73.8 89 96
improved 95.5 83.8 89.3 87 96

Table 3: Evaluation results for extraction and nor-
malization (TempEval-2 training and test sets).

5 Evaluation
In this section, we present evaluation results of our
newly developed Chinese HeidelTime resources.
In addition, we compare our results for the normal-
ization sub-task to Angeli and Uszkoreit (2013).

5.1 Evaluation Setup
Corpus: We use three versions of the TempEval-
2 training and test sets: (i) the original versions,
(ii) the improved versions described in Section 3.3,
and (iii) the cleaned versions also used by Angeli
and Uszkoreit (2013) in which temporal expres-
sions without value information are removed.
Setting: Since the TempEval-2 data already con-
tains sentence and token information, we only
had to perform part-of-speech tagging as linguistic
preprocessing step. For this, we used the TreeTag-
ger (Schmid, 1994) with its Chinese model.
Measures: We use the official TempEval-2 eval-
uation script. For the extraction, precision, recall,
and f-score are calculated on the token-level. For
the normalization, accuracy for the attributes type
and value are calculated on the expression-level.
Note that the use of accuracy makes it difficult to
compare systems having a different recall in the
extraction, as will be explained below.

5.2 Evaluation Results
Table 3 (top) shows the evaluation results on the
training set. Extraction and normalization quality
are high, and value accuracies of over 90% on the
cleaned and improved versions are promising.4

The results on the test sets (Table 3, bottom) are
lower than on the training sets. However, value ac-
curacies of almost 90% with a recall of more than
80% are valuable and comparable to state-of-the-
art systems in other languages. A first error anal-
ysis revealed that while the training documents

4Note that the lower value accuracy on the original set
is due to expressions without value information in the gold
standard, and that the low extraction precision in the clean
version is due to some of those expressions being (correctly)
extracted by the system but removed from the gold standard.

original AU13-clean # correct
training set value type value type value
AU13 65% 95% 73% 97% 4845

HeidelTime 80% 93% 91% 95% 574
original AU13-clean # correct

test set value type value type value
AU13 48% 87% 60% 97% 865

HeidelTime 70% 93% 89% 96% 121

Table 4: Normalization only – comparison to
AU13 (Angeli and Uszkoreit, 2013).

are written in modern Mandarin, some test doc-
uments contain Taiwan-specific expressions (c.f.
Section 4.3) not covered by our rules yet.

Finally, we compare the normalization quality
of our approach to the multilingual parsing ap-
proach of Angeli and Uszkoreit (2013). How-
ever, their approach performs only the normaliza-
tion subtask assuming that the extents of temporal
expressions are provided. For this, they used gold
extents for evaluation. HeidelTime only normal-
izes those expressions that it knows how to extract.
Thus, we run HeidelTime performing the extrac-
tion and the normalization. However, since the
accuracy measure used by the TempEval-2 script
calculates the ratio of correctly normalized expres-
sions to all extracted expressions and not to all
expressions in the gold standard, we additionally
present the raw numbers of correctly normalized
expressions for the two systems. Table 4 shows the
comparison between our approach and the one by
Angeli and Uszkoreit (2013). We outperform their
approach not only with respect to the accuracy but
also with respect to the numbers of correctly nor-
malized expressions (574 vs. 4845 and 121 vs. 865

on the training and test sets, respectively) – despite
the fact that we perform the full task of temporal
tagging and not only the normalization.

6 Conclusions & Ongoing Work
In this paper, we addressed Chinese temporal
tagging by developing Chinese HeidelTime re-
sources. These make HeidelTime the first publicly
available Chinese temporal tagger. Our evaluation
showed the high quality of the new HeidelTime re-
sources, and we outperform a recent normalization
approach. Furthermore, the re-annotated Chinese
TempEval-2 data sets will also be made available.

Currently, we are performing a detailed error
analysis and hope to gain insights to further im-
prove HeidelTime’s Chinese resources.

5Number of correct value normalizations calculated based
on value accuracy and number of expressions in the data sets.
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Abstract 

In this paper, we investigate the problem of 

Ezafe recognition in Persian language. Ezafe is 

an unstressed vowel that is usually not written, 

but is intelligently recognized and pronounced 

by human. Ezafe marker can be placed into 

noun phrases, adjective phrases and some 

prepositional phrases linking the head and 

modifiers. Ezafe recognition in Persian is 

indeed a homograph disambiguation problem, 

which is a useful task for some language 

applications in Persian like TTS. In this paper, 

Part of Speech tags augmented by Ezafe 

marker (POSE) have been used to train a 

probabilistic model for Ezafe recognition. In 

order to build this model, a ten million word 

tagged corpus was used for training the 

system. For building the probabilistic model, 

three different approaches were used; 

Maximum Entropy POSE tagger, Conditional 

Random Fields (CRF) POSE tagger and also a 

statistical machine translation approach based 

on parallel corpus. It is shown that comparing 

to previous works, the use of CRF POSE 

tagger can achieve outstanding results.  

1 Introduction 

In Persian language, Ezafe is an unstressed 

short vowel /-e/ (or /-ye/ after vowels) which is 

used to link two words in some contexts. 

Although Ezafe is an important part of the 

Persian phonology and morphology, it does not 

have a specific character representation, and so is 

not usually written. However, it is pronounced as 

a short vowel /e/. Sometimes, for disambiguation 

purposes it is preferred to explicitly mark its 

presence by a written symbol (the diacritic Kasre) 

after some words in order to facilitate the correct 

pronunciation. 

The most important application of Ezafe 

recognition is a text to phoneme tool for Text To 

Speech (TTS) Systems. Other application of 

Ezafe recognition is identifying the dependency 

of a word in a Noun Phrase. (Oskouipour, 2011, 

Mavvaji and Eslami, 2012) 

In this research, we would like to investigate 

various approaches to correctly recognize 

genitive cases in Persian language. Shortly, the 

contributions of this paper are as follow: 

• Modeling the Ezafe recognition task as a 

sequence labeling system. 

• Using HMM and CRF as sequence labelers. 

• Modeling the Ezafe recognition task as a 

monotone translation problem which can be 

tackled by phrase based SMT approach. 

• Using a big amount of test and gold data, so 

the results are considerably reliable. 

• To enhance the results of the system, five 

Persian-specific features which discriminate 

the results in high-precision low-recall fashion, 

have been proposed. 

• The recognition rate has achieved outstanding 

results in comparison to the previous works.  

This task is closely related to the task of 

determining short vowels in Arabic language. So, 

although the aim of this paper is to recognize 

Ezafe in Persian language, but all the methods 

investigated here is applicable to determine short 

vowels in Arabic language. 

In the next section a clear definition of the 

problem is presented and the characteristics of 

Persian language are introduced. In Section 3 we 

will give a precise definition of Ezafe. Section 4 

provides an overview of previous works on 

Ezafe recognition. Our approach will be 

described in Section 5 followed by two sections 

including corpus selection process and 

implementation of proposed method. Conclusion 

and recommendations for future works will be 

presented in the last section. 
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2 An Overview of Persian Language 

Persian Language belongs to Arabic script-

based languages. This category of languages 

includes Kurdish, Urdu, Arabic, Pashtu and 

Persian. They all have common scripting, and 

somehow similar writing system. 

In Arabic script-based languages, the most 

common features are absence of capitalization, 

right to left direction, lack of clear word 

boundaries, complex word structure, encoding 

issues in computer environment, and a high 

degree of ambiguity due to non-representation of 

short vowels in writing (Farghaly, 2004). Note 

that Ezafe recognition and homograph 

disambiguation problem mostly deals with the 

last mentioned feature. 

One of the problems in Persian language 

processing is long-distance dependencies. This 

phenomenon complicates Ezafe recognition task 

even for humans (Ghomeshi, 1996). Another 

problem is how to determine phrase/word 

boundaries. In Persian language, affixes can be 

written in three formats; completely separated by 

a space delimiter, separated by half-space
1
, or 

can be attached to its main word. So, determining 

word and phrase boundaries are somehow a 

complicated task in Persian.The third challenge 

arises by pronoun drop due to the morphology of 

Persian language.  

3 Ezafe Definition 

Historically, Persian Ezafe had a 
demonstrative morpheme in old Iran (Estaji and 
Jahangiri, 2006). It was related to a demonstrative 
/hya/, which links the head noun to adjectival 
modifiers, to the possessor NP (Samvelian, P., 
2007). In evolution of Persian language, /hya/ 
became /–i/ in Middle Persian and progressively 
lost its demonstrative value to end as a simple 
linker. In recognizing Ezafe, we should consider 
all morphological, syntactic, semantic and 
discourse views (Parsafar, 2010). It should be 
noted that Ezafe can be iterated within the NP, 
occurring as many times as there are modifiers.  

4 Previous Works  

As a first attempt to recognize Ezafe in Persian 

text, Bijankhan (Bijankhan, 2005) used a pattern 

matching algorithm for Ezafe recognition. He 

has used POS tags and also semantic labels (such 

as place, time, ordinal numbers ...) to obtain a 

                                                           

1
A Non-Joint Zero Width (NJZW) letter 

statistical view of Ezafe markers. He manually 

derived 80 most frequent patterns such as Noun-

Noun and Noun-Adjective etc. The most 

frequent combinations were extracted based on a 

10 million-wordscorpus.  

In a research accomplished by (Isapour, et al., 

2007), the researchers rely on the fact that Ezafe 

can relate between head and its modifiers so as to 

help to build NPs. So by parsing sentences and 

finding Phrase borders, the location of Ezafe in 

the sentence can be found. In this work, the 

sentences were analyzed using a Probabilistic 

Context Free Grammar (PCFG) to derive phrase 

borders. Then based on the extracted parse tree, 

the head and modifiers in each phrase can be 

determined. In the last phase, a rule based 

approach was also applied to increase the 

accuracy in Ezafe marker labeling. For training 

the algorithm, 1000 sentences were selected and 

a parse tree was built for each of them. Because 

of the limited number of parsed sentences for 

training, the results cannot be extended for 

general applications. 

There were also other attempts to effectively 

recognize Ezafe marker in Persian text, such as 

(Zahedi, 1998) based on fuzzy sets. Also, 

(Oskouipour, 2011) developed a system based on 

Hidden Markove Model to correctly identify 

Ezafe markers. (Mavvaji and Eslami, 2012) had 

another attempt by syntactic analysis. There are 

also some implementations using neural 

networks (Razi and Eshqi, 2012). Some of the 

results can be seen in Table 4. 

5 Our Approach 

In this paper we have investigated two types 
of POS taggers, and also a MT-based approach. 
In the following section, these approaches will be 
explained and the results will be compared to 
previous work. 

A. Ezafe recognition as a POS tagging problem 

Part Of Speech tagging is an effective way for 

automatically assigning grammatical tags to 

words in a text. In Persian, POS tagging can be 

applied as a homograph disambiguation problem 

for correct pronunciation of words in a sentence 

(Yarowsky, 1996). There are powerful POS 

tagger algorithms such as statistical, rule based, 

transformation based and memory based learning 

methods. In this research we have used two 

schemes of statistical POS tagging for Ezafe 

recognition. The first one is a Maximum Entropy 

tagger that has been investigated by (Toutanova 

and Manning. 2000) and (Toutanova, et al. 
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2003). In order to implement this approach, we 

have used Stanford toolkit as a MaxEnt tagger. 

The second approach is based on Conditional 

Random Fields (CRF) model, that was first 

introduced by (Lafferty, et al., 2001) and then 

(Sha and Pereira. 2003).  

B. Ezafe recognition as a translation problem 

We can consider the Ezafe recognition 
problem as a monotone translation problem. In 
other words, it can be considered as a noisy 
channel problem. The original training text 
without the Ezafe marker can be used as source 
language, and the tagged text can be used as 
destination language. So, we can apply these 
parallel corpora as inputs to a phrase-based 
Statistical Machine Translation (SMT) system.  

In the experiments, we have used monotone 
SMT with distortion limit equal to zero. For 
implementing SMT, we have used Moses toolkit. 
It should be mentioned that in the case of Ezafe 
recognition, we can use a SMT system without 
re-ordering. By using phrase-based SMT, the 
local dependencies between the neighboring 
words are handled by the phrase table. Also some 
of the dependencies between different phrases 
can be tackled by the language model. 

6 Data Preparation 

In this work, we have used Bijankhan corpus 
(Bijankhan, 2004, Amiri, et al, 2007). The 
content of this corpus is gathered from daily news 
and common texts, covering 4300 different 
subjects. It contains about 10 million tagged 
words in about 370000 sentences. The words in 
the corpus have been tagged by 550 tags based on 
a hierarchical order, with more fine-grained POS 
tags like ‘noun-plural-subj’. About 23% of words 
in the corpus are tagged with Ezafe. We have 
used an extended version of POS tags, named 
POSE (Part of Speech tags + Ezafe tag) that can 
be constructed by adding Ezafe markers to 
original first level tags. Table 1 shows the 
statistics of POSE tags. 

 

POSE Frequency 
%  in Ezafe 

markers 

%  in 

all corpus 

N-e 1817472 81.87 18.39 

ADJ-e 223003 10.05 2.26 

P-e 111127 5.01 1.125 

NUM-e 27860 1.26 0.28 

others 40477 1.81 0.41 

Total 2219939 100 % 22.46 

 
Table 1 - Ezafe Statistics in Bijankhan Corpus 

7 Performance Metrics 

The ordinary measures that can be used based 
on confusion matrix are Precision, Recall and F1 
measure. Another measure that can be used in 
this binary classification problem is Mathews 
Correlation Coefficient (MCC). This measure 
indicates the quality of the classifier for binary 
class problems especially when two classes are of 
very different sizes.We have also considered two 
other measures; true positive rate as Ezafe 
presence accuracy, and false positive rate as 
Ezafe absence accuracy. The total average can be 
calculated using a weighted average of the two 
last mentioned measures.  

8 Experiments and Results 

As mentioned, the system was trained on 
Bijankhan corpus. Only the first level of POS 
tags was used for the training phase, except for 
the words with Ezafe, that the POS plus Ezafe 
marker was chosen. The more fine-grained POS 
tags were removed to achieve more accuracy. 

We used a ten-fold cross-validation scheme. 
For calculating the total accuracy, Ezafe presence 
accuracy and Ezafe absence accuracy should be 
weighted by 16.8% (ratio of words with Ezafe 
marker in test corpus) and 83.2% (ratio of words 
without Ezafe marker) respectively.  

A. Evaluating fine-grained tags 

The first experiment was done in order to test 
the ability of other fine grained POS tags in Ezafe 
recognition. In this test that was done on 30% of 
the corpus, all of the fine grained POS tags of the 
words plus Ezafe marker were used to train a 
Maximum Entropy POSE tagger.  As shown in 
Table 2, the accuracy of the system decreased 
when we used complete features hierarchy. So, in 
consequent experiments, we used only first level 
tag features. 

Conditions 

Performance measures  

(Run on 30% of corpus) 

Precision Recall 
F-

measure 
MCC 

Accur

acy 

MaxEnt+ 

POSE 
87.95 93.14 0.91 0.89 96.71 

MaxEnt+ 

POSE+ fine 

grained tags 
89.56 88.69 0.89 0.87 96.37 

 

Table 2: Experiment Based on Full Tag Hierarchy 

 

B. Evaluating MaxEnt tagger 

In the next experiment, we used a MaxEnt 

tagger applied on whole corpus. With first level 

hierarchy of POSE tags, a total accuracy of 

97.21% was resulted. As shown in the Table 3, 

while we have a good recall rate, the precision 
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reached a fair value. Both F-measure and MCC 

have values greater than 0.9. 
The effect of eliminating titles which are 

incomplete sentences was also experimented. 
Table 3 shows that eliminating the 
achieve a good improvement in accuracy

 

C. Using Persian-specific features 

Augmenting the system with some Persian
specific features to decrease FP and FN can 
significantly increase the total accuracy. As 
shown in Table 3, by using five 
accuracy can be increased by more than 0.6%. 
The features are as follow: 

• Punctuations cannot take Ezafe. B
feature, these FP errors will be removed

• Noun words which are followed by adjectives 
and adverbs should take Ezafe marker.

• Adjectives which are followed by nouns and 
adverbs should take Ezafe marker.

• Adverbs which are followed by nouns and 
adverbs should take Ezafe marker.

• Nouns, adverbs and adjectives which are 
followed by verbs do not take Ezafe.
 

Conditions 
Performance measures 

Precision Recall F-measure 

MAXent+POSE 89.44 94.48 0.919 

MAXent+POSE 

without title 
89.53 94.47 0.919 

Maxent+POSE+

Persian Specific 

Features 

91.37 95.92 0.936 

 
Table 3 - Results of Experiments on complete corpus Size

Note that the false positive rate of the above 

mentioned experiment is about twice

negative rate. So, we tried to extract more 

features based on investigating words in FP table 

and confusion matrix. 

D. Evaluating CRF Tagger 

The next experiment was based on C

In order to compare the results with M

tagger, the experiment was performed on 

corpus using 10-fold cross validation
In this experiment, we used a CRF tagger

applied a window on the text to see the effect of 
neighboring words as input features 
recognition. As shown in Figure 1, 
of system varies by changing the size of the 
window from 1 to 9. The graph shows that the 
experiments with a CRF tagger can achieve its 
best accuracy with window of size 
performance was achieved by augmenting the 
CRF model with the five mentioned Persian
specific features.  

measure and MCC 

The effect of eliminating titles which are 
incomplete sentences was also experimented. 

the titlesdoes not 
accuracy. 

Augmenting the system with some Persian-
to decrease FP and FN can 

increase the total accuracy. As 
five features, the 

ccuracy can be increased by more than 0.6%. 

By this simple 
, these FP errors will be removed. 

Noun words which are followed by adjectives 
and adverbs should take Ezafe marker. 

which are followed by nouns and 
adverbs should take Ezafe marker. 

Adverbs which are followed by nouns and 
adverbs should take Ezafe marker. 

Nouns, adverbs and adjectives which are 
followed by verbs do not take Ezafe. 

Performance measures (%) 

MCC Accuracy 

0.903 97.21 

0.903 97.23 

0.923 97.80 

Results of Experiments on complete corpus Size 

Note that the false positive rate of the above 

ice of the false 

negative rate. So, we tried to extract more 

based on investigating words in FP table 

The next experiment was based on CRF tagger. 

In order to compare the results with MaxEnt 

tagger, the experiment was performed on whole 

on method.  
CRF tagger and 

the text to see the effect of 
as input features in Ezafe 

, the accuracy 
by changing the size of the 

The graph shows that the 
can achieve its 

dow of size 5. Better 
by augmenting the 

CRF model with the five mentioned Persian-

Fig. 1. Ezafe Recognition Accuracy vs. Window Size

Table 4 shows the results comparing 
previous works in this regard. As shown in the 
table, the accuracy of CRF model 
mentioned featuresets can achieve best 
comparing to other approaches. 

Conditions 
Ezafe 

presence 
accuracy 

Ezafe 
Presence 

Error 

Ezafe 
Absence 
Accuracy 

Ezafe Absence 

Rule based and 

syntactic  

(Oskouipour, 2011) 

10.37 89.63 83.20 

PCFG with 1000 

sentences  

(Isapour, 2007) 

86.74 13.26 95.62 

Pattern based 

method patterns 

with freq>1%  

(Bijankhan, 2005) 

79.69 20.31 92.95 

HMM with 3gram  

(Oskouipour, 2011) 
78.55 21.45 95.31 

SMT based 

approach 
75.96 24.05 89.99 

MaxEnt with POSE  94.48 5.52 97.75 

MaxEnt with POSE 

+ Persian Specific 

Features 

95.92 4.08 98.18 

CRF Winsize=5 95.15 4.85 98.36 

CRF Winsize=5 

+Persian Specific 

Features 

96.42 3.58 98.367 

 

Table 4 - Comparison of results (%)

9 Conclusions 

In this paper, we proposed a POSE tagging 
approach to recognize Ezafe in Persian sentences. 
Besides to this probabilistic approach, some 
features were extracted to increase the 
recognition accuracy. Experimental results show 
that CRF tagger acts pretty well in Persian Ezafe
recognition. The obtained 
outstanding performance compar
approaches and the accuracy is quite reliable 
because of training based on a 10 million
corpus.Future research can be done based on 
other taggers such as log-linear and TnT taggers. 
Moreover, Ezafe recognition can be viewed as a 
spell checking problem.So, a spell checker can 
also be used as another approach.  

 

y vs. Window Size 

comparing with 
previous works in this regard. As shown in the 
table, the accuracy of CRF model augmented by 

achieve best results 

Ezafe Absence 
Error 

Total 
Accuracy 

16.80 70.06 

4.38 93.29 

7.05 89.86 

4.68 91.69 

10.01 88.86 

2.25 97.21 

1.82 97.80 

1.63 97.83 

1.63 98.04 

Comparison of results (%) 

proposed a POSE tagging 
approach to recognize Ezafe in Persian sentences. 
Besides to this probabilistic approach, some 
features were extracted to increase the 
recognition accuracy. Experimental results show 

tagger acts pretty well in Persian Ezafe 
results show 

outstanding performance comparing to earlier 
approaches and the accuracy is quite reliable 
because of training based on a 10 million-words 
corpus.Future research can be done based on 

and TnT taggers. 
Moreover, Ezafe recognition can be viewed as a 

o, a spell checker can 
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Abstract 

In this paper, we describe the process of rule-
based conversion of Russian dependency 
treebank into the Stanford dependency (SD) 
schema. The motivation behind this project is 
the expansion of the number of languages that 
have treebank resources available in one 
consistent annotation schema. Conversion 
includes creation of Russian-specific SD 
guidelines, defining conversion rules from the 
original treebank schema into the SD model 
and evaluation of the conversion results. The 
converted treebank becomes part of a 
multilingual resource for NLP purposes. 

1 Introduction 

Dependency parsing has provided new methods 
and resources for natural language technology 
tasks in recent years. Dependency treebanks are 
now available for many languages and parsed 
data is used for improving machine translation, 
search engines and other NLP applications. 
While data resources are relatively common for 
monolingual tasks, there is a growing need for 
consistently annotated multilingual data. First 
larger activities in generating comparable 
standardized sets of multilingual parsed data 
were presented in CONLL shared tasks 
(Buchholz and Marsi, 2006; Nivre et al., 2007; 
Surdeanu et al., 2008; Hajič et al., 2009). More 
recently, cross-language consistency has been 
achieved by using one universal schema for all 
covered languages (McDonald et al., 2013). This 
universal treebank schema uses consistent sets of 

part-of-speech (POS) (Petrov et al., 2012) and 
dependency labels (deprel) following the 
Stanford typed dependencies representation (SD) 
(de Marneffe and Manning, 2008). The 
consistent treebank schema has many advantages, 
mainly the more straightforward possibility to 
build applications for multiple languages 
(McDonald et al., 2011), though it also presents 
challenges such as handling language-specific 
features among languages of different types 
without introducing conflicts. A certain level of 
generalization of language features that might 
lead to simplification is needed, as already 
highlighted by McDonald et al. (2013). For such 
universal multilingual treebank model, more 
resources can be built manually or they can be 
obtained by converting existing treebanks that 
follow different parsing schemas into one 
consistent treebank model. For the SD schema, 
treebanks for several languages already have 
been built using the manual annotation 
procedures (McDonald et al, 2013; Souček et al., 
2013). There are also other existing treebanks 
covering languages from different families where 
the SD schema was applied (e.g. Chang et al., 
2009 for Chinese; Haverinen et al., 2010 for 
Finnish; Seraji et al., 2012 for Persian; Tsarfaty, 
2013 for Hebrew). Treebank conversion was 
applied e.g. in Italian (Bosco et al, 2013). The 
conversion model is a more suitable option for 
languages for which treebanks are already 
available, since manual annotation can be limited 
and the annotation/conversion process can be 
automated. In this paper, we describe the 
conversion of an existing Russian treebank 
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(SynTagRus, Boguslavsky et al., 2000) into the 
SD schema. We present the conversion process 
(2), introduce the source and the target model, 
including adaptations of the SD schema for 
Russian (3), describe the conversion script (4) 
and finally compare the conversion results (in 
terms of process efficiency and output accuracy) 
to other tasks for which a similar process was 
applied (5). 

2 Conversion process 

The conversion procedure used in our project is 
similar to the process described in Bosco et al. 
(2013). The very first step was the development 
of the Russian-specific set of POS and the list of 
Stanford dependency relations, compliant with 
the standards presented by Petrov et al. (2012) 
and de Marneffe and Manning (2008). Next, we 
investigated POS and deprel sets for the original 
treebank and defined conversion rules for 
adapting data to our specific schema. A rule-
based conversion script was developed on a 
small portion of the original data and the 
remaining data was automatically converted. The 
quality of the conversion output was monitored 
by manual review of samples of converted data 
and also using parser evaluation methods. During 
the manual review, errors in samples of 
converted data were manually corrected in order 
to produce a gold standard data set; at the same 
time further conversion rules were reported for 
improving the conversion script. This cycle was 
repeated several times until an acceptable output 
quality was reached. 

3 Source and target models 

3.1 Source model 

The source data for Russian are taken from the 
SynTagRus treebank (Boguslavsky et al., 2000). 
Just as in the basic SD model, SynTagRus pro- 
vides a dependency tree for each sentence where 
each word is connected to a head and assigned 
one of 78 deprels, theoretically motivated by 
Melcuk’s Meaning-Text theory (Melcuk, 1981). 
Additionally, the treebank specifies POS 
information as well as applicable morphological 

information (gender, number, case, degree of 
comparison, aspect, tense, person, voice). 

3.2 Target model 

The basic version of SD (de Marneffe and 
Manning, 2008) counts approximately 53 
dependency labels. They are used in conjunction 
with a “universal” set of part-of-speech labels 
(Petrov et al., 2012). Although our aim is to build 
a resource that follows a consistent schema with 
other existing SD languages, we decided to make 
some minor modifications to the SD model to 
account for language-specific phenomena and 
thus minimize the loss of structural information. 
Both the set of SD dependencies and of POS 
labels were slightly adjusted to adapt the model 
to Russian. All these specifics can be further 
converted to the fully consistent SD model. The 
following modifications were made to the 
dependencies annotation schema: 

• scomp is introduced for the complements of 
(ellipted) copulas. 

• ocomp is introduced for verb complements that 
are semantically predicated by the object of the 
verb (e.g., I find [this idea]i interestingi.).  

• gmod is introduced for genitive modifiers of 
nominals; in turn, the poss relation for 
prenominal possessive modifiers is eliminated. 

• interj is introduced for discourse particles 
attaching to nominals or verbs. 

Despite the modifications, the adopted model 
still leads to losses in more fine-grained 
information. An example where this becomes 
especially visible are objects of verbs: the SD 
model uses the two labels dobj and iobj for direct 
and indirect objects. In Russian, there is a larger 
range of object types; they are distinguished not 
only morphologically, but also syntactically (e.g. 
genitive of negation, whereby the negation of the 
verb leads to the `switch' of the direct object 
from accusative to genitive). In order to capture 
these distinctions, the original treebank uses five 
relations (1-compl, 2-compl etc.). However, the 
reduction to the two types dobj and iobj assumed 
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for our SD model `deletes' these more fine-
grained distinctions. 

4 Conversion Script 

4.1 General approach 

The conversion script works with conversion 
patterns, which specify the possible targets of a 
source label and the conditions for this target to 
be applied. Conditions can be specified in terms 
of POS, morphological, lexical and structural 
information. Most conversion patterns have a 
regular formal basis and can be grouped into data 
structures that are processed by standardized 
functions. However, there are many patterns, 
especially less frequent ones, that have an 
irregular, more complex structure and thus have 
to be described individually. In order to increase 
the flexibility in formulating conversion patterns 
by specifying lexical information, the script is 
enriched with a set of lexical lists. These lexical 
lists mostly contain closed classes of functional 
words or idiosyncratic items, such as pronouns, 
subordinating conjunctions or idioms. 

4.2 Conversion 

Conversion acts on three types of information – 
POS tags, dependency relations and tree 
structures. 

4.2.1 POS tags 

The original data are annotated with five POS 
labels (NOUN, VERB, ADJ, ADV, CONJ); the 
target set contains 15 POS labels. One-to-many 
correspondences, for example the ambiguity of 
original NOUN between target NOUN and 
PRON, mostly occur in cases where the original 
POS tag subsumes some smaller class of 
functional words. As described above, word lists 
were used to identify these closed classes and to 
choose between the possible target POS tags. 

4.2.2 Dependency relations 

In the original treebank, 78 dependency relations 
are used; the target model contains 51 relations. 
For some original dependency labels, a one-to- 
one correspondence can be established. For 

example, the original label advrb-subj, used for 
nominals with an adverbial function, is always 
converted to npadvmod. However, most original 
dependency labels have multiple SD counterparts; 
conditional branching is used to determine the 
target relation for a given case. All types of 
information available in the treebank – POS, 
morphological, lexical and structural information 
– can be used to formulate conditions; in most 
cases, the specification for a given source 
relation involves a mix of the different 
information types. 

Examples for the different types of conversion 
conditions are as follows: 

• POS tag condition: attrib: convert to nn if 
NOUN, amod when ADJ, prep when ADP 

• Morphological condition: aux: convert to 
npadvmod if in ablative case, iobj if in dative 
case. 

• Structural condition: explet: convert to mark 
if dependent of purpcl or rcmod; ccomp if de- 
pendent of complm. 

• Lexical condition: aux: convert to neg if ex- 
pressed by не/ни, else interj. 

4.2.3 Structural modifications 

Structural modifications were introduced in 
several cases; most of them are caused by the 
reliance of SD on semantic heads and, thus, on 
content words as heads. During conversion, 
head-dependent structures are “switched” in 
cases where the original head does not 
correspond to the “semantic” head. Specifically, 
this occurs in the following cases: 

• Structures with auxiliary verbs (future tense, 
passive voice): switch between auxiliary and 
lexical verb, so that the auxiliary depends on the 
lexical verb. 

• Clauses introduced by subordinating con- 
junctions: switch between introducing con- 
junction and verb in the subordinate clause, so 
that the verb in the subordinate clause depends 
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no more on the conjunction, but on the verb in 
the matrix clause. 

• Coordination structures: in the original data, the 
conjuncts and coordination particles form a chain, 
whereby each node depends on the previous one. 
In the target representation, all conjuncts and 
coordination particles attach to the first conjunct. 

4.2.4 Problems and inaccuracies - syntactic 
under-specification  

Under the SD model, different dependency 
relations may apply to structurally identical, but 
semantically different relations. For example, 
postverbal nominals in instrumental case can be 
either iobj (indirect object, corresponding to the 
instrument argument) or npadvmod (nominal 
adverbial); the relation applicable in a given case 
depends on the lexical semantics of the verb and 
the nominal: 

(1) a. npadvmod(gaze, wolf):  
смотреть волком 

 gaze wolf.INS  
 ‘to gaze angrily’ 

b. iobj(cut, knife): 
резать  ножом 
cut knife.INS  

 ‘to cut with a knife’ 
 
The semantic difference is not visible at a surface 
level:  there is no structural criterion which might 
condition the choice of the target relation. Since 
both structures are lexically productive, basing 
the choice on word lists is also not a satisfactory 
solution. Rather, the disambiguation of these and 
similar cases would require a more fine-grained 
semantic classification specifying valence frames 
and selectional restrictions of verbs as well as 
semantic features of nouns; in example (1), such 
a classification would allow to identify verbs that 
semantically select instruments (corresponding to 
iobj) as well as nouns that can potentially act as 
instruments. Besides, machine learning 
techniques can also be used for disambiguation 
based on the frequency of the lexical 
constellations for a particular dependency 
relation. Another problem are non-frequent 

dependency relations and contexts of occurrence 
which do not provide enough evidence for 
postulating a reliable, universally applicable 
conversion pattern. In the original treebank, 24 
out of 78 dependency relations have a frequency 
of occurrence of less than 100. Besides, after the 
application of the conversion patterns, numerous 
dependency relations remain non-converted, 
because their contexts of occurrence are non-
frequent and thus also cannot be reliably 
captured by conversion patterns. Our model uses 
the generic label xdep to identify tokens for 
which conversion was not successful. This label 
mostly appears for tokens whose original deprels 
do not allow for a rule-based characterization 
because they are partially defined in semantic 
terms, such as nonself-agent, distrib, elaborat 
and mod-descr. 

5 Results 

The presented script converts the original 
Russian treebank fully into the SD schema. The 
converted treebank data is owned by Google and 
its availability can be checked with the data 
owners. Conversion output precision was 
measured with MaltEval (Nilsson and Nivre, 
2008) using manually annotated 500 sentences as 
gold standard and the same set processed with 
the conversion script as a test data. We achieved 
76.21% LAS and 83.84% UAS. Achieved LAS 
is slightly lower than for similar work reported 
for Italian (Bosco et al., 2013), where LAS for 
different sub-models is between 79.94% and 
84.14% in the parser output. Since the aim of this 
project is to create comparable cross-language 
data with acceptable precision within reasonable 
time frame, the precision that we achieved seems 
to be in acceptable range for the described 
conversion task. 

6 Conclusions and future work 

Our further target is to build similar conversion 
tasks for other languages, where existing 
treebanks are available. We also plan to take 
advantage of machine learning mechanisms that 
can make the conversion work more efficient. 
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Abstract

We investigate three methods for integrat-
ing an unsupervised transliteration model
into an end-to-end SMT system. We in-
duce a transliteration model from parallel
data and use it to translate OOV words.
Our approach is fully unsupervised and
language independent. In the methods
to integrate transliterations, we observed
improvements from 0.23-0.75 (∆ 0.41)
BLEU points across 7 language pairs. We
also show that our mined transliteration
corpora provide better rule coverage and
translation quality compared to the gold
standard transliteration corpora.

1 Introduction

All machine translation (MT) systems suffer from
the existence of out-of-vocabulary (OOV) words,
irrespective of the amount of data available for
training. OOV words are mostly named entities,
technical terms or foreign words that can be trans-
lated to the target language using transliteration.

Much work (Al-Onaizan and Knight, 2002;
Zhao et al., 2007; Kashani et al., 2007; Habash,
2009) has been done on transliterating named enti-
ties and OOVs, and transliteration has been shown
to improve MT quality. Transliteration has also
shown to be useful for translating closely related
language pairs (Durrani et al., 2010; Nakov and
Tiedemann, 2012), and for disambiguation (Her-
mjakob et al., 2008; Azab et al., 2013). How-
ever, despite its utility, a transliteration module
does not exist in the commonly used MT toolk-
its, such as Moses (Koehn et al., 2007). One of the
main reasons is that the training data, a corpus of
transliteration pairs, required to build a translitera-
tion system, is not readily available for many lan-
guage pairs. Even if such a training data is avail-
able, mechanisms to integrate transliterated words

into MT pipelines are unavailable in these toolkits.
Generally, a supervised transliteration system is
trained separately outside of an MT pipeline, and
a naı̈ve approach, to replace OOV words with their
1-best transliterations in the post/pre-processing
step of decoding is commonly used.

In this work i) we use an unsupervised model
based on Expectation Maximization (EM) to in-
duce transliteration corpus from word aligned par-
allel data, which is then used to train a translitera-
tion model, ii) we investigate three different meth-
ods for integrating transliteration during decoding,
that we implemented within the Moses toolkit. To
the best of our knowledge, our work is the fore-
most attempt to integrate unsupervised translitera-
tion model into SMT.

This paper is organized as follows. Section 2
describes the unsupervised transliteration mining
system, which automatically mines transliteration
pairs from the same word-aligned parallel corpus
as used for training the MT system. Section 3 de-
scribes the transliteration model that is trained us-
ing the automatically extracted pairs. Section 4
presents three methods for incorporating translit-
eration into the MT pipeline, namely: i) replac-
ing OOVs with the 1-best transliteration in a post-
decoding step, ii) selecting the best translitera-
tion from the list of n-best transliterations using
transliteration and language model features in a
post-decoding step, iii) providing a transliteration
phrase-table to the decoder on the fly where it
can consider all features to select the best translit-
eration of OOV words. Section 5 presents re-
sults. Our integrations achieved an average im-
provement of 0.41 BLEU points over a competi-
tive baseline across 7 language pairs (Arabic, Ben-
gali, Farsi, Hindi, Russian, Telugu and Urdu-into-
English). An additional experiment showed that
our system provides better rule coverage as op-
posed to another built from gold standard translit-
eration corpus and produces better translations.
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2 Transliteration Mining
The main bottleneck in building a transliteration
system is the lack of availability of translitera-
tion training pairs. It is, however, fair to assume
that any parallel data would contain a reasonable
number of transliterated word pairs. Transliter-
ation mining can be used to extract such word
pairs from the parallel corpus. Most previous
techniques on transliteration mining generally use
supervised and semi-supervised methods (Sherif
and Kondrak, 2007; Jiampojamarn et al., 2010;
Darwish, 2010; Kahki et al., 2012). This con-
strains the mining solution to language pairs for
which training data (seed data) is available. A few
researchers proposed unsupervised approaches to
mine transliterations (Lee and Choi, 1998; Sajjad
et al., 2011; Lin et al., 2011). We adapted the work
of Sajjad et al. (2012) as summarized below.

Model: The transliteration mining model is a
mixture of two sub-models, namely: a translit-
eration and a non-transliteration sub-model. The
idea is that the transliteration model would as-
sign higher probabilities to transliteration pairs
compared to the probabilities assigned by a non-
transliteration model to the same pairs. Consider a
word pair (e, f), the transliteration model prob-
ability for the word pair is defined as follows:

ptr(e, f) =
∑

a∈Align(e,f)

|a|∏
j=1

p(qj)

where Align(e, f) is the set of all possible se-
quences of character alignments, a is one align-
ment sequence and qj is a character alignment.

The non-transliteration model deals with the
word pairs that have no character relationship be-
tween them. It is modeled by multiplying source
and target character unigram models:

pntr(e, f) =
|e|∏
i=1

pE(ei)
|f |∏
i=1

pF (fi)

The transliteration mining model is defined
as an interpolation of the transliteration sub-model
and the non-transliteration sub-model:

p(e, f) = (1− λ)ptr(e, f) + λpntr(e, f)

λ is the prior probability of non-transliteration.

The non-transliteration model does not change
during training. We compute it in a pre-processing
step. The transliteration model learns character
alignment using expectation maximization (EM).
See Sajjad et al. (2012) for more details.

3 Transliteration Model
Now that we have transliteration word pairs, we
can learn a transliteration model. We segment the
training corpus into characters and learn a phrase-
based system over character pairs. The translitera-
tion model assumes that source and target charac-
ters are generated monotonically.1 Therefore we
do not use any reordering models. We use 4 basic
phrase-translation features (direct, inverse phrase-
translation, and lexical weighting features), lan-
guage model feature (built from the target-side of
mined transliteration corpus), and word and phrase
penalties. The feature weights are tuned2 on a dev-
set of 1000 transliteration pairs.

4 Integration to Machine Translation
We experimented with three methods for integrat-
ing transliterations, described below:

Method 1: involves replacing OOVs in the out-
put with the 1-best transliteration. The success of
Method 1 is solely contingent on the accuracy of
the transliteration model. Also, it ignores con-
text which may lead to incorrect transliteration.
For example, the Arabic word transliterates
to “Bill” when followed by “Clinton” and “Bell”
if preceded by “Alexander Graham”.

Method 2: provides n-best transliterations to
a monotonic decoder that uses a monolingual
language model and a transliteration phrase-
translation table to rescore transliterations. We
carry forward the 4 translation model features used
in the transliteration system to build a transliter-
ation phrase-table. We additionally use an LM-
OOV feature which counts the number of words
in a hypothesis that are unknown to the lan-
guage model. Smoothing methods such as Kneser-
Ney assign significant probability mass to unseen
events, which may cause the decoder to make in-
correct transliteration selection. The LM-OOV
feature acts as a prior to penalize such hypotheses.

Method 3: Method 2 can not benefit from all in-
decoding features and phenomenon like reorder-
ing. It transliterates Urdu compound
(Arabian Sea) to “Sea Arabian”, if is an un-
known word. In method 3, we feed the translitera-
tion phrase-table directly into the first-pass decod-
ing which allows reordering of UNK words. We

1Mining algorithm also makes this assumption.
2Tuning data is subtracted from the training corpus while

tuning to avoid over-fitting. After the weights are tuned, we
add it back, retrain GIZA, and estimate new models.
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use the decoding-graph-backoff option in Moses,
that allows multiple translation phrase tables and
back-off models. As in method 2, we also use the
LM-OOV feature in method 3.3

5 Evaluation
Data: We experimented with 7 language pairs,
namely: Arabic, Bengali, Farsi, Hindi, Russian,
Telugu and Urdu-into-English. For Arabic4 and
Farsi, we used the TED talks data (Cettolo et al.,
2012) made available for IWSLT-13, and we used
the dev2010 set for tuning and the test2011 and
test2012 sets for evaluation. For Indian languages
we used the Indic multi-parallel corpus (Post et
al., 2012), and we used the dev and test sets pro-
vided with the parallel corpus. For Russian, we
used WMT-13 data (Bojar et al., 2013), and we
used half of the news-test2012 for tuning and other
half for testing. We also evaluated on the news-
test2013 set. For all, we trained the language
model using the monolingual WMT-13 data. See
Table 1 for data statistics.

Lang Traintm Traintr Dev Test1 Test2

AR 152K 6795 887 1434 1704
BN 24K 1916 775 1000
FA 79K 4039 852 1185 1116
HI 39K 4719 1000 1000
RU 2M 302K 1501 1502 3000
TE 45K 4924 1000 1000
UR 87K 9131 980 883

Table 1: No. of sentences in Training Data and
Mined Transliteration Corpus (Types) (Traintr)

Baseline Settings: We trained a Moses system
replicating the settings used in competition-grade
systems (Durrani et al., 2013b; Birch et al., 2013):
a maximum sentence length of 80, GDFA sym-
metrization of GIZA++ alignments (Och and Ney,
2003), an interpolated Kneser-Ney smoothed 5-
gram language model with KenLM (Heafield,
2011) used at runtime, a 5-gram OSM (Dur-
rani et al., 2013a), msd-bidirectional-fe lexical-

3Method 3 is desirable in cases where the decoder can
translate or transliterate a word. For example Hindi word

can be translated to “Border” and also transliterated
to name “Seema”. Identifying such candidates that can be
translated or transliterated is a challenge. Machine learning
techniques (Goldwasser and Roth, 2008; Kirschenbaum and
Wintner, 2009) and named entity recognizers (Klementiev
and Roth, 2006; Hermjakob et al., 2008) have been used for
this purpose. Though, we only focus on OOV words, method
3 can be used if such a classifier/NE tagger is available.

4Arabic and Urdu are segmented using MADA (Habash
and Sadat, 2006) and UWS (Durrani and Hussain, 2010).

ized reordering, sparse lexical and domain fea-
tures (Hasler et al., 2012), a distortion limit of
6, 100-best translation options, MBR decoding
(Kumar and Byrne, 2004), Cube Pruning (Huang
and Chiang, 2007), and the no-reordering-over-
punctuation heuristic. We tuned with the k-best
batch MIRA (Cherry and Foster, 2012).5

Transliteration Miner: The miner extracts
transliterations from a word-aligned parallel cor-
pus. We only used word pairs with 1-to-1 align-
ments.6 Before feeding the list into the miner, we
cleaned it by removing digits, symbols, word pairs
where source or target is composed from less than
3 characters, and words containing foreign char-
acters that do not belong to this scripts. We ran
the miner with 10 iterations of EM. The number
of transliteration pairs (types) extracted for each
language pair is shown in Table 1 (Traintr).

Transliteration System: Before evaluating our
integrations into the SMT system, we performed
an intrinsic evaluation of the transliteration system
that we built from the mined pairs. We formed
test data for Arabic–English (1799 pairs), Hindi–
English (2394 pairs) and Russian–English (1859
pairs) by concatenating the seed data and gold
standard transliteration pairs both provided for the
Shared Task on Transliteration mining (Kumaran
et al., 2010). Table 2 shows precision and recall of
the mined transliteration system (MTS).

AR HI RU

Precision (1-best Accuracy) 20.0% 25.3% 46.1%
Recall (100-best Accuracy) 80.2% 79.3% 87.5%

Table 2: Precision and Recall of MTS

The precision (1-best accuracy) of the translit-
eration model is quite low. This is because the
transliteration corpus is noisy and contains imper-
fect transliteration pairs. For example, the miner

extracted the pair ( , Australasia), while
the correct transliteration is “Australia”. We can
improve the precision by tightening the mining
threshold probability. However, our end goal is to
improve end-to-end MT and not the transliteration
system. We observed that recall is more important
than precision for overall MT quality. We provide
an empirical justification for this when discussing
the final experiments.

5Retuning the transliteration features was not helpful, de-
fault weights are used.

6M-N/1-N alignments are less likely to be transliterations.
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MT Experiments: Table 3 gives a comprehen-
sive evaluation of the three methods of integra-
tion discussed in Section 4 along with the num-
ber7 of OOV words (types) in different tests. We
report BLEU gains (Papineni et al., 2002) obtained
by each method. Method 1 (M1), that replaces
OOV words with 1-best transliteration gave an av-
erage improvement of +0.13. This result can be at-
tributed to the low precision of the transliteration
system (Table 2). Method 2 (M2), that translit-
erates OOVs in second pass monotonic decoding,
gave an average improvement of +0.39. Slightly
higher gains were obtained using Method 3 (M3),
that integrates transliteration phrase-table inside
decoder on the fly. However, the efficacy of M3 in
comparison to M2 is not as apparent, as M2 pro-
duced better results than M3 in half of the cases.

Lang Test B0 M1 M2 M3 OOV

AR iwslt11 26.75 +0.12 +0.36 +0.25 587
iwslt12 29.03 +0.10 +0.30 +0.27 682

BN jhu12 16.29 +0.12 +0.42 +0.46 1239

FA iwslt11 20.85 +0.10 +0.40 +0.31 559
iwslt12 16.26 +0.04 +0.20 +0.26 400

HI jhu12 15.64 +0.21 +0.35 +0.47 1629

RU wmt12 33.95 +0.24 +0.55 +0.49 434
wmt13 25.98 +0.25 +0.40 +0.23 799

TE jhu12 11.04 -0.09 +0.40 +0.75 2343

UR jhu12 23.25 +0.24 +0.54 +0.60 827

Avg 21.9 +0.13 +0.39 +0.41 950

Table 3: End-to-End MT Evaluation – B0 =
Baseline, M1 = Method1, M2 = Method2, M3 =
Method3, BLEU gains shown for each method

In an effort to test whether improving translit-
eration precision would improve end-to-end SMT
results, we carried out another experiment. Instead
of building a transliteration system from mined
corpus, we built it using the gold standard corpus
(for Arabic, Hindi and Russian), that we also used
previously to do an intrinsic evaluation. We then
replaced our mined transliteration systems with
the gold standard transliteration systems, in the
best performing SMT systems for these languages.
Table 4 shows a comparison of performances. Al-
though the differences are small, systems using
mined transliteration system (MTS) outperformed
its counterpart that uses gold standard translitera-
tion system (GTS), except in Hindi–English where

7Note that not all OOVs can be transliterated. This num-
ber is therefore an upper bound what can be transliterated.

both systems were equal.

AR HI RU
iwslt11 iwslt12 jhu12 wmt12 iwslt13

MTS 27.11 29.33 16.11 34.50 26.38
GST 26.99 29.20 16.11 34.33 26.22

Table 4: Comparing Gold Standard Transliteration
(GST) and Mined Transliteration Systems

In the error analysis we found that the GST
system suffered from sparsity and did not pro-
vide enough coverage of rules to produce right
transliterations. For example, Arabic drops the

determiner (al), but such additions were not
observed in gold transliteration pairs. Arabic

word (Gigapixel) is therefore translit-
erated to “algegabksl”. Similarly the GST system
learned no transliteration pairs to account for the
rule “b → p” and therefore erroneously translit-

erated (Spurlock) to “Sbrlok”. Similar
observations were true for the case of Russian–
English. The rules “a→ u” and “y→ ε” were not
observed in the gold set, and hence
(hurricane) was transliterated to “herricane” and

(Talbot) to “Talboty”. This shows that
better recall obtained from the mined pairs led to
overall improvement.

6 Conclusion
We incorporated unsupervised transliteration min-
ing model into standard MT pipeline to automati-
cally transliterate OOV words without needing ad-
ditional resources. We evaluated three methods
for integrating transliterations on 7 language pairs
and showed improvements ranging from 0.23-0.75
(∆ 0.41) BLEU points. We also showed that our
mined transliteration corpus provide better recall
and overall translation quality compared to the
gold standard transliteration corpus. The unsu-
pervised transliteration miner and its integration
to SMT has been made available to the research
community via the Moses toolkit.
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Abstract

Transition-based dependency parsing sys-
tems can utilize rich feature representa-
tions. However, in practice, features are
generally limited to combinations of lexi-
cal tokens and part-of-speech tags. In this
paper, we investigate richer features based
on supertags, which represent lexical tem-
plates extracted from dependency struc-
ture annotated corpus. First, we develop
two types of supertags that encode infor-
mation about head position and depen-
dency relations in different levels of granu-
larity. Then, we propose a transition-based
dependency parser that incorporates the
predictions from a CRF-based supertagger
as new features. On standard English Penn
Treebank corpus, we show that our su-
pertag features achieve parsing improve-
ments of 1.3% in unlabeled attachment,
2.07% root attachment, and 3.94% in com-
plete tree accuracy.

1 Introduction

One significant advantage of transition-based de-
pendency parsing (Yamada and Matsumoto, 2003;
Nivre et al, 2007, Goldberg and Elhadad, 2010;
Huang and Sagae, 2010) is that they can utilize
rich feature representations. However, in prac-
tice, current state-of-the-art parsers generally uti-
lize only features that are based on lexical tokens
and part-of-speech (POS) tags. In this paper, we
argue that more complex features that capture fine-
grained syntactic phenomenon and long-distance
dependencies represent a simple and effective way
to improve transition-based dependency parsers.

We focus on defining supertags for English de-
pendency parsing. Supertags, which are lexical
templates extracted from dependency structure an-
notated corpus, encode linguistically rich infor-

mation that imposes complex constraints in a lo-
cal context (Bangalore and Joshi, 1999). While
supertags have been used in frameworks based
on lexicalized grammars, e.g. Lexicalized Tree-
Adjoining Grammar (LTAG), Head-driven Phrase
Structure Grammar (HPSG) and Combinatory
Categorial Grammar (CCG), they have scarcely
been utilized for dependency parsing so far.

Previous work by Foth et al (2006) demon-
strate that supertags improve German dependency
parsing under a Weighted Constraint Dependency
Grammar (WCDG). Recent work by Ambati et al
(2013) show that supertags based on CCG lexi-
con improves transition-based dependency parsing
for Hindi. In particular, they argue that supertags
can improve long distance dependencies (e.g. co-
ordination, relative clause) in a morphologically-
rich free-word-order language. Zhang et. al.
(2010) define supertags that incorporate that long-
distance dependency information for the purpose
of HPSG parsing. All these works suggest
the promising synergy between dependency pars-
ing and supertagging. Our main contributions
are: (1) an investigation of supertags that work
well for English dependency parsing, and (2) a
novel transition-based parser that effectively uti-
lizes such supertag features.

In the following, we first describe our supertag
design (Section 2) and parser (Section 3). Su-
pertagging and parsing experiments on the Penn
Treebank (Marcus et al., 1993) are shown in Sec-
tion 4. We show that using automatically predicted
supertags, our parser can achieve improvements of
1.3% in unlabeled attachment, 2.07% root attach-
ment, and 3.94% in complete tree accuracy.

2 Supertag Design

The main challenge with designing supertags is
finding the right balance between granularity and
predictability. Ideally, we would like to increase
the granularity of the supertags in order capture
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Figure 1: Example sentence

Word Model 1 Model 2
No VMOD/R VMOD/R
, P/R P/R
it SUB/R SUB/R
was ROOT+L R ROOT+SUB/L PRD/R
n’t VMOD/L VMOD/L
Black NMOD/R NMOD/R
Monday PRD/L+L PRD/L+L
. P/L P/L

Table 1: Model 1 & 2 supertags for Fig. 1.

more fine-grained syntactic information, but large
tagsets tend to be more difficult to predict auto-
matically. We describe two supertag designs with
different levels of granularity in the following, fo-
cusing on incorporating syntactic features that we
believe are important for dependency parsing.

For easy exposition, consider the example sen-
tence in Figure 1. Our first supertag design, Model
1, represents syntactic information that shows the
relative position (direction) of the head of a word,
such as left (L) or right (R). If a word has root as its
head, we consider it as no direction. In addition,
dependency relation labels of heads are added. For
instance, ’No’ in the example in Figure 1 has its
head in the right direction with a label ’VMOD’,
so its supertag can be represented as ’VMOD/R’.
This kind of information essentially provides clues
about the role of the word in sentence.

On top of this, we also add information about
whether a word has any left or right dependents.
For instance, the word ’Monday’ has a left de-
pendent ’Black’, so we encode it as ’PRD/L+L’,
where the part before ’+’ specifies the head in-
formation (’PRD/L’) and the part afterwards (’L’)
specifies the position of the dependent (’L’ for left,
’R’ for right). When a word has its dependents
in both left and right directions, such as the word
’was’ in Figure 1, we combine them using ’ ’,
as in: ’ROOT+L R’. On our Penn Treebank data,
Model 1 has 79 supertags.

unigrams of supertags
for p in pi−2, pi−1, pi, pi+1,
pi+2, pi+3

wpsp, tpsp

bigrams of supertags
for p, q in (pi, pi+1),
(pi, pi+2), (pi−1, pi), (pi−1,
pi+2), (pi+1, pi+2)

spsq, tpsq, sptq,
wpsq, spwq

head-dependent of supertags
for p, q in (pi, pi+1),
(pi, pi+2), (pi−1, pi), (pi−1,
pi+2), (pi+1, pi+2)

wpshpwqsldq,
tpshptqsldq,
wpsrdpwqshq,
tpsrdptqshq

Table 2: Proposed supertag feature templates.
w = word; t = POS-tag; s = supertag; sh = head part
of supertag; sld = left dependent part of supertag;
srd = right dependent part of supertag

In Model 2, we further add dependency relation
labels of obligatory dependents of verbs. Here we
define obligatory dependents of verbs as depen-
dents which have the following dependency rela-
tion labels, ’SUB’, ’OBJ’, ’PRD’ and ’VC’. If a
label of a dependent is not any of the obligatory
dependent labels, the supertag encodes only the
information of direction of the dependents (same
as Model 1). For instance, ’was’ in the exam-
ple sentence has an obligatory dependent with a
label ’SUB’ in the left direction and ’PRD’ in
the right direction, so its supertag is represented
as ’ROOT+SUB/L PRD/R’. If a verb has multi-
ple obligatory dependents in the same direction,
its supertag encodes them in sequence; if a verb
takes a subject and two objects, we may have
’X/X+SUB/L OBJ/R OBJ/R’. The number of su-
pertags of Model 2 is 312.

Our Model 2 is similar to Model F of Foth et
al. (2006) except that they define objects of prepo-
sitions and conjunctions as obligatory as well as
verbs. However, we define only dependents of
verbs because verbs play the most important role
for constructing syntactic trees and we would like
to decrease the number of supertags.

3 Supertags as Features in a
Transition-based Dependency Parser

In this work, we adopt the Easy-First parser of
(Goldberg and Elhadad, 2010), a highly-accurate
transition-based dependency parser. We describe
how we incorporate supertag features in the Easy-
First framework, though it can be done similarly
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for other transition-based frameworks like left-to-
right arc-eager and arc-standard models (Nivre et
al., 2006; Yamada and Matsumoto, 2003).

In the Easy-First algorithm, a dependency tree
is constructed by two kinds of actions: ATTACH-
LEFT(i) and ATTACHRIGHT(i) to a list of par-
tial tree structures p1,...,pk initialized with the n
words of the sentence w1,...,wn. ATTACHLEFT(i)
attaches (pi, p+1) and removes pi+1 from the par-
tial tree list. ATTACHRIGHT(i) attaches (pi+1, pi)
and removes pi from the partial tree list. Features
are extracted from the attachment point as well as
two neighboring structures: pi−2, pi−1, pi, pi+1,
pi+2, pi+3. Table 2 summarizes the supertag fea-
tures we extract from this neighborhood; these are
appended to the original baseline features based
on POS/word in Goldberg and Elhadad (2010).

For a partial tree structure p, features are de-
fined based on information in its head: we use
wp to refer to the surface word form of the head
word of p, tp to refer to the head word’s POS
tag, and sp to refer to the head word’s supertag.
Further, we not only use a supertag as is, but
split each supertag into subparts. For instance,
the supertag ’ROOT+SUB/L PRD/R’ is split into
’ROOT’, ’SUB/L’ and ’PRD/R’, a supertag rep-
resenting the supertag head information shp, su-
pertag left dependent information sldp, and su-
pertag right dependent information srdp.

For the unigram features, we use information
within a single partial structure, such as conjunc-
tion of head word and its supertag (wpsp), con-
junction of head word’s POS tag and its supertag
(tpsp). To consider more context, bigram features
look at pairs of partial structures. For each (p, q)
pair of structures in pi−2, pi−1, pi, pi+1, pi+2, we
look at e.g. conjunctions of supertags (spsq).

Finally, head information of a partial struc-
ture and dependent information of another partial
structure are combined as ”head-dependent fea-
tures” in order to check for consistency in head-
dependent relations. For instance, in Table 1
the supertag for the word ’Black’ has head part
’NMOD/R’ wanting to attach right and the su-
pertag for the word ’Monday’ has dependent part
’L’ wanting something to the left; they are likely
to be attached by our parser because of the consis-
tency in head-dependent direction. These features
are used in conjunction with word and POS-tag.

Model # tags Dev Test
Model1 79 87.81 88.12
Model2 312 87.22 87.13

Table 3: Supertag accuracy evaluated on develop-
ment and test set. Dev = development set, PTB 22;
Test = test set, PTB 23

4 Experiments

To evaluate the effectiveness of supertags as fea-
tures, we perform experiments on the Penn Tree-
bank (PTB), converted into dependency format
with Penn2Malt1. Adopting standard approach,
we split PTB sections 2-21 for training, section 22
for development and 23 for testing. We assigned
POS-tags to the training data by ten-fold jackknif-
ing following Huang and Sagae (2010). Develop-
ment and test sets are automatically tagged by the
tagger trained on the training set.

4.1 Supertagging Experiments

We use the training data set to train a supertagger
of each model using Conditional Random Fields
(CRF) and the test data set to evaluate the accu-
racies. We use version 0.12 of CRFsuite2 for our
CRF implementation. First-order transitions, and
word/POS of uni, bi and trigrams in a 7-word win-
dow surrounding the target word are used as fea-
tures. Table 3 shows the result of the supertagging
accuracies. The supertag accuracies are around
87-88% for both models, suggesting that most of
the supertags can be effectively learned by stan-
dard CRFs. The tagger takes 0.001 and 0.005 sec-
ond per sentence for Model 1 and 2 respectively.

In our error analysis, we find it is challeng-
ing to assign correct supertags for obligatory
dependents of Model 2. In the test set, the
number of the supertags encoding obligatory de-
pendents is 5432 and its accuracy is 74.61%
(The accuracy of the corresponding supertags in
Model 1 is 82.18%). Among them, it is es-
pecially difficult to predict the supertags encod-
ing obligatory dependents with a head informa-
tion of subordination conjunction ’SBAR’, such as
’SBAR/L+SUB/L PRD/R’. The accuracy of such
supertags is around 60% (e.g., the accuracy of
a supertag ’SBAR/L+SUB/L PRD/R’ is 57.78%),
while the supertags encoding dependents with a la-

1http://stp.lingfil.uu.se/ nivre/research/Penn2Malt.jar
2http://www.chokkan.org/software/crfsuite/
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feature Model1 Model2
baseline 90.25 90.25
+unigram of supertag 90.59 90.76
+bigram of supertag 91.37 91.08
+head-dependent 91.22 91.28

Table 4: Unlabeled attachment scores (UAS) on
the development set for each feature template.

Model UAS Root Complete
baseline 90.05 91.10 37.41
Model 1 91.35 93.17 41.35
Model 2 91.23 92.72 41.35

Table 5: Accuracies for English dependency pars-
ing on the test set. UAS = unlabeled attachment
score; Root = root attachment score; Complete =
the percentage of sentences in which all tokens
were assigned their correct heads.

bel ’VC’ are assigned almost correctly (e.g., the
accuracy of ’VC/L+VC/R’ is 97.41%). A verb
within a subordinating clause usually has the sub-
ordinating conjunction as its head and it tends
to be long-range dependency, which is harder to
predict. ’VC’ represents verb complements. A
gerund and a past participle is often a dependent
of the immediate front verb, so it is not so difficult
to identify the dependency relation.

4.2 Dependency Parsing Experiments

First, we evaluate the effectiveness of the feature
templates proposed in Section 3. Following the
same procedure as our POS tagger, we first assign
supertags to the training data by ten-fold jackknif-
ing, then train our Easy-First dependency parser
on these predicted supertags. For development and
test sets, we assign supertags based on a supertag-
ger trained on the whole training data.

Table 4 shows the effect of new supertag fea-
tures on the development data. We start with the
baseline features, and incrementally add the uni-
grams, bigrams, and head-dependent feature tem-
plates. For Model 1 we observe that adding uni-
gram features improve the baseline UAS slightly
by 0.34% while additionally adding bigram fea-
tures give larger improvements of 0.78%. On the
other hand, for Model 2 unigram features make
bigger contribution on improvements by 0.51%
than bigram ones 0.32%. One possible expla-
nation is that because each supertag of Model 2

encodes richer syntactic information, an individ-
ual tag can make bigger contribution on improve-
ments than Model 1 as a unigram feature. How-
ever, since supertags of Model 2 can be erroneous
and noisy combination of multiple supertags, such
as bigram features, can propagate errors.

Using all features, the accuracy of the accu-
racy of Model 2 improved further by 0.20%, while
Model 1 dropped by 0.15%. It is unclear why
Model 1 accuracy dropped, but one hypothesis is
that coarse-grained supertags may conflate some
head-dependent. The development set UAS for
combinations of all features are 91.22% (Model 1)
and 91.28% (Model 2), corresponding to 0.97%
and 1.03% improvement over the baseline.

Next, we show the parsing accuracies on the
test set, using all unigram, bigram, and head-
dependents supertag features. The UAS3, Root
attachment scores, and Complete accuracy are
shown in Table 5. Both Model 1 and 2 outperform
the baseline in all metrics. UAS improvements
for both models are statistically significant under
the McNemar test, p < 0.05 (difference between
Model 1 and 2 is not significant). Notably, Model
1 achieves parsing improvements of 1.3% in un-
labeled attachment, 2.07% root attachment, and
3.94% in complete accuracy. Comparing Model
1 to baseline, attachment improvements binned by
distance to head are as follows: +0.54 F1 for dis-
tance 1, +0.81 for distance 2, +2.02 for distance
3 to 6, +2.95 for distance 7 or more, implying su-
pertags are helpful for long distance dependencies.

5 Conclusions

We have demonstrated the effectiveness of su-
pertags as features for English transition-based de-
pendency parsing. In previous work, syntactic in-
formation, such as a head and dependents of a
word, cannot be used as features before partial tree
structures are constructed (Zhang and Nivre, 2011;
Goldberg and Elhadad, 2010). By using supertags
as features, we can utilize fine-grained syntactic
information without waiting for partial trees to be
built, and they contribute to improvement of ac-
curacies of English dependency parsing. In future
work, we would like to develop parsers that di-
rectly integrate supertag ambiguity in the parsing
decision, and to investigate automatic pattern min-
ing approaches to supertag design.

3For comparison, MaltParser and MSTParser with base-
line features is 88.68% and 91.37% UAS respectively
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Abstract
Subcategorization information is a useful
feature in dependency parsing. In this
paper, we explore a method of incorpo-
rating this information via Combinatory
Categorial Grammar (CCG) categories
from a supertagger. We experiment with
two popular dependency parsers (Malt
and MST) for two languages: English
and Hindi. For both languages, CCG
categories improve the overall accuracy
of both parsers by around 0.3-0.5% in
all experiments. For both parsers, we
see larger improvements specifically on
dependencies at which they are known to
be weak: long distance dependencies for
Malt, and verbal arguments for MST. The
result is particularly interesting in the case
of the fast greedy parser (Malt), since im-
proving its accuracy without significantly
compromising speed is relevant for large
scale applications such as parsing the web.

1 Introduction
Dependency parsers can recover much of the
predicate-argument structure of a sentence, while
being relatively efficient to train and extremely
fast at parsing. Dependency parsers have been
gaining in popularity in recent times due to
the availability of large dependency treebanks
for several languages and parsing shared tasks
(Buchholz and Marsi, 2006; Nivre et al., 2007a;
Bharati et al., 2012).

Ambati et al. (2013) showed that the perfor-
mance of Malt (Nivre et al., 2007b) on the free
word order language, Hindi, is improved by using
lexical categories from Combinatory Categorial
Grammar (CCG) (Steedman, 2000). In this paper,
we extend this work and show that CCG categories
are useful even in the case of English, a typolog-
ically different language, where parsing accuracy

of dependency parsers is already extremely high.
In addition, we also demonstrate the utility of
CCG categories to MST (McDonald et al., 2005)
for both languages. CCG lexical categories
contain subcategorization information regarding
the dependencies of predicates, including long-
distance dependencies. We show that providing
this subcategorization information in the form of
CCG categories can help both Malt and MST on
precisely those dependencies for which they are
known to have weak rates of recovery. The result
is particularly interesting for Malt, the fast greedy
parser, as the improvement in Malt comes without
significantly compromising its speed, so that it
can be practically applied in web scale parsing.
Our results apply both to English, a fixed word
order and morphologically simple language, and
to Hindi, a free word order and morphologically
rich language, indicating that CCG categories
from a supertagger are an easy and robust way
of introducing lexicalized subcategorization
information into dependency parsers.

2 Related Work

Parsers using different grammar formalisms
have different strengths and weaknesses, and
prior work has shown that information from one
formalism can improve the performance of a
parser in another formalism. Sagae et al. (2007)
achieved a 1.4% improvement in accuracy over a
state-of-the-art HPSG parser by using dependen-
cies from a dependency parser for constraining
wide-coverage rules in the HPSG parser. Coppola
and Steedman (2013) incorporated higher-order
dependency features into a cube decoding phrase-
structure parser and obtained significant gains
on dependency recovery for both in-domain and
out-of-domain test sets.

Kim et al. (2012) improved a CCG parser using
dependency features. They extracted n-best parses
from a CCG parser and provided dependency
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Figure 1: A CCG derivation and the Stanford scheme dependencies for an example sentence.

features from a dependency parser to a re-ranker
with an improvement of 0.35% in labelled F-score
of the CCGbank test set. Conversely, Ambati
et al. (2013) showed that a Hindi dependency
parser (Malt) could be improved by using CCG
categories. Using an algorithm similar to Cakici
(2005) and Uematsu et al. (2013), they first cre-
ated a Hindi CCGbank from a Hindi dependency
treebank and built a supertagger. They provided
CCG categories from a supertagger as features to
Malt and obtained overall improvements of 0.3%
and 0.4% in unlabelled and labelled attachment
scores respectively.

3 Data and Tools
Figure 1 shows a CCG derivation with CCG
lexical categories for each word and Stanford
scheme dependencies (De Marneffe et al., 2006)
for an example English sentence. (Details of CCG
and dependency parsing are given by Steedman
(2000) and Kübler et al. (2009).)

3.1 Treebanks

In English dependency parsing literature, Stanford
and CoNLL dependency schemes are widely
popular. We used the Stanford parser’s built-in
converter (with the basic projective option) to
generate Stanford dependencies and Penn2Malt1

to generate CoNLL dependencies from Penn
Treebank (Marcus et al., 1993). We used standard
splits, training (sections 02-21), development
(section 22) and testing (section 23) for our
experiments. For Hindi, we worked with the
Hindi Dependency Treebank (HDT) released
as part of Coling 2012 Shared Task (Bharati et
al., 2012). HDT contains 12,041 training, 1,233
development and 1,828 testing sentences.

We used the English (Hockenmaier and Steed-
man, 2007) and Hindi CCGbanks (Ambati et al.,

1http://w3.msi.vxu.se/ nivre/research/Penn2Malt.html

2013) for our experiments. For Hindi we used two
lexicons: a fine-grained one (with morphological
information) and a coarse-grained one (without
morphological information).
3.2 Supertaggers
We used Clark and Curran (2004)’s supertagger
for English, and Ambati et al. (2013)’s supertag-
ger for Hindi. Both are Maximum Entropy based
CCG supertaggers. The Clark and Curran (2004)
supertagger uses different features like word, part-
of-speech, and contextual and complex bi-gram
features to obtain a 1-best accuracy of 91.5% on
the development set. In addition to the above
mentioned features, Ambati et al. (2013) em-
ployed morphological features useful for Hindi.
The 1-best accuracy of Hindi supertagger for fine-
grained and coarse-grained lexicon is 82.92% and
84.40% respectively.

3.3 Dependency Parsers
There has been a significant amount of work on
parsing English and Hindi using the Malt and
MST parsers in the recent past (Nivre et al.,
2007a; Bharati et al., 2012). We first run these
parsers with previous best settings (McDonald et
al., 2005; Zhang and Nivre, 2012; Bharati et
al., 2012) and treat them as our baseline. In
the case of English, Malt uses arc-standard and
stack-projective parsing algorithms for CoNLL
and Stanford schemes respectively and LIBLIN-
EAR learner (Fan et al., 2008) for both the
schemes. MST uses 1st-order features, and a pro-
jective parsing algorithm with 5-best MIRA train-
ing for both the schemes. For Hindi, Malt uses
the arc-standard parsing algorithm with a LIBLIN-
EAR learner. MST uses 2nd-order features, non-
projective algorithm with 5-best MIRA training.

For English, we assigned POS-tags using a per-
ceptron tagger (Collins, 2002). For Hindi, we also
did all our experiments using automatic features
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Language Experiment Malt MST
UAS LAS UAS LAS

English

Stanford Baseline 90.32 87.87 90.36 87.18
Stanford + CCG 90.56** (2.5) 88.16** (2.5) 90.93** (5.9) 87.73** (4.3)

CoNLL Baseline 89.99 88.73 90.94 89.69
CoNLL + CCG 90.38** (4.0) 89.19** (4.1) 91.48** (5.9) 90.23** (5.3)

Hindi
Baseline 88.67 83.04 90.52 80.67
Fine CCG 88.93** (2.2) 83.23* (1.1) 90.97** (4.8) 80.94* (1.4)
Coarse CCG 89.04** (3.3) 83.35* (1.9) 90.88** (3.8) 80.73* (0.4)

Table 1: Impact of CCG categories from a supertagger on dependency parsing. Numbers in brackets
are percentage of errors reduced. McNemar’s test compared to baseline, * = p < 0.05 ; ** = p < 0.01
(Hindi Malt results (grey background) are from Ambati et al. (2013)).

(POS, chunk and morphological information)
extracted using a Hindi shallow parser2.

4 CCG Categories as Features
Following Ambati et al. (2013), we used supertags
which occurred at least K times in the training
data, and backed off to coarse POS-tags otherwise.
For English K=1, i.e., when we use CCG cate-
gories for all words, gave the best results. K=15
gave the best results for Hindi due to sparsity is-
sues, as the data for Hindi is small. We provided
a supertag as an atomic symbol similar to a POS
tag and didn’t split it into a list of argument and
result categories. We explored both Stanford and
CoNLL schemes for English and fine and coarse-
grained CCG categories for Hindi. All feature and
parser tuning was done on the development data.
We assigned automatic POS-tags and supertags to
the training data.

4.1 Experiments with Supertagger output

We first used gold CCG categories extracted from
each CCGbank as features to the Malt and MST,
to get an upper bound on the utility of CCG cate-
gories. As expected, gold CCG categories boosted
the Unlabelled Attachment Score (UAS) and La-
belled Attachment Score (LAS) by a large amount
(4-7% in all the cases).

We then experimented with using automatic
CCG categories from the English and Hindi su-
pertaggers as a feature to Malt and MST. With au-
tomatic categories from a supertagger, we got sta-
tistically significant improvements (McNemar’s
test, p < 0.05 for Hindi LAS and p < 0.01 for the
rest) over the baseline parsers, for all cases (Table
1). Since the CCGbanks used to train the supertag-
gers are automatically generated from the con-
stituency or dependency treebanks used to train

2http://ltrc.iiit.ac.in/analyzer/hindi/

the dependency parsers, the improvements are
indeed due to reparameterization of the model to
include CCG categories and not due to additional
hand annotations in the CCGbanks. This shows
that the rich subcategorization information pro-
vided by automatically assigned CCG categories
can help Malt and MST in realistic applications.

For English, in case of Malt, we achieved
0.3% improvement in both UAS and LAS for
Stanford scheme. For CoNLL scheme, these
improvements were 0.4% and 0.5% in UAS and
LAS respectively. For MST, we got around 0.5%
improvements in all cases.

In case of Hindi, fine-grained supertags gave
larger improvements for MST. We got final
improvements of 0.5% and 0.3% in UAS and LAS
respectively. In contrast, for Malt, Ambati et al.
(2013) had shown that coarse-grained supertags
gave larger improvements of 0.3% and 0.4% in
UAS and LAS respectively. Due to better handling
of error propagation in MST, the richer informa-
tion in fine-grained categories may have surpassed
the slightly lower supertagger performance,
compared to coarse-grained categories.

4.2 Analysis: English

We analyze the impact of CCG categories on
different labels (label-wise) and distance ranges
(distance-wise) for CoNLL scheme dependencies
(We observed a similar impact for the Stanford
scheme dependencies as well). Figure 2a shows
the F-score for three major dependency labels,
namely, ROOT (sentence root), SUBJ (subject),
OBJ (object). For Malt, providing CCG categories
gave an increment of 1.0%, 0.3% for ROOT and
SUBJ labels respectively. For MST, the improve-
ments for ROOT and SUBJ were 0.5% and 0.8%
respectively. There was no significant improve-
ment for OBJ label, especially in the case of Malt.
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Figure 2: Label-wise and Distance-wise impact of supertag features on Malt and MST for English

Figure 2b shows the F-score of dependencies
based on the distance ranges between words. The
percentage of dependencies in the 1−5, 6−10 and
>10 distance ranges are 88.5%, 6.6% and 4.9% re-
spectively out of the total of around 50,000 depen-
dencies. For both Malt and MST, there was very
slight improvement for short distance dependen-
cies (1−5) but significant improvements for longer
distances (6−10 and >10). For Malt, there was
an improvement of 0.6% and 0.9% for distances
6−10, and >10 respectively. For MST, these
improvements were 1.0% and 1.0% respectively.

4.3 Analysis: Hindi

In the case of Hindi, for MST, providing CCG
categories gave an increment of 0.5%, 0.4% and
0.3% for ROOT, SUBJ and OBJ labels respec-
tively in F-score over the baseline. Ambati et al.
(2013) showed that for Hindi, providing CCG
categories as features improved Malt in better
handling of long distance dependencies.

The percentage of dependencies in the 1−5,
6−10 and >10 distance ranges are 82.2%,
8.6% and 9.2% respectively out of the total of
around 40,000 dependencies. Similar to English,
there was very slight improvement for short
distance dependencies (1−5). But for longer
distances, 6−10, and >10, there was significant
improvement of 1.3% and 1.3% respectively
for MST. Ambati et al. (2013) reported similar
improvements for Malt as well.

4.4 Discussion

Though valency is a useful feature in dependency
parsing (Zhang and Nivre, 2011), Zhang and Nivre
(2012) showed that providing valency information
dynamically, in the form of the number of depen-
dencies established in a particular state during
parsing, did not help Malt. However, as we have
shown above, providing this information as a static
lexical feature in the form of CCG categories does
help Malt. In addition to specifying the number of
arguments, CCG categories also contain syntactic
type and direction of those arguments. However,

providing CCG categories as features to zpar
(Zhang and Nivre, 2011) didn’t have significant
impact as it is already using similar information.
4.5 Impact on Web Scale Parsing
Greedy parsers such as Malt are very fast and are
practically useful in large-scale applications such
as parsing the web. Table 2, shows the speed of
Malt, MST and zpar on parsing English test data
in CoNLL scheme (including POS-tagging and
supertagging time). Malt parses 310 sentences per
second, compared to 35 and 11 of zpar and MST
respectively. Clearly, Malt is orders of magnitude
faster than MST and zpar. After using CCG
categories from the supertagger, Malt parses 245
sentences per second, still much higher than other
parsers. Thus we have shown a way to improve
Malt without significantly compromising speed,
potentially enhancing its usefulness for web scale
parsing.

Parser Ave. Sents / Sec Total Time
MST 11 3m 36s
zpar 35 1m 11s
Malt 310 0m 7.7s
Malt + CCG 245 0m 10.2s

Table 2: Time taken to parse English test data.
5 Conclusion
We have shown that informative CCG categories,
which contain both local subcategorization infor-
mation and capture long distance dependencies
elegantly, improve the performance of two de-
pendency parsers, Malt and MST, by helping
in recovering long distance relations for Malt
and local verbal arguments for MST. This is
true both in the case of English (a fixed word
order language) and Hindi (free word order and
morphologically richer language), extending the
result of Ambati et al. (2013). The result is
particularly interesting in the case of Malt which
cannot directly use valency information, which
CCG categories provide indirectly. It leads to an
improvement in performance without significantly
compromising speed and hence promises to be
applicable to web scale processing.
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Abstract

We suggest a new annotation scheme for
unlexicalized PCFGs that is inspired by
formal language theory and only depends
on the structure of the parse trees. We
evaluate this scheme on the TüBa-D/Z
treebank w.r.t. several metrics and show
that it improves both parsing accuracy and
parsing speed considerably. We also show
that our strategy can be fruitfully com-
bined with known ones like parent annota-
tion to achieve accuracies of over 90% la-
beled F1 and leaf-ancestor score. Despite
increasing the size of the grammar, our
annotation allows for parsing more than
twice as fast as the PCFG baseline.

1 Introduction

As shown by (Klein and Manning, 2003), un-
lexicalized PCFGs can achieve high parsing ac-
curacies when training trees are annotated with
additional information. An annotation basically
amounts to splitting each nonterminal into sev-
eral subcategories, which can even be derived
automatically (Petrov et al., 2006; Petrov and
Klein, 2007). Currently used annotation strate-
gies, e.g. parent annotation (Johnson, 1998) or se-
lectively splitting special nonterminals (e.g. mark-
ing relative clauses) as in (Schiehlen, 2004), are
mostly linguistically motivated (with the excep-
tion of the above mentioned automatic approach).

In this paper we study new heuristics motivated
by formal language theory for improving the pars-
ing accuracy of unlexicalized PCFGs by means of
refining the nonterminals of the grammar: One
heuristic splits a nonterminal X into a family of
nonterminals (Xd)d∈D based on the notion of the
dimension (also Horton-Strahler number) of a tree
(Strahler, 1952; Esparza et al., 2007; Esparza et
al., 2014).

The dimension of a rooted tree t is defined as the
height of the highest perfect binary tree1 we can
obtain from t by pruning subtrees and contracting
edges.2

A result of (Flajolet et al., 1979) shows that
the dimension characterizes the minimal amount
of memory that is required to traverse a tree. So,
intuitively, parse trees of high dimension should
indicate an unnaturally complex sentence structure
requiring the reader to remember too many incom-
plete dependent clauses in the course of reading
the sentence. Section 2 corroborates experimen-
tally that, indeed, parse trees of natural language
have small dimension.

Since dimension is a meaningful measure of
complexity and parse trees have low dimension,
we conjectured that annotating nonterminals with
the dimension of the subtree rooted at them could
improve parsing accuracy (see Fig. 1 for an il-
lustration). Section 5 shows that this is indeed
the case: The combination of the dimension an-
notation and the well known parent annotation
technique leads to absolute improvements of more
than 5% F1, 7–8% leaf-ancestor score, and a rela-
tive reduction of the number of crossing brackets
of over 25% compared to a plain PCFG baseline.
At the same time, quite surprisingly, parsing speed
more than doubles.

It could be argued that any other graph theo-
retical measure for the complexity of a tree could
lead to similar results. For this reason we have
also considered annotating nonterminals with the
height of the subtree rooted at them (the height is
the most basic measure related to trees). Our ex-
periments show that height annotation is also ben-
eficial but further refinement via parent annotation
yields less improvements than for the dimension
annotation.

1A binary tree of height h is perfect if it has 2h leaves.
2In other words, the dimension of t is the height of the

highest perfect binary tree which is a minor of t.
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Figure 1: Dimension annotation of a tree from TüBa-D/Z: the label of every nonterminal is decorated
with the dimension of the subtree rooted at it. The dimension of a parent node is the maximum of the
dimensions of its children (plus one if this maximum is attained at least twice).

In the following two sections, we present more
details on the use of tree dimension in NLP, con-
tinue with describing our experiments (Section 4)
together with their results (Section 5), and finally
conclude with some ideas for further improve-
ments.

2 Tree Dimension of Natural Languages

We were able to validate our conjecture that parse
trees of natural language should typically have
small dimension on several treebanks for a variety
of languages (cf. Table 1). The average dimension
of parse trees varies only from 1.7 to 2.4 over all
languages and the maximum dimension we ever
encountered is 4.

3 Annotation Methods

In this paper we compare three different annota-
tion methods: dimension, height, and parent an-
notation. The dimension (resp. height) annotation
refine a given nonterminal X by annotating it with
the dimension (resp. height) of the subtree rooted
at it. A standard technique in unlexicalized pars-
ing we compare against is vertical markovization,
i.e. to refine nonterminals by annotating them with
their parent (or grandparent) nonterminal (Klein
and Manning, 2003).

Let us remark that we focus here only on meth-
ods to split nonterminals and leave merging strate-
gies for further investigations. Amongst them hor-
izontal markovization (Klein and Manning, 2003)
is especially valuable for battling sparsity and can

Language Average Maximum
Basque 2.12 3
English 2.38 4
French 2.29 4
German(1) 1.94 4
German(2) 2.13 4
Hebrew 2.44 4
Hungarian 2.11 4
Korean 2.18 4
Polish 1.68 3
Swedish 1.83 4

Table 1: Average and maximum dimension for
several treebanks of natural languages. Sources:
English – 10% sample from the Penn treebank
shipped with python nltk (Loper and Bird, 2002),
German(2) – release 8 of the TüBa-D/Z treebank
(Telljohann et al., 2003), the remaining treebanks
are taken from the SPMRL shared task dataset
(Seddah et al., 2013).

lead to more compact and often more accurate
PCFGs.

4 Methodology

4.1 Experimental Setup
We use release 8 of the TüBa-D/Z treebank
(Telljohann et al., 2003) as dataset. To com-
bine easy prototyping and data exploration with
efficient parsing and standard evaluation methods
we used python nltk (Loper and Bird, 2002) to-
gether with the Stanford parser (Klein and Man-
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ning, 2003). For evaluation we used the built in
evalb, leaf-ancestor, and crossing brackets metrics
provided by the Stanford parser. Is is important to
note that all our experiments use gold tags from
the treebank3 which had the pleasant side effect
that no parse failures were encountered. All exper-
iments were carried out on a machine with an Intel
i7 2.7 GHz CPU and 8 GB RAM and took about
one week to run4. Our scripts and raw data can be
obtained freely from https://github.com/
mschlund/nlp-newton.

4.2 Randomization

We decided to sample our training- and test-data
randomly from the treebank several times inde-
pendently for each annotation strategy under test.
This enables us to give more precise estimations
of parsing accuracy (Section 5) and to assess their
variability (cf. Figure 2). For each sample size N
from {5k, 10k, 20k, . . . , 70k} we selected a ran-
dom sample of size N from the set of all 75408
trees in the treebank. The first 90% of this sample
was used as training set and the remaining 10% as
test set. We then evaluated each of our six anno-
tation methods on this same training/test set. The
whole process was repeated ten times each, yield-
ing 480 experiments altogether. For each experi-
ment we evaluated parsing accuracy according to
three evaluation measures as well as the parsing
speed and the size of the derived grammar. Each
of these numbers was then averaged over the ten
random trials. To ensure perfect reproducibility
we saved the seeds we used to seed the random
generator.

4.3 Evaluation Measures

To thoroughly assess the performance of our anno-
tation schemes we not only report the usual con-
stituency measures (labeled precision/recall/F1

and crossing brackets) proposed originally by
(Abney et al., 1991) but also calculate leaf-
ancestor scores (LA) proposed by (Sampson,
2000) since it has been argued that LA-scores de-
scribe the informal notion of a “good” parse better
than the usual constituency measures. This is es-
pecially relevant for comparing parsing accuracy
over different treebanks (Rehbein and Van Gen-
abith, 2007a; Rehbein and van Genabith, 2007b).

3This is unrealistic of course, but is used for comparability
with other work like (Rafferty and Manning, 2008).

4We only used a single core, since memory turned out to
be the main bottleneck.

5 Results

Our results are collected in Table 5. We measured
a baseline accuracy of 84.8% labeled F1-score
for a plain PCFG without any annotations, lower
than the 88% reported by (Rafferty and Manning,
2008) on a previous release of the TüBa-D/Z tree-
bank (comprising only 20k sentences of length at
most 40). However, the absolute improvements
we found using annotations are consistent with
their work, e.g. our experiments show an abso-
lute increase of 3.4% when using parent annota-
tion while (Rafferty and Manning, 2008) report a
3.1% increase. We suspect that the differences are
largely suspect to the different data: considering
sentences up to length 40, our experiments yield
scores that are 1% higher. To explain all remain-
ing differences we plan to replicate their setup.

5.1 Impact of Annotations

All three annotation methods (w.r.t. parent, dimen-
sion, height which we will abbreviate by PA, DA,
HA for convenience) lead to comparable improve-
ments w.r.t. constituency measures with small ad-
vantages for the two structural annotations. LA-
evaluation on the other hand shows that HA and
DA have a clear advantage of 3% over PA.

Quite surprisingly, both DA and HA can be
fruitfully combined with parent annotation im-
proving F1 further by almost 2% and LA-metrics
by 1–2% as well. However, the height+parent
combination cannot compete with the dimen-
sion+parent method. One reason for this might be
the significant increase in grammar size and result-
ing data-sparseness problems, although our learn-
ing curves (cf. Figure 2) suggest that lack of train-
ing data is not an issue.

Altogether, the DA+PA combination is the most
precise one w.r.t. all metrics. It provides abso-
lute increases of 5.6% labeled F1 and 7.4–8.4%
LA-score and offers a relative reduction of cross-
ing brackets by 27%. This is especially relevant
since according to (Manning and Schütze, 1999) a
high number of crossing brackets is often consid-
ered “particularly dire”. Finally, this combination
leads to a 60% increase in the number of exactly
parsed sentences, significantly more than for the
other methods.

5.2 Parsing Speed

We further study to what extent the three heuris-
tics increase the size of the grammar and the time
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evalb Leaf-Ancestor Crossing brackets
Annotation |G| Speed ± stderr F1 exact LA (s) LA (c) # CB zero CB
Plain 21009 1.74± 0.04 84.8 24.4 84.0 79.7 1.17 58.5
Parent 34192 1.07± 0.01 88.2 31.8 86.6 82.9 1.07 61.8
Height 76096 3.06± 0.03 88.7 33.7 89.8 86.2 0.93 65.2
Height+parent 130827 2.20± 0.04 89.2 36.8 90.8 87.0 0.95 65.4
Dim 49798 6.02± 0.10 88.5 31.8 89.7 86.1 0.90 64.9
Dim+parent 84947 4.04± 0.07 90.4 39.1 91.4 88.1 0.85 67.2

Table 2: Average grammar sizes, parsing speed, and parsing accuracies according to various metrics (for
the 70k samples only, i.e. on 7000 test trees). All numbers are averaged over 10 independent random
samples. |G| denotes the number of rules in the grammar, parsing speed is measured in sentences per
second. LA scores are reported as sentence-level (s) and corpus-level (c) averages, respectively. All
accuracies reported in % (except # CB – the average number of crossing brackets per sentence).
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Figure 2: Learning curves for different annotation
strategies. Average F1 with standard deviation for
random samples of various sizes (10 independent
samples each).

needed to parse a sentence. As expected all three
annotations increase the size of the grammar con-
siderably (PA by 60%, DA by almost 140%, and
HA by 260%). Surprisingly, our experiments did
not show a direct influence of the grammar size
on the average time needed to parse a tree: While
parsing speed for PA drops by about 40%, DA and
HA actually lead to significant speedups over the
baseline (factor 3.4 for DA and 1.7 for HA). For
the combination of dimension and parent annota-
tion the gain in speed is less pronounced but still
a factor of 2.3. One possible explanation is the
fact that (for a grammar in CNF) a nonterminal of
dimension d can only be produced either by com-
bining one of dimension d with one of dimension
strictly less than d or by two of dimension exactly
d− 1. Since the dimensions involved are typically
very small (cf. Table 1) this may restrict the search
space significantly.

6 Discussion

We have described a new and simple yet effec-
tive annotation strategy to split nonterminals based
on the purely graph-theoretic concept of tree di-
mension. We show that annotating nonterminals
with either their dimension or their height gives
accuracies that lie beyond parent annotation. Fur-
thermore dimension and parent annotation in com-
bination yield even higher accuracies (90.4% la-
beled F1 and 91.4% LA-score on a sentence-
level). Lastly, one of the most surprising findings
is that, despite considerable growth of grammar
size, parsing is significantly faster.

6.1 Future Work

We are currently experimenting with other tree-
banks like the SPMRL dataset (Seddah et al.,
2013) which contains various “morphologically
rich” languages (cf. Table 1). Although we cannot
possibly expect to match the accuracies achieved
by highly optimized lexicalized parsers with our
simple annotation strategy alone, we are confident
that our results transfer to other languages. A logi-
cal next step is to integrate our annotation methods
into current parsing frameworks.

Since our annotations increase the size of
the grammar significantly, horizontal markoviza-
tion and more careful, selective dimension/height-
splits (i.e. only carry out “profitable” splits) seem
promising to avoid problems of data-sparsity – in
particular if one wants to use further state-splitting
techniques that are more linguistically motivated.

Finally, we are interested in understanding the
parsing speedup incurred by dimension/height-
annotations and to provide a theoretical analysis.
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Abstract

Language transfer, the preferential second
language behavior caused by similarities
to the speaker’s native language, requires
considerable expertise to be detected by
humans alone. Our goal in this work is to
replace expert intervention by data-driven
methods wherever possible. We define a
computational methodology that produces
a concise list of lexicalized syntactic pat-
terns that are controlled for redundancy
and ranked by relevancy to language trans-
fer. We demonstrate the ability of our
methodology to detect hundreds of such
candidate patterns from currently available
data sources, and validate the quality of
the proposed patterns through classifica-
tion experiments.

1 Introduction

The fact that students with different native lan-
guage backgrounds express themselves differ-
ently in second language writing samples has
been established experimentally many times over
(Tetreault et al., 2013), and is intuitive to most
people with experience learning a new language.
The exposure and understanding of this process
could potentially enable the creation of second
language (L2) instruction that is tailored to the na-
tive language (L1) of students.

The detectable connection between L1 and L2
text comes from a range of sources. On one end of
the spectrum are factors such as geographic or cul-
tural preference in word choice, which are a pow-
erful L1 indicator. On the other end lie linguistic
phenomena such as language transfer, in which the
preferential over-use or under-use of structures in

the L1 is reflected in the use of corresponding pat-
terns in the L2. We focus on language transfer in
this work, based on our opinion that such effects
are more deeply connected to and effectively uti-
lized in language education.

The inherent challenge is that viable language
transfer hypotheses are naturally difficult to con-
struct. By the requirement of contrasting different
L1 groups, hypothesis formulation requires deep
knowledge of multiple languages, an ability re-
served primarily for highly trained academic lin-
guists. Furthermore, the sparsity of any particular
language pattern in a large corpus makes it diffi-
cult even for a capable multilingual scholar to de-
tect the few patterns that evidence language trans-
fer. This motivates data driven methods for hy-
pothesis formulation.

We approach this as a representational problem,
requiring the careful definition of a class of lin-
guistic features whose usage frequency can be de-
termined for each L1 background in both L1 and
L2 text (e.g. both German and English written
by Germans). We claim that a feature exhibiting
a sufficiently non-uniform usage histogram in L1
that is mirrored in L2 data is a strong language
transfer candidate, and provide a quantified mea-
sure of this property.

We represent both L1 and L2 sentences in a
universal constituent-style syntactic format and
model language transfer hypotheses with con-
tiguous syntax sub-structures commonly known
as Tree Substitution Grammar (TSG) fragments
(Post and Gildea, 2009)(Cohn and Blunsom,
2010). With these features we produce a concise
ranked list of candidate language transfer hypothe-
ses and their usage statistics that can be automati-
cally augmented as increasing amounts of data be-
come available.
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2 Related Work

This work leverages several recently released data
sets and analysis techniques, with the primary
contribution being the transformations necessary
to combine these disparate efforts. Our analy-
sis methods are closely tied to those described
in Swanson and Charniak (2013), which con-
trasts techniques for the discovery of discrimina-
tive TSG fragments in L2 text. We modify and
extend these methods to apply to the universal de-
pendency treebanks of McDonald et al. (2013),
which we will refer to below to as the UTB. Bilin-
gual lexicon construction (Haghighi et al., 2008)
is also a key component, although previous work
has focused primarily on nouns while we focus on
stopwords. We also transform the UTB into con-
stituent format, in a manner inspired by Carroll
and Charniak (1992).

There is a large amount of related research in
Native Language Identification (NLI), the task of
predicting L1 given L2 text. This work has culmi-
nated in a well attended shared task (Tetreault et
al., 2013), whose cited report contains an excellent
survey of the history of this task. In NLI, however,
L1 data is not traditionally used, and patterns are
learned directly from L2 text that has been anno-
tated with L1 labels. One notable outlier is Brooke
and Hirst (2012), which attempts NLI using only
L1 data for training using large online dictionar-
ies to tie L2 English bigrams and collocations to
possible direct translations from native languages.
Jarvis and Crossley (2012) presents another set of
studies that use NLI as a method to form language
transfer hypotheses.

3 Methodology

The first of the four basic requirements of our pro-
posed method is the definition of a class of features
F such that a single feature F ∈ F is capable
of capturing language transfer phenomenon. The
second is a universal representation of both L1 and
L2 data that allows us to count the occurrences of
any F in an arbitrary sentence. Third, as any suf-
ficiently expressive F is likely to be very large, a
method is required to propose an initial candidate
list C ⊂ F . Finally, we refine C into a ranked list
H of language transfer hypotheses, where H has
also been filtered to remove redundancy.

In this work we define F to be the set of Tree
Substitution Grammar (TSG) fragments in our
data, which allows any connected syntactic struc-

ture to be used as a feature. As such, our universal
representation of L1/L2 data must be a constituent
tree structure of the general form used in syntactic
parsing experiments on the Penn Treebank. The
UTB gets us most of the way to our goal, defining
a dependency grammar with a universal set of part
of speech (POS) tags and dependency arc labels.

Two barriers remain to the use of standard TSG
induction algorithms. The first is to define a map-
ping from the dependency tree format to con-
stituency format. We use the following depen-
dency tree to illustrate our transformation.

ROOT DT NN VBZ PRP
The poodle chews it

root

det nsubj dobj

Under our transformation, the above dependency
parse becomes

ROOT

root

VBZ-L

nsubj

NN-L

det

DT

the

NN

poodle

VBZ

chews

VBZ-R

dobj

PRP

it

We also require a multilingual lexicon in the form
of a function ML(w) for each language L that
maps words to clusters representing their meaning.
In order to avoid cultural cues and reduce noise
in our mapping, we restrict ourselves to clusters
that correspond to a list of L2 stopwords. Any L2
words that do not appear on this list are mapped
to the unknown “UNK” symbol, as are all for-
eign words that are not good translations of any
L2 stopword. Multiple words from a single lan-
guage can map to the same cluster, and it is worth
noting that this is true for L2 stopwords as well.

To determine the mapping functions ML we
train IBM translation models in both directions be-
tween the L2 and each L1. We create a graph in
which nodes are words, either the L2 stopwords or
any L1 word with some translation probability to
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or from one of the L2 stopwords. The edges in this
graph exist only between L2 and L1 words, and
are directed with weight equal to the IBM model’s
translation probability of the edge’s target given
its source. We construct ML by removing edges
with weight below some threshold and calculating
the connected components of the resulting graph.
We then discard any cluster that does not contain
at least one word from each L1 and at least one L2
stopword.

To propose a candidate list C, we use the TSG
induction technique described in Swanson and
Charniak (2013), which simultaneously induces
multiple TSGs from data that has been partitioned
into labeled types. This method permits linguisti-
cally motivated constraints as to which grammars
produce each type of data. For an experimental
setup that considers n different L1s, we use 2n+1
data types; Figure 1 shows the exact layout used
in our experiments. Besides the necessary n data
types for each L1 in its actual native language form
and n in L2 form, we also include L2 data from
L2 native speakers. We also define 2n + 1 gram-
mars. We begin with n grammars that can each
be used exclusively by one native language data
type, representing behavior that is unique to each
native language (grammars A-C in Figure 1) . This
is done for the L2 as well (grammar G). Finally,
we create an interlanguage grammar for each of
our L1 types that can be used in derivation of both
L1 and L2 data produced by speakers of that L1
(grammars D-F).

The final step is to filter and rank the TSG frag-
ments produced in C, where filtering removes re-
dundant features and ranking provides some quan-
tification of our confidence in a feature as a lan-
guage transfer hypothesis. Swanson and Char-
niak (2013) provides a similar method for pure L2
data, which we modify for our purposes. For re-
dundancy filtering no change is necessary, and we
use their recommended Symmetric Uncertainty
method. For a ranking metric of how well a frag-
ment fits the profile of language transfer we adopt
the expected per feature loss (or risk) also de-
scribed in their work. For an arbitrary feature F ,
this is defined as

R(F ) =
1
|TF |

∑
t∈TF

PF (L 6= L∗t )

where TF is the subset of the test data that contains
the feature F , and L∗t is the gold label of test da-

L2
Data

L1
Data

DE DE

FR FR

ES ES

EN

A

B

C

D

E

F

G

Figure 1: The multi-grammar induction setup used
in our experiments. Squares indicate data types,
and circles indicate grammars. Data type labels
indicate the native language of the speaker, and all
L2 data is in English.

tum t. While in their work the predictive distribu-
tion PF (L) is determined by the observed counts
of F in L2 training data, we take our estimates
directly from the L1 data of the languages under
study. This metric captures the extent to which the
knowledge of a feature F ’s L1 usage can be used
to predict its usage in L2.

The final result is a ranked and filtered list of hy-
potheses H . The elements of H can be subjected
to further investigation by experts and the accom-
panying histogram of counts contains the relevant
empirical evidence. As more data is added, the
uncertainty in the relative proportions of these his-
tograms and their corresponding R is decreased.
One additional benefit of our method is that TSG
induction is a random process, and repeated runs
of the sampling algorithm can produce different
features. Since redundancy is filtered automati-
cally, these different feature lists can be combined
and processed to potentially find additional fea-
tures given more computing time.

4 Results

Limited by the intersection of languages across
data sets, we take French, Spanish, and German
as our set of L1s with English as the L2. We use
the UTB for our native language data, which pro-
vides around 4000 sentences of human annotated
text for each L1. For our L2 data we use the ETS
Corpus of Non-Native English (Blanchard et al.,
2013), which consists of over 10K sentences per
L1 label drawn from TOEFLr exam essays. Fi-
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nally, we use the Penn Treebank as our source of
native English data, for a total of seven data types;
four in English, and one in each L1.

When calculating metrics such as redundancy
and R(F ) we use all available data. For TSG
sampling, we balance our data sets to 4000 sen-
tences from each data type and sample using the
Enbuske sampler that was released with Swanson
and Charniak (2013). To construct word clusters,
we use Giza++ (Och and Ney, 2003) and train on
the Europarl data set (Koehn, 2005), using .25 as
a threshold for construction on connected compo-
nents.

We encourage the reader to peruse the full list
of results1, in which each item contains the infor-
mation in the following example.

advcl

VERB-L

mark

VERB

110

VERB-R

ES DE FR

L1 4.2 0.0 0.0
L2 2.3 0.3 0.3

This fragment corresponds to an adverbial
clause whose head is a verb in the cluster 110,
which contains the English word “is” and its vari-
ous translations. This verb has a single left depen-
dent, a clause marker such as “because”, and at
least one right dependent. Its prevalence in Span-
ish can explained by examining the translations of
the English sentence “I like it because it is red”.

ES Me gusta porque es rojo.
DE Ich mag es, weil es rot ist.
FR Je l’aime parce qu’il est rouge.

Only in the Spanish sentence is the last pronoun
dropped, as in “I like it because is red”. This
observation, along with the L1/L2 profile which
shows the count per thousand sentences in each
language provides a strong argument that this pat-
tern is indeed a form of language transfer.

Given our setup of three native languages, a fea-
ture with R(F ) < .66 is a candidate for language
transfer. However, several members of our filtered
list have R(F ) > .66, which is to say that their

1bllip.cs.brown.edu/download/interlanguage corpus.pdf
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Figure 2: Creating test cases that consist of sev-
eral sentences mediates feature sparsity, providing
clear evidence for the discriminative power of the
chosen feature set.

L2 usage does not mirror L1 usage. This is to be
expected in some cases due to noise, but it raises
the concern that our features withR(F ) < .66 are
also the result of noise in the data. To address this,
we apply our features to the task of cross language
NLI using only L1 data for training. If the varia-
tion ofR(F ) around chance is simply due to noise
then we would expect near chance (33%) classifi-
cation accuracy. The leftmost point in Figure 2
shows the initial result, using boolean features in
a log-linear classification model, where a test case
involves guessing an L1 label for each individual
sentence in the L2 corpus. While the accuracy
does exceed chance, the margin is not very large.

One possible explanation for this small margin
is that the language transfer signal is sparse, as it
is likely that language transfer can only be used to
correctly label a subset of L2 data. We test this by
combining randomly sampled L2 sentences with
the same L1 label, as shown along the horizontal
axis of Figure 2. As the number of sentences used
to create each test case is increased, we see an in-
crease in accuracy that supports the argument for
sparsity; if the features were simply weak predic-
tors, this curve would be flat. The resulting margin
is much larger, providing evidence that a signifi-
cant portion of our features with R(F ) < .66 are
not selected due to random noise in R and are in-
deed connected to language transfer.

The number and strength of these hypotheses is
easily augmented with more data, as is the number
of languages under consideration. Our results also
motivate future work towards automatic genera-
tion of L1 targeted language education exercises,
and the fact that TSG fragments are a component
of a well studied generative language model makes
them well suited to such generation tasks.
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Abstract
In this paper, we present a simple ap-
proach for consistent training of hierarchi-
cal phrase-based translation models. In
order to consistently train a translation
model, we perform hierarchical phrase-
based decoding on training data to find
derivations between the source and tar-
get sentences. This is done by syn-
chronous parsing the given sentence pairs.
After extracting k-best derivations, we
reestimate the translation model proba-
bilities based on collected rule counts.
We show the effectiveness of our proce-
dure on the IWSLT German→English and
English→French translation tasks. Our
results show improvements of up to 1.6
points BLEU.

1 Introduction

In state of the art statistical machine translation
systems, the translation model is estimated by fol-
lowing heuristic: Given bilingual training data,
a word alignment is trained with tools such as
GIZA++ (Och and Ney, 2003) or fast align (Dyer
et al., 2013). Then, all valid translation pairs are
extracted and the translation probabilities are com-
puted as relative frequencies (Koehn et al., 2003).

However, this extraction method causes several
problems. First, this approach does not consider,
whether a translation pair is extracted from a likely
alignment or not. Further, during the extraction
process, models employed in decoding are not
considered.

For phrase-based translation, a successful ap-
proach addressing these issues is presented in
(Wuebker et al., 2010). By applying a phrase-
based decoder on the source sentences of the train-
ing data and constraining the translations to the
corresponding target sentences, k-best segmenta-
tions are produced. Then, the phrases used for

these segmentations are extracted and counted.
Based on the counts, the translation model prob-
abilities are recomputed. To avoid over-fitting,
leave-one-out is applied.

However, for hierarchical phrase-based transla-
tion an equivalent approach is still missing.

In this paper, we present a simple and effec-
tive approach for consistent reestimation of the
translation model probabilities in a hierarchical
phrase-based translation setup. Using a heuristi-
cally extracted translation model as starting point,
the training data are parsed bilingually. From the
resulting hypergraphs, we extract k-best deriva-
tions and the rules applied in each derivation. This
is done with a top-down k-best parsing algorithm.
Finally, the translation model probabilities are re-
computed based on the counts of the extracted
rules. In our procedure, we employ leave-one-out
to avoid over-fitting. Further, we consider all mod-
els which are used in translation to ensure a con-
sistent training.

Experimental results are presented on the
German→English and English→French IWSLT
shared machine translation task (Cettolo et al.,
2013). We are able to gain improvements of up to
1.6% BLEU absolute and 1.4% TER over a com-
petitive baseline. On all tasks and test sets, the
improvements are statistically significant with at
least 99% confidence.

The paper is structured as follow. First, we re-
vise the state of the art hierarchical phrase-based
extraction and translation process. In Section 3,
we propose our training procedure. Finally, ex-
perimental results are given in Section 4 and we
conclude with Section 5.

2 Hierarchical Phrase-based Translation

In hierarchical phrase-based translation (Chiang,
2005), discontinuous phrases with “gaps” are
allowed. The translation model is formalized
as a synchronous context-free grammar (SCFG)
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and consists of bilingual rules, which are based
on bilingual standard phrases and discontinuous
phrases. Each bilingual rule rewrites a generic
non-terminal X into a pair of strings f̃ and ẽ
with both terminals and non-terminals in both lan-
guages

X → 〈f̃ , ẽ〉. (1)

In a standard hierarchical phrase-based translation
setup, obtaining these rules is based on a heuristic
extraction from automatically word-aligned bilin-
gual training data. Just like in the phrase-based
approach, all bilingual rules of a sentence pair
are extracted given an alignment. The standard
phrases are stored as lexical rules in the rule set.
In addition, whenever a phrase contains a sub-
phrase, this sub-phrase is replaced by a generic
non-terminal X . With these hierarchical phrases
we can define the hierarchical rules in the SCFG.
The rule probabilities which are in general defined
as relative frequencies are computed based on the
joint counts C(X → 〈f̃ , ẽ〉) of a bilingual rule
X → 〈f̃ , ẽ〉

pH(f̃ |ẽ) =
C(X → 〈f̃ , ẽ〉)∑
f̃ ′ C(X → 〈f̃ ′, ẽ〉) . (2)

The translation probabilities are computed in
source-to-target as well as in target-to-source di-
rection. In the translation processes, these proba-
bilities are integrated in the log-linear combination
among other models such as a language model,
word lexicon models, word and phrase penalty and
binary features marking hierarchical phrases, glue
rule and rules with non-terminals at the bound-
aries.

The translation process of hierarchical phrase-
based approach can be considered as parsing prob-
lem. Given an input sentence in the source lan-
guage, this sentence is parsed using the source lan-
guage part of the SCFG. In this work, we perform
this step with a modified version of the CYK+ al-
gorithm (Chappelier and Rajman, 1998). The out-
put of this algorithm is a hypergraph, which rep-
resents all possible derivations of the input sen-
tence. A derivation represents an application of
rules from the grammar to generate the given in-
put sentence. Using the the associated target part
of the applied rule, for each derivation a transla-
tion can be constructed. In a second step, the lan-
guage model score is incorporated. Given the hy-
pergraph, this is done with the cube pruning algo-
rithm presented in (Chiang, 2007).

3 Translation Model Training

We propose following pipeline for consistent hi-
erarchical phrase-based training: First we train a
word alignment, from which the baseline trans-
lation model is extracted as described in the pre-
vious section. The log-linear parameter weights
are tuned with MERT (Och, 2003) on a develop-
ment set to produce the baseline system. Next,
we perform decoding on the training data. As the
translations are constrained to the given target sen-
tences, we name this step forced decoding in the
following. Details are given in the next subsection.
Given the counts CFD(X → 〈f̃ , ẽ〉) of the rules,
which have been applied in the forced decoding
step, the translation probabilities pFD(f̃ |ẽ) for the
translation model are recomputed:

pFD(f̃ |ẽ) =
CFD(X → 〈f̃ , ẽ〉)∑
f̃ ′ CFD(X → 〈f̃ ′, ẽ〉) . (3)

Finally, using the translation model with the
reestimated probabilities, we retune the log-linear
parameter weights and obtain our final system.

3.1 Forced Decoding
In this section, we describe the forced decoding
for hierarchical phrase-based translation in detail.

Given a sentence pair of the training data, we
constrain the translation of the source sentence to
produce the corresponding target sentence. For
this constrained decoding process, the language
model score is constant as the translation is fixed.
Hence, the incorporation of the a language model
is not needed. This results in a simplification of
the decoding process as we do not have to employ
the cube pruning algorithm as described in the pre-
vious section. Consequently, forced decoding for
hierarchical phrase-based translation is equivalent
to synchronous parsing of the training data. Dyer
(2010) has described an approach to reduce the
average-case run-time of synchronous parsing by
splitting one bilingual parse into two successive
monolingual parses. We adopt this method and
first parse the source sentence and then the target
sentence with CYK+.

If the given sentence pair has been parsed suc-
cessfully, we employ a top-down k-best parsing
algorithm (Chiang and Huang, 2005) on the re-
sulting hypergraph to find the k-best derivations
between the given source and target sentence. In
this step, all models of the translation process are
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included (except for the language model). Further,
leave-one-out is applied to counteract overfitting.
Note, that the model weights of the baseline sys-
tem are used to perform forced decoding.

Finally, we extract and count the rules which
have been applied in the derivations. These counts
are used to recompute the translation probabilities.

3.2 Recombination

In standard hierarchical phrase-based decoding,
partial derivations that are indistinguishable from
each other are recombined. In (Huck et al., 2013)
two schemes are presented. Either derivations that
produce identical translations or derivations with
identical language model context are recombined.
As in forced decoding the translation is fixed and
a language model is missing, both schemes are not
suitable.

However, a recombination scheme is necessary
to avoid derivations with the same application
of rules. Further, recombining such derivations
increases simultaneously the amounts of consid-
ered derivations during k-best parsing. Given two
derivations with the same set of applied rules, the
order of application of the rules may be different.
Thus, we propose following scheme for recom-
bining derivations in forced decoding: Derivations
that produce identical sets of applied rules are re-
combined. Figure 1 shows an example for k = 3.
Employing the proposed scheme, derivations d1

and d2 are recombined since both share the same
set of applied rules ({r1, r3, r2}).

d1 : {r1, r3, r2}
d2 : {r3, r2, r1}
d3 : {r4, r5, r1, r2}

(a)

d1 : {r1, r3, r2}
d3 : {r4, r5, r1, r2}
d4 : {r6, r5, r2, r3}

(b)

Figure 1: Example search space before (a) and af-
ter (b) applying recombination.

4 Experiments

4.1 Setup

The experiments were carried out on the IWSLT
2013 German→English shared translation task.1

1http://www.iwslt2013.org

German English English French
Sentences 4.32M 5.23M
Run. Words 108M 109M 133M 147M
Vocabulary 836K 792K 845K 888K

Table 1: Statistics for the bilingual training
data of the IWSLT 2013 German→English and
English→French task.

It is focusing the translation of TED talks. Bilin-
gual data statistics are given in Table 1. The base-
line system was trained on all available bilingual
data and used a 4-gram LM with modified Kneser-
Ney smoothing (Kneser and Ney, 1995; Chen and
Goodman, 1998), trained with the SRILM toolkit
(Stolcke, 2002). As additional data sources for the
LM we selected parts of the Shuffled News and
LDC English Gigaword corpora based on cross-
entropy difference (Moore and Lewis, 2010). In
all experiments, the hierarchical search was per-
formed as described in Section 2.

To confirm the efficacy of our approach, addi-
tional experiments were run on the IWSLT 2013
English→French task. Statistics are given in Ta-
ble 1.

The training pipeline was set up as described
in the previous section. Tuning of the log-linear
parameter weights was done with MERT on a pro-
vided development set. As optimization criterion
we used BLEU (Papineni et al., 2001).

Forced decoding was performed on the TED
talks portion of the training data (∼140K sen-
tences). In both tasks, around 5% of the sentences
could not be parsed. In this work, we just skipped
those sentences.

We report results in BLEU [%] and TER [%]
(Snover et al., 2006). All reported results are av-
erages over three independent MERT runs, and
we evaluated statistical significance with MultE-
val (Clark et al., 2011).

4.2 Results

Figure 2 shows the performance of setups us-
ing translation models with reestimated translation
probabilities. The setups vary in the k-best deriva-
tion size extracted in the forced decoding (fd) step.
Based on the performance on the development set,
we selected two setups with k = 500 using leave-
one-out (+l1o) and k = 750 without leave-one-
out (-l1o). Table 2 shows the final results for
the German→English task. Performing consistent
translation model training improves the translation
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dev* eval11 test

BLEU
[%]

TER
[%]

BLEU
[%]

TER
[%]

BLEU
[%]

TER
[%]

baseline 33.1 46.8 35.7 44.1 30.5 49.7
forced decoding -l1o 33.2 46.3 36.3 43.4 31.2 48.8
forced decoding +l1o 33.6 46.2 36.6 43.0 31.8 48.3

Table 2: Results for the IWSLT 2013 German→English task. The development set used for MERT is
marked with an asterisk (*). Statistically significant improvements with at least 99% confidence over the
baseline are printed in boldface.

dev* eval11 test

BLEU
[%]

TER
[%]

BLEU
[%]

TER
[%]

BLEU
[%]

TER
[%]

baseline 28.1 55.7 37.5 42.7 31.7 49.5
forced decoding +l1o 28.8 55.0 39.1 41.6 32.4 49.0

Table 3: Results for the IWSLT 2013 English→French task. The development set used for MERT is
marked with an asterisk (*). Statistically significant improvements with at least 99% confidence over the
baseline are printed in boldface.

 31.5

 32
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 33

 33.5

 34

 1  10  100  1000  10000
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]
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dev fd +l1o
dev fd -l1o

dev baseline

Figure 2: BLEU scores on the IWSLT
German→English task of setups using trans-
lation models trained with different k-best
derivation sizes. Results are reported on dev with
(+l1o) and without leave-one-out (-l1o).

quality on all test sets significantly. We gain an
improvement of up to 0.7 points in BLEU and 0.9
points in TER. Applying leave-one-out results in
an additional improvement by up to 0.4 % BLEU

and 0.5 % TER. The results for English→French
are given in Table 3. We observe a similar im-
provement by up to 1.6 % BLEU and 1.1 % TER.

The improvements could be the effect of do-
main adaptation since we performed forced decod-
ing on the TED talks portion of the training data.

Thus, rules which were applied to decode the in-
domain data might get higher translation probabil-
ities.

Furthermore, employing leave-one-out seems to
avoid overfitting as the average source rule length
in training is reduced from 5.0 to 3.5 (k = 500).

5 Conclusion

We have presented a simple and effective approach
for consistent training of hierarchical phrase-based
translation models. By reducing hierarchical de-
coding on parallel training data to synchronous
parsing, we were able to reestimate the trans-
lation probabilities including all models applied
during the translation process. On the IWSLT
German→English and English→French tasks, the
final results show statistically significant improve-
ments of up to 1.6 points in BLEU and 1.4 points
in TER.

Our implementation was released as part of Jane
(Vilar et al., 2010; Vilar et al., 2012; Huck et al.,
2012; Freitag et al., 2014), the RWTH Aachen
University open source statistical machine trans-
lation toolkit.2
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Abstract

Using a recent convex formulation of IBM
Model 2, we propose a new initialization
scheme which has some favorable compar-
isons to the standard method of initializing
IBM Model 2 with IBM Model 1. Addition-
ally, we derive the Viterbi alignment for the
convex relaxation of IBM Model 2 and show
that it leads to better F-Measure scores than
those of IBM Model 2.

1 Introduction

The IBM translation models are widely used in
modern statistical translation systems. Unfortu-
nately, apart from Model 1, the IBM models lead
to non-convex objective functions, leading to meth-
ods (such as EM) which are not guaranteed to reach
the global maximum of the log-likelihood function.
In a recent paper, Simion et al. introduced a con-
vex relaxation of IBM Model 2, I2CR-2, and showed
that it has performance on par with the standard IBM
Model 2 (Simion et al., 2013).

In this paper we make the following contributions:

• We explore some applications of I2CR-2. In
particular, we show how this model can be
used to seed IBM Model 2 and compare the
speed/performance gains of our initialization
under various settings. We show that initializ-
ing IBM Model 2 with a version of I2CR-2 that
uses large batch size yields a method that has
similar run time to IBM Model 1 initialization
and at times has better performance.

• We derive the Viterbi alignment for I2CR-2 and
compare it directly with that of IBM Model
2. Previously, Simion et al. (2013) had com-
pared IBM Model 2 and I2CR-2 by using IBM
Model 2’s Viterbi alignment rule, which is not
necessarily the optimal alignment for I2CR-2.

We show that by comparing I2CR-2 with IBM
Model 2 by using each model’s optimal Viterbi
alignment the convex model consistently has a
higher F-Measure. F-Measure is an important
metric because it has been shown to be corre-
lated with BLEU scores (Marcu et al., 2006).

Notation. We adopt the notation introduced in
(Och and Ney, 2003) of having 1m2n denote the
training scheme of m IBM Model 1 EM iterations
followed by initializing Model 2 with these parame-
ters and running n IBM Model 2 EM iterations. The
notation EGm

B 2n means that we run m iterations of
I2CR-2’s EG algorithm (Simion et al., 2013) with
batch size of B, initialize IBM Model 2 with I2CR-
2’s parameters, and then run n iterations of Model
2’s EM.

2 The IBM Model 1 and 2 Optimization
Problems

In this section we give a brief review of IBM Mod-
els 1 and 2 and the convex relaxation of Model 2,
I2CR-2 (Simion et al., 2013). The standard ap-
proach in training parameters for Models 1 and 2 is
EM, whereas for I2CR-2 an exponentiated-gradient
(EG) algorithm was developed (Simion et al., 2013).

We assume that our set of training examples is
(e(k), f (k)) for k = 1 . . . n, where e(k) is the k’th
English sentence and f (k) is the k’th French sen-
tence. The k’th English sentence is a sequence of
words e(k)

1 . . . e
(k)
lk

where lk is the length of the k’th

English sentence, and each e
(k)
i ∈ E; similarly

the k’th French sentence is a sequence f (k)
1 . . . f

(k)
mk

where each f (k)
j ∈ F . We define e(k)

0 for k = 1 . . . n
to be a special NULL word (note that E contains the
NULL word). IBM Model 2 is detailed in several
sources such as (Simion et al., 2013) and (Koehn,
2004).

The convex and non-convex objectives of respec-
tively IBM Model 1 and 2 can be found in (Simion
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et al., 2013). For I2CR-2, the convex relaxation of
IBM Model 2, the objective is given by

1
2n

n∑
k=1

mk∑
j=1

log′
lk∑

i=0

t(f (k)
j |e(k)

i )
(L+ 1)

+
1
2n

n∑
k=1

mk∑
j=1

log′
lk∑

i=0

min{t(f (k)
j |e(k)

i ), d(i|j)} .

For smoothness reasons, Simion et al. (2013) de-
fined log′(z) = log(z + λ) where λ = .001 is a
small positive constant. The I2CR-2 objective is a
convex combination of the convex IBM Model 1 ob-
jective and a direct (convex) relaxation of the IBM2
Model 2 objective, and hence is itself convex.

3 The Viterbi Alignment for I2CR-2

Alignment models have been compared using meth-
ods other than Viterbi comparisons; for example,
Simion et al. (2013) use IBM Model 2’s optimal
rule given by (see below) Eq. 2 to compare mod-
els while Liang et al. (2006) use posterior de-
coding. Here, we derive and use I2CR-2’s Viterbi
alignment. To get the Viterbi alignment of a pair
(e(k), f (k)) using I2CR-2 we need to find a(k) =
(a(k)

1 , . . . , a
(k)
mk) which yields the highest probability

p(f (k), a(k)|e(k)).Referring to the I2CR-2 objective,
this corresponds to finding a(k) that maximizes

log
∏mk

j=1 t(f
(k)
j |e(k)

a
(k)
j

)

2

+
log
∏mk

j=1 min {t(f (k)
j |e(k)

a
(k)
j

), d(a(k)
j |j)}

2
.

Putting the above terms together and using the
monotonicity of the logarithm, the above reduces to
finding the vector a(k) which maximizes

mk∏
j=1

t(f (k)
j |e(k)

a
(k)
j

) min {t(f (k)
j |e(k)

a
(k)
j

), d(a(k)
j |j)}.

As with IBM Models 1 and 2, we can find the vector
a(k) by splitting the maximization over the compo-
nents of a(k) and focusing on finding a(k)

j given by

argmaxa(t(f (k)
j |e(k)

a ) min {t(f (k)
j |e(k)

a ), d(a|j)}) . (1)

In previous experiments, Simion et al. (Simion et
al., 2013) were comparing I2CR-2 and IBM Model
2 using the standard alignment formula derived in a
similar fashion from IBM Model 2:

a
(k)
j = argmaxa(t(f (k)

j |e(k)
a )d(a|j)) . (2)

4 Experiments

In this section we describe experiments using the
I2CR-2 optimization problem combined with the
stochastic EG algorithm (Simion et al., 2013) for pa-
rameter estimation. The experiments conducted here
use a similar setup to those in (Simion et al., 2013).
We first describe the data we use, and then describe
the experiments we ran.

4.1 Data Sets

We use data from the bilingual word alignment
workshop held at HLT-NAACL 2003 (Michalcea
and Pederson, 2003). We use the Canadian Hansards
bilingual corpus, with 247,878 English-French sen-
tence pairs as training data, 37 sentences of devel-
opment data, and 447 sentences of test data (note
that we use a randomly chosen subset of the orig-
inal training set of 1.1 million sentences, similar to
the setting used in (Moore, 2004)). The development
and test data have been manually aligned at the word
level, annotating alignments between source and tar-
get words in the corpus as either “sure” (S) or “pos-
sible” (P ) alignments, as described in (Och and Ney,
2003).

As a second data set, we used the Romanian-
English data from the HLT-NAACL 2003 workshop
consisting of a training set of 48,706 Romanian-
English sentence-pairs, a development set of 17 sen-
tence pairs, and a test set of 248 sentence pairs.

We carried out our analysis on this data set as
well, but because of space we only report the de-
tails on the Hansards data set. The results on the
Romanian data were similar, but the magnitude of
improvement was smaller.

4.2 Methodology

Our experiments make use of either standard train-
ing or intersection training (Och and Ney, 2003).
For standard training, we run a model in the source-
target direction and then derive the alignments on
the test or development data. For each of the
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Training 210 15210 EG1
125210 EG1

1250210

Iteration Objective
0 -224.0919 -144.2978 -91.2418 -101.2250
1 -110.6285 -85.6757 -83.3255 -85.5847
2 -91.7091 -82.5312 -81.3845 -82.1499
3 -84.8166 -81.3380 -80.6120 -80.9610
4 -82.0957 -80.7305 -80.2319 -80.4041
5 -80.9103 -80.3798 -80.0173 -80-1009
6 -80.3620 -80.1585 -79.8830 -79.9196
7 -80.0858 -80.0080 -79.7911 -79.8048
8 -79.9294 -79.9015 -79.7247 -79.7284
9 -79.8319 -79.8240 -79.6764 -79.6751

10 -79.7670 -79.7659 -79.6403 -79.6354

Table 1: Objective results for the English→ French IBM
Model 2 seeded with either uniform parameters, IBM
Model 1 ran for 5 EM iterations, or I2CR-2 ran for 1 iter-
ation with either B = 125 or 1250. Iteration 0 denotes the
starting IBM 2 objective depending on the initialization.

models—IBM Model 1, IBM Model 2, and I2CR-
2— we apply the conventional methodology to in-
tersect alignments: first, we estimate the t and d
parameters using models in both source-target and
target-source directions; second, we find the most
likely alignment for each development or test data
sentence in each direction; third, we take the in-
tersection of the two alignments as the final output
from the model. For the I2CR-2 EG (Simion et al.,
2013) training, we use batch sizes of eitherB = 125
or B = 1250 and a step size of γ = 0.5 throughout.

We measure the performance of the models in
terms of Precision, Recall, F-Measure, and AER us-
ing only sure alignments in the definitions of the first
three metrics and sure and possible alignments in the
definition of AER, as in (Simion et al., 2013) and
(Marcu et al., 2006). For our experiments, we report
results in both AER (lower is better) and F-Measure
(higher is better).

4.3 Initialization and Timing Experiments

We first report the summary statistics on the test set
using a model trained only in the English-French di-
rection. In these experiments we seeded IBM Model
2’s parameters either with those of IBM Model 1 run
for 5, 10 or 15 EM iterations or I2CR-2 run for 1 it-
eration of EG with a batch size of either B = 125 or
1250. For uniform comparison, all of our implemen-
tations were written in C++ using STL/Boost con-
tainers.

There are several takeaways from our experi-
ments, which are presented in Table 2. We first note
that with B = 1250 we get higher F-Measure and

lower AER even though we use less training time: 5
iterations of IBM Model 1 EM training takes about
3.3 minutes, which is about the time it takes for 1 it-
eration of EG with a batch size of 125 (4.1 minutes);
on the other hand, using B = 1250 takes EG 1.7
minutes and produces the best results across almost
all iterations. Additionally, we note that the initial
solution given to IBM Model 2 by running I2CR-2
for 1 iteration with B = 1250 is fairly strong and
allows for further progress: IBM2 EM training im-
proves upon this solution during the first few iter-
ations. We also note that this behavior is global:
no IBM 1 initialization scheme produced subsequent
solutions for IBM 2 with as low in AER or high in
F-Measure. Finally, comparing Table 1 which lists
objective values with Table 2 which lists alignment
statistics, we see that although the objective progres-
sion is similar throughout, the alignment quality is
different.

To complement the above, we also ran inter-
section experiments. Seeding IBM Model 2 by
Model 1 and intersecting the alignments produced
by the English-French and French-English models
gave both AER and F-Measure which were better
than those that we obtained by any seeding of IBM
Model 2 with I2CR-2. However, there are still rea-
sons why I2CR-2 would be useful in this context. In
particular, we note that I2CR-2 takes roughly half
the time to progress to a better solution than IBM
Model 1 run for 5 EM iterations. Second, a possible
remedy to the above loss in marginal improvement
when taking intersections would be to use a more re-
fined method for obtaining the joint alignment of the
English-French and French-English models, such as
”grow-diagonal” (Och and Ney, 2003).

4.4 Viterbi Comparisons

For the decoding experiments, we used IBM Model
1 as a seed to Model 2. To train IBM Model 1, we
follow (Moore, 2004) and (Och and Ney, 2003) in
running EM for 5, 10 or 15 iterations. For the EG al-
gorithm, we initialize all parameters uniformly and
use 10 iterations of EG with a batch size of 125.
Given the lack of development data for the align-
ment data sets, for both IBM Model 2 and the I2CR-
2 method, we report test set F-Measure and AER re-
sults for each of the 10 iterations, rather than picking
the results from a single iteration.
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Training 210 15210 110210 115210 EG1
125210 EG1

1250210

Iteration AER
0 0.8713 0.3175 0.3177 0.3160 0.2329 0.2662
1 0.4491 0.2547 0.2507 0.2475 0.2351 0.2259
2 0.2938 0.2428 0.2399 0.2378 0.2321 0.2180
3 0.2593 0.2351 0.2338 0.2341 0.2309 0.2176
4 0.2464 0.2298 0.2305 0.2310 0.2283 0.2168
5 0.2383 0.2293 0.2299 0.2290 0.2268 0.2188
6 0.2350 0.2273 0.2285 0.2289 0.2274 0.2205
7 0.2320 0.2271 0.2265 0.2286 0.2274 0.2213
8 0.2393 0.2261 0.2251 0.2276 0.2278 0.2223
9 0.2293 0.2253 0.2246 0.2258 0.2284 0.2217
10 0.2288 0.2248 0.2249 0.2246 0.2275 0.2223

Iteration F-Measure
0 0.0427 0.5500 0.5468 0.5471 0.6072 0.5977
1 0.4088 0.5846 0.5876 0.5914 0.6005 0.6220
2 0.5480 0.5892 0.5916 0.5938 0.5981 0.6215
3 0.5750 0.5920 0.5938 0.5947 0.5960 0.6165
4 0.5814 0.5934 0.5839 0.5952 0.5955 0.6129
5 0.5860 0.5930 0.5933 0.5947 0.5945 0.6080
6 0.5873 0.5939 0.5936 0.5940 0.5924 0.6051
7 0.5884 0.5931 0.5955 0.5941 0.5913 0.6024
8 0.5899 0.5932 0.5961 0.5942 0.5906 0.6000
9 0.5899 0.5933 0.5961 0.5958 0.5906 0.5996
10 0.5897 0.5936 0.5954 0.5966 0.5910 0.5986

Table 2: Results on the Hansards data for English →
French IBM Model 2 seeded using different methods.
The first three columns are for a model seeded with IBM
Model 1 ran for 5, 10 or 15 EM iterations. The fourth
and fifth columns show results when we seed with I2CR-
2 ran for 1 iteration either withB = 125 or 1250. Iteration
0 denotes the starting statistics.

Training 15210 110210 115210 EG10
125 EG10

125

Viterbi Rule t× d t× d t× d t× d t×min{t× d}
Iteration AER

0 0.2141 0.2159 0.2146 0.9273 0.9273
1 0.1609 0.1566 0.1513 0.1530 0.1551
2 0.1531 0.1507 0.1493 0.1479 0.1463
3 0.1477 0.1471 0.1470 0.1473 0.1465
4 0.1458 0.1444 0.1449 0.1510 0.1482
5 0.1455 0.1438 0.1435 0.1501 0.1482
6 0.1436 0.1444 0.1429 0.1495 0.1481
7 0.1436 0.1426 0.1435 0.1494 0.1468
8 0.1449 0.1427 0.1437 0.1508 0.1489
9 0.1454 0.1426 0.1430 0.1509 0.1481
10 0.1451 0.1430 0.1423 0.1530 0.1484

Iteration F-Measure
0 0.7043 0.7012 0.7021 0.0482 0.0482
1 0.7424 0.7477 0.7534 0.7395 0.7507
2 0.7468 0.7499 0.7514 0.7448 0.7583
3 0.7489 0.7514 0.7520 0.7455 0.7585
4 0.7501 0.7520 0.7516 0.7418 0.7560
5 0.7495 0.7513 0.7522 0.7444 0.7567
6 0.7501 0.7501 0.7517 0.7452 0.7574
7 0.7493 0.7517 0.7507 0.7452 0.7580
8 0.7480 0.7520 0.7504 0.7452 0.7563
9 0.7473 0.7511 0.7513 0.7450 0.7590
10 0.7474 0.7505 0.7520 0.7430 0.7568

Table 3: Intersected results on the English-French data
for IBM Model 2 and I2CR-2 using either IBM Model 1
trained to 5, 10, or 15 EM iterations to seed IBM2 and us-
ing either the IBM2 or I2CR-2 Viterbi formula for I2CR-
2.

In Table 3 we report F-Measure and AER results
for each of the iterations under IBM Model 2 and
I2CR-2 models using either the Model 2 Viterbi rule
of Eq. 2 or I2CR-2’s Viterbi rule in Eq. 1. We
note that unlike in the previous experiments pre-
sented in (Simion et al., 2013), we are directly test-
ing the quality of the alignments produced by I2CR-
2 and IBM Model 2 since we are getting the Viterbi
alignment for each model (for completeness, we also
have included in the fourth column the Viterbi align-
ments we get by using the IBM Model 2 Viterbi for-
mula with the I2CR-2 parameters as Simion et al.
(2013) had done previously). For these experiments
we report intersection statistics. Under its proper
decoding formula, I2CR-2 model yields a higher F-
Measure than any setting of IBM Model 2. Since
AER and BLEU correlation is arguably known to be
weak while F-Measure is at times strongly related
with BLEU (Marcu et al., 2006), the above results
favor the convex model.

We close this section by pointing out that the main
difference between the IBM Model 2 Viterbi rule of
Eq. 2 and the I2CR-2 Viterbi rule in Eq. 1 is that
the Eq. 1 yield fewer alignments when doing inter-
section training. Even though there are fewer align-
ments produced, the quality in terms of F-Measure
is better.

5 Conclusions and Future Work

In this paper we have explored some of the details of
a convex formulation of IBM Model 2 and showed
it may have an application either as a new initial-
ization technique for IBM Model 2 or as a model
in its own right, especially if the F-Measure is the
target metric. Other possible topics of interest in-
clude performing efficient sensitivity analysis on the
I2CR-2 model, analyzing the balance between the
IBM Model 1 and I2CR-1 (Simion et al., 2013) com-
ponents of the I2CR-2 objective, studying I2CR-
2’s intersection training performance using methods
such as ”grow diagonal” or ”agreement” (Liang et
al., 2006), and integrating it into the GIZA++ open
source library so we can see how much it affects the
downstream system.
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Abstract
Machine translation, in particular statis-
tical machine translation (SMT), is mak-
ing big inroads into the localisation and
translation industry. In typical work-
flows (S)MT output is checked and (where
required) manually post-edited by hu-
man translators. Recently, a significant
amount of research has concentrated on
capturing human post-editing outputs as
early as possible to incrementally up-
date/modify SMT models to avoid repeat
mistakes. Typically in these approaches,
MT and post-edits happen sequentially
and chronologically, following the way
unseen data (the translation job) is pre-
sented. In this paper, we add to the ex-
isting literature addressing the question
whether and if so, to what extent, this
process can be improved upon by Active
Learning, where input is not presented
chronologically but dynamically selected
according to criteria that maximise perfor-
mance with respect to (whatever is) the re-
maining data. We explore novel (source
side-only) selection criteria and show per-
formance increases of 0.67-2.65 points
TER absolute on average on typical indus-
try data sets compared to sequential PE-
based incrementally retrained SMT.

1 Introduction and Related Research
Machine Translation (MT) has evolved dramati-
cally over the last two decades, especially since
the appearance of statistical approaches (Brown et
al., 1993). In fact, MT is nowadays succesfully
used in the localisation and translation industry,
as for many relevant domains such as technical
documentation, post-editing (PE) of MT output by
human translators (compared to human translation
from scratch) results in notable productivity gains,
as a number of industry studies have shown con-
vincingly, e.g. (Plitt and Masselot, 2010). Fur-
thermore, incremental retraining and update tech-
niques (Bertoldi et al., 2013; Levenberg et al.,

2010; Mathur et al., 2013; Simard and Foster,
2013) allow these PEs to be fed back into the MT
model, resulting in an MT system that is contin-
uously updated to perform better on forthcoming
sentences, which should lead to a further increase
in productivity.

Typically, post-editors are presented with MT
output units (sentences) in the order in which input
sentences appear one after the other in the trans-
lation job. Because of this, incremental MT re-
training and update models based on PE outputs
also proceed in the same chronological order de-
termined by the input data. This may be sub-
optimal. In this paper we study the application of
Active Learning (AL) to the scenario of PE MT
and subsequent PE-based incremental retraining.
AL selects data (here translation inputs and their
MT outputs for PE) according to criteria that max-
imise performance with respect to the remaining
data and may diverge from processing data items
in chronological order. This may allow incremen-
tally PE-based retrained MT to (i) improve more
rapidly than chronologically PE-based retrained
MT and (ii) result in overall productivity gains.

The main contributions of this paper include:

• Previous work (Haffari et al., 2009; Blood-
good and Callison-Burch, 2010) shows that,
given a (static) training set, AL can im-
prove the quality of MT. By contrast, here
we show that AL-based data selection for hu-
man PE improves incrementally and dynami-
cally retrained MT, reducing overall PE time
of translation jobs in the localisation industry
application scenarios.

• We propose novel selection criteria for AL-
based PE: we adapt cross-entropy difference
(Moore and Lewis, 2010; Axelrod et al.,
2011), originally used for domain adaptation,
and propose an extension to cross entropy
difference with a vocabulary saturation filter
(Lewis and Eetemadi, 2013).

• While much of previous work concentrates
on research datasets (e.g. Europarl, News
Commentary), we use industry data (techni-
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cal manuals). (Bertoldi et al., 2013) shows
that the repetition rate of news is consider-
ably lower than that of technical documenta-
tion, which impacts on the results obtained
with incremental retraining.

• Unlike in previous research, our AL-based
selection criteria take into account only the
source side of the data. This supports se-
lection before translation, keeping costs to a
minimum, a priority in commercial PE MT
applications.

• Our experiments show that AL-based selec-
tion works for PE-based incrementally re-
trained MT with overall performance gains
around 0.67 to 2.65 TER absolute on average.

AL has been successfully applied to many tasks
in natural language processing, including pars-
ing (Tang et al., 2002), named entity recogni-
tion (Miller et al., 2004), to mention just a few. See
(Olsson, 2009) for a comprehensie overview of
the application of AL to natural language process-
ing. (Haffari et al., 2009; Bloodgood and Callison-
Burch, 2010) apply AL to MT where the aim is to
build an optimal MT model from a given, static
dataset. To the best of our knowledge, the most
relevant previous research is (González-Rubio et
al., 2012), which applies AL to interactive MT. In
addition to differences in the AL selection criteria
and data sets, our goals are fundamentally differ-
ent: while the previous work aimed at reducing
human effort in interactive MT, we aim at reduc-
ing the overall PE time in PE-based incremental
MT update applications in the localisation indus-
try.

In our experiments reported in Section 3 below
we want to explore a space consisting of a con-
siderable number of selection strategies and incre-
mental retraining batch sizes. In order to be able to
do this, we use the target side of our industry trans-
lation memory data to approximate human PE out-
put and automatic TER (Snover et al., 2006) scores
as a proxy for human PE times (O’Brien, 2011).

2 Methodology

Given a translation job, our goal is to reduce the
overall PE time. At each stage, we select sen-
tences that are given to the post editor in such a
way that uncertain sentences (with respect to the
MT system at hand)1 are post-edited first. We then
translate the n top-ranked sentences using the MT
system and use the human PEs of the MT outputs
to retrain the system. Algorithm 1 describes our

1The uncertainty of a sentence with respect to the model
can be measured according to different criteria, e.g. percent-
age of unknown n-grams, perplexity etc.

method, where s and t stand for source and target,
respectively.

Algorithm 1 Sentence Selection Algorithm
Input:
L←− Initial training data
M←− Initial MT model
for C ∈ (Random,Sequential,Ngram,CED,CEDN) do

U←− Translation job
while size(U) > 0 do

U1.s←− SelectTopSentences(C, U.s)
U11.t←− Translate(M, U1.s)
U1.t←− PostEdit(U11.t)
U←− U - U1
L←− L ∪ U1
M←− TrainModel (L)

end while
end for

We use two baselines, i.e. random and sequen-
tial. In the random baseline, the batch of sentences
at each iteration are selected randomly. In the se-
quential baseline, the batches of sentences follow
the same order as the data.

Aside from the Random and Sequential base-
lines we use the following selection criteria:

• N-gram Overlap. An SMT system will en-
counter problems translating sentences con-
taining n-grams not seen in the training data.
Thus, PEs of sentences with high number of
unseen n-grams are considered to be more in-
formative for updating the current MT sys-
tem. However, for the MT system to trans-
late unseen n-grams accurately, they need to
be seen a minimum number V times.2 We
use an n-gram overlap function similar to
the one described in (González-Rubio et al.,
2012) given in Equation 1 where N(T (i)) and
N(S(i)) return i-grams in training data and
the sentence S, respectively.

unseen(S) =

n∑
i=1
{|N(T (i)) ∩N(S(i))|>V }

n∑
i=1

N(S(i))

(1)

• Cross Entropy Difference (CED). This met-
ric is originally used in data selection (Moore
and Lewis, 2010; Axelrod et al., 2011).
Given an in-domain corpus I and a general
corpus O, language models are built from
both,3 and each sentence in O is scored ac-
cording to the entropy H difference (Equation

2Following (González-Rubio et al., 2012) we use V =
10.

3In order to make the LMs comparable they have the same
size. As commonly the size of O is considerable bigger than
I, this means that the LM for O is built from a subset of the
same size as I.
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2). The lower the score given to a sentence,
the more useful it is to train a system for the
specific domain I .

score(s) = HI(s)−HO(s) (2)

In our AL scenario, we have the current train-
ing corpus L and an untranslated corpus U.
CED is applied to select sentences from U
that are (i) different from L (as we would like
to add sentences that add new information to
the model) and (ii) similar to the overall cor-
pus U (as we would like to add sentences that
are common in the untranslated data). Hence
we apply CED and select sentences from U
that have high entropy with respect to L and
low entropy with respect to U (Equation 3).

score(s) = HU (s)−HL(s) (3)

• CED + n-gram (CEDN). This is an exten-
sion of the CED criterion inspired by the con-
cept of the vocabulary saturation filter (Lewis
and Eetemadi, 2013). CED may select many
very similar sentences, and thus it may be the
case that some of them are redundant. By
post-processing the selection made by CED
with vocabulary saturation we aim to spot
and remove redudant sentences. This works
in two steps. In the first step, all the sentences
from U are scored using the CED metric. In
the second step, we down-rank sentences that
are considered redundant. The top sentence is
selected, and its n-grams are stored in local-
ngrams. For the remaining sentences, one by
one, their n-grams are matched against local-
ngrams. If the intersection between them is
lower than a predefined threshold, the current
sentence is added and localngrams is updated
with the n-grams from the current sentence.
Otherwise the sentence is down-ranked to the
bottom. In our experiments, the value n = 1
produces best results.

3 Experiments and Results
We use technical documentation data taken from
Symantec translation memories for the English–
French (EN–FR) and English–German (EN–DE)
language pairs (both directions) for our experi-
ments. The statistics of the data (training and in-
cremental splits) are shown in Table 1.

All the systems are trained using the
Moses (Koehn et al., 2007) phrase-based sta-
tistical MT system, with IRSTLM (Federico et
al., 2008) for language modelling (n-grams up
to order five) and with the alignment heuristic
grow-diag-final-and.

For the experiments, we considered two settings
for each language pair in each direction. In the
first setting, the initial MT system is trained using
the training set (39,679 and 54,907 sentence pairs
for EN–FR and EN–DE, respectively). Then, a
batch of 500 source sentences is selected from the
incremental dataset according to each of the se-
lection criteria, and translations are obtained with
the initial MT system. These translations are post-
edited and the corrected translations are added to
the training data.4 We then train a new MT sys-
tem using the updated training data (initial training
data plus PEs of the first batch of sentences). The
updated model will be used to translate the next
batch. The same process is repeated until the in-
cremental dataset is finished (16 and 20 iterations
for English–French and English–German, respec-
tively). For each batch we compute the TER score
between the MT output and the refererence trans-
lations for the sentences of that batch. We then
compute the average TER score for all the batches.
These average scores, for each selection criterion,
are reported in Table 2.

In the second setting, instead of using the whole
training data, we used a subset of (randomly se-
lected) 5,000 sentence pairs for training the initial
MT system and a subset of 20,000 sentences from
the remaining data as the incremental dataset.
Here we take batches of 1,000 sentences (thus 20
batches). The results are shown in Table 3.

The first setting aims to reflect the situation
where a translation job is to be completed for a do-
main for which we have a considerable amount of
data available. Conversely, the second setting re-
flects the situation where a translation job is to be
carried out for a domain with little (if any) avail-
able data.

Dir Random Seq. Ngram CED CEDN
EN→FR 29.64 29.81 28.97 29.25 29.05
FR→EN 27.08 27.04 26.15 26.63 26.39
EN→DE 24.00 24.08 22.34 22.60 22.32
DE→EN 19.36 19.34 17.70 17.97 17.48

Table 2: TER average scores for Setting 1

Dir Random Seq. Ngram CED CEDN
EN→FR 36.23 36.26 35.20 35.48 35.17
FR→EN 33.26 33.34 32.26 32.69 32.17
EN→DE 32.23 32.19 30.58 31.96 29.98
DE→EN 27.24 27.29 26.10 26.73 24.94

Table 3: TER average scores for Setting 2

For Setting 1 (Table 2), the best result is ob-
tained by the CEDN criterion for two out of the
four directions. For EN→FR, n-gram overlap

4As this study simulates the post-editing, we use the ref-
erences of the translated segments instead of the PEs.
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Type EN–FR EN–DE
Sentences Avg. EN SL Avg. FR SL Sentences Avg. EN SL Avg. DE SL

Training 39,679 13.55 15.28 54,907 12.66 12.90
Incremental 8,000 13.74 15.50 10,000 12.38 12.61

Table 1: Data Statistics for English–French and English–German Symantec Translation Memory Data.
SL stands for sentence length, EN stands for English, FR stands for French and DE stands for German

performs slightly better than CEDN (0.08 points
lower) with a decrease of 0.67 and 0.84 points
when compared to the baselines (random and se-
quential, respectively). For FR→EN, n-gram
overlap results in a decrease of 0.93 and 0.89
points compared to the baselines. The decrease in
average TER score is higher for the EN→DE and
for DE→EN directions, i.e. 1.68 and 1.88 points
respectively for CEDN compared to the random
baseline.

In the scenario with limited data available be-
forehand (Table 3), CEDN is the best performing
criterion for all the language directions. For the
EN–FR and FR–EN language pairs, CEDN results
in a decrease of 1.06 and 1.09 points compared to
the random baseline. Again, the decrease is higher
for the EN–DE and DE–EN language pairs, i.e.
2.25 and 2.30 absolute points on average.

Figure 1 shows the TER scores per iteration for
each of the criteria, for the scenario DE→EN Set-
ting 2 (the trends are similar for the other scenar-
ios). The two baselines exhibit slight improve-
ment over the iterations, both starting at around
.35 TER points and finishing at around .25 points.
Conversely, all the three criteria start at very high
scores (in the range [.5,.6]) and then improve con-
siderably to arrive at scores below .1 for the last
iterations. Compared to Ngram and CED, CEDN
reaches better scores earlier on, being the criterion
with the lowest score up to iteration 13.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
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Figure 1: Results per iteration, DE→EN Setting 2
Figure 1 together with Tables 2 and 3 show

that AL for PE-based incremental MT retrain-
ing really works: all AL based methods (Ngram,
CED, CEDN) show strong improvements over
both baselines after the initial 8-9 iterations (Fig-
ure 1) and best performance on the complete incre-

mental data sets, resulting in a noticeable decrease
of the overall TER score (Tables 2 and 3). In six
out of eight scenarios, our novel metric CEDN ob-
tains the best result.

4 Conclusions and Future Work

This paper has presented an application of AL to
MT for dynamically selecting automatic transla-
tions of sentences for human PE, with the aim of
reducing overall PE time in a PE-based incremen-
tal MT retraining scenario in a typical industrial
localisation workflow that aims to capitalise on
human PE as early as possible to avoid repeat mis-
takes.

Our approach makes use of source side informa-
tion only, uses two novel selection criteria based
on cross entropy difference and is tested on indus-
trial data for two language pairs. Our best per-
forming criteria allow the incrementally retrained
MT systems to improve their performance earlier
and reduce the overall TER score by around one
and two absolute points for English–French and
English–German, respectively.

In order to be able to explore a space of selec-
tion criteria and batch sizes, our experiments sim-
ulate PE, in the sense that we use the target ref-
erence (instead of PEs) and approximate PE time
with TER. Given that TER correlates well with PE
time (O’Brien, 2011), we expect AL-based selec-
tion of sentences for human PE to lead to overall
reduction of PE time. In the future work, we plan
to do the experiments using PEs to retrain the sys-
tem and measuring PE time.

In this work, we have taken batches of sentences
(size 500 to 1,000) and do full retraining. As fu-
ture work, we plan to use fully incremental retrain-
ing and perform the selection on a sentence-by-
sentence basis (instead of taking batches).

Finally and importantly, a potential drawback of
our approach is that by dynamically selecting in-
dividual sentences for PE, the human post-editor
looses context, which they may use if processing
sentences sequentially. We will explore the trade
off between the context lost and the productivity
gain achieved, and ways of supplying context (e.g.
previous and following sentence) for real PE.
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Constantin, and Evan Herbst. 2007. Moses: open
source toolkit for statistical machine translation. In
Proceedings of the 45th Annual Meeting of the ACL
on Interactive Poster and Demonstration Sessions,
ACL 2007, pages 177–180, Prague, Czech Repub-
lic. Association for Computational Linguistics.

Abby Levenberg, Chris Callison-Burch, and Miles Os-
borne. 2010. Stream-based translation models
for statistical machine translation. In Human Lan-
guage Technologies: The 2010 Annual Conference
of the North American Chapter of the Association
for Computational Linguistics, HLT ’10, pages 394–
402, Stroudsburg, PA, USA. Association for Com-
putational Linguistics.

William Lewis and Sauleh Eetemadi. 2013. Dramati-
cally reducing training data size through vocabulary
saturation. In Proceedings of the Eighth Workshop
on Statistical Machine Translation, pages 281–291,
Sofia, Bulgaria, August. Association for Computa-
tional Linguistics.

Prashant Mathur, Mauro Cettolo, and Marcello Fed-
erico. 2013. Online learning approaches in com-
puter assisted translation. In Proceedings of the
Eighth Workshop on Statistical Machine Transla-
tion, ACL, pages 301–308, Sofia, Bulgaria.

Scott Miller, Jethran Guinness, and Alex Zamanian.
2004. Name tagging with word clusters and dis-
criminative training. In Proceedings of HLT, pages
337–342.

Robert C. Moore and William Lewis. 2010. Intelli-
gent selection of language model training data. In
Proceedings of the ACL 2010 Conference Short Pa-
pers, ACLShort ’10, pages 220–224, Stroudsburg,
PA, USA. Association for Computational Linguis-
tics.

Sharon O’Brien. 2011. Towards predicting
post-editing productivity. Machine Translation,
25(3):197–215, September.

Fredrik Olsson. 2009. A literature survey of active
machine learning in the context of natural language
processing. Technical Report T2009:06.

Mirko Plitt and François Masselot. 2010. A productiv-
ity test of statistical machine translation post-editing
in a typical localisation context. Prague Bull. Math.
Linguistics, 93:7–16.

Michel Simard and George Foster. 2013. Pepr: Post-
edit propagation using phrase-based statistical ma-
chine translation. In Proceedings of the XIV Ma-
chine Translation Summit, pages 191–198, Nice,
France.

Matthew Snover, Bonnie Dorr, Richard Schwartz, Lin-
nea Micciulla, and John Makhoul. 2006. A study of
translation edit rate with targeted human annotation.
In Proceedings of Association for Machine Trans-
lation in the Americas, pages 223–231, Cambridge,
MA.

Min Tang, Xiaoqiang Luo, and Salim Roukos. 2002.
Active learning for statistical natural language pars-
ing. In Proceedings of the 40th Annual Meeting
on Association for Computational Linguistics, ACL
’02, pages 120–127, Stroudsburg, PA, USA. Associ-
ation for Computational Linguistics.

189



Proceedings of the 14th Conference of the European Chapter of the Association for Computational Linguistics, pages 190–194,
Gothenburg, Sweden, April 26-30 2014. c©2014 Association for Computational Linguistics

Analysis and Prediction of Unalignable Words in Parallel Text

Frances Yung Kevin Duh
Nara Institute of Science and Technology

8916-5 Takayama, Ikoma, Nara, 630-0192 Japan
pikyufrances-y|kevinduh|matsu@is.naist.jp

Yuji Matsumoto

Abstract

Professional human translators usually do
not employ the concept of word align-
ments, producing translations ‘sense-for-
sense’ instead of ‘word-for-word’. This
suggests that unalignable words may be
prevalent in the parallel text used for ma-
chine translation (MT). We analyze this
phenomenon in-depth for Chinese-English
translation. We further propose a sim-
ple and effective method to improve au-
tomatic word alignment by pre-removing
unalignable words, and show improve-
ments on hierarchical MT systems in both
translation directions.

1 Motivation
It is generally acknowledged that absolute equiva-
lence between two languages is impossible, since
concept lexicalization varies across languages.
Major translation theories thus argue that texts
should be translated ‘sense-for-sense’ instead of
‘word-for-word’ (Nida, 1964). This suggests that
unalignable words may be an issue for the parallel
text used to train current statistical machine trans-
lation (SMT) systems. Although existing auto-
matic word alignment methods have some mech-
anism to handle the lack of exact word-for-word
alignment (e.g. null probabilities, fertility in the
IBM models (Brown et al., 1993)), they may be
too coarse-grained to model the ’sense-for-sense’
translations created by professional human trans-
lators.

For example, the Chinese term ‘tai-yang’ liter-
ally means ‘sun’, yet the concept it represents is
equivalent to the English term ‘the sun’. Since the
concept of a definite article is not incorporated in
the morphology of ‘tai yang’, the added ‘the’ is
not aligned to any Chinese word. Yet in another
context like ’the man’, ‘the’ can be the translation

of the Chinese demonstrative pronoun ‘na’, liter-
ally means ‘that’. A potential misunderstanding is
that unalignable words are simply function words;
but from the above example, we see that whether a
word is alignable depends very much on the con-
cept and the linguistic context.

As the quantity and quality of professionally-
created parallel text increase, we believe there is a
need to examine the question of unalignable words
in-depth. Our goal is to gain a better understand-
ing of what makes a fluent human translation and
use this insight to build better word aligners and
MT systems. Our contributions are two-fold:
1) We analyze 13000 sentences of manually word-
aligned Chinese-English parallel text, quantifying
the characteristics of unalignable words.
2) We propose a simple and effective way to im-
prove automatic word alignment, based on pre-
dicting unalignable words and temporarily remov-
ing them during the alignment training procedure.

2 Analysis of Unalignable Words
Our manually-aligned data, which we call OR-
ACLE data, is a Chinese-to-English corpus re-
leased by the LDC (Li et al., 2010)1. It con-
sists of ∼13000 Chinese sentences from news and
blog domains and their English translation . En-
glish words are manually aligned with the Chinese
characters. Characters without an exact counter-
part are annotated with categories that state the
functions of the words. These characters are ei-
ther aligned to ‘NULL’, or attached to their depen-
dency heads, if any, and aligned together to form
a multi-word alignment. For example, ‘the’ is an-
notated as [DET], for ‘determiner’, and aligned to
‘tai-yang’ together with ‘sun’.

In this work, any English word or Chinese char-
acter without an exact counterpart are called un-
alignable words, since they are not core to the

1LDC2012T16, LDC2012T20 and LDC2012T24
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word unalignable core
types tokens tokens

core or 3581 146,693 562,801
unalignable (12%) (17%) (66%)
always 25320 / 147,373
core (88%) (17%)

Table 1: Number of core and unalignable words in
hand aligned ORACLE corpus

multi-word alignment. All other English words or
Chinese characters are referred to as core words.

2.1 What kind of words are unalignable?
Analyzing the hand aligned corpus, we find that
words annotated as unalignable do not come from
a distinct list. Table 1 reveals that 88% of the
word types are unambiguously core words. Yet
these word types, including singletons, account
for only 17% of the word tokens. On the other
hand, another 17% of the total word tokens are
annotated as unalignable. So, most word types are
possibly unalignable but only in a small portion of
their occurrence, such as the following examples:

(1a) Chi: yi ge di fang
one (measure word) place

Eng: one place
(1b) Chi: ge ren

personal
Eng: personal

(2a) Chi: ming tian zhong wu
(tomorrow) (midday)

Eng: tomorrow at midday

(2b) Chi: zai jia
at/in/on home

Eng: at home

In example (1a), ‘ge’ is a measure word that is
exclusive in Chinese, but in (1b), it is part of the
multiword unit ’ge-ren’ for ’personal’. Similarly,
prepositions, such as ‘at’, can either be omitted or
translated depending on context.

Nonetheless, unalignable words are by no
means evenly distributed among word types. Ta-
ble 2 shows that the top 100 most frequent un-
alignable word types already covers 78% and 94%
of all Chinese and English unalignable instances,
respectively. Word type is thus an important clue.

Intuitively, words with POS defined only in one
of the languages are likely to be unalignable. To
examine this, we automatically tagged the ORA-
CLE data using the Standford Tagger (Toutanova

Most frequent Token count
unalignable word types Chinese English
Top 50 34,987 83,905

(68%) (88%)
Top 100 40,121 89,609

(78%) (94%)
Table 2: Count of unalignable words by types

et al., 2003). We find that the unalignable words
include all POS categories of either language,
though indeed some POS are more frequent. Ta-
ble 3 lists the top 5 POS categories that most un-
alignable words belong to and the percentage they
are annotated as unalignable. Some POS cate-
gories like DEG are mostly unalignable regardless
of context, but other POS tags such as DT and IN
depend on context.

Chi. No. and % of Eng. No. and % of
POS unalign. POS unalign.
DEG 7411(97%) DT 27715 (75%)
NN 6138 (4%) IN 19303 (47%)
AD 6068 (17%) PRP 5780 (56%)
DEC 5572 (97%) TO 5407 (62%)
VV 4950 (6%) CC 4145 (36%)

Table 3: Top 5 POS categories of Chinese and En-
glish unalignable words

Note also that many Chinese unalignable words
are nouns (NN) and verbs (VV). Clearly we cannot
indiscriminately consider all nouns as unalignable.
Some examples of unalignable content words in
Chinese are:
(3) Chi: can jia hui jian huo dong

participate meeting activity
Eng: participate in the meeting

(4) Chi: hui yi de yuan man ju xing
meeting ’s successful take place

Eng: success of the meeting

English verbs and adjectives are often nomi-
nalized to abstract nouns (such as ’meeting’ from
’meet’, or ’success’ from ’succeed’), but such
derivation is rare in Chinese morphology. Since
POS is not morphologically marked in Chinese,
’meeting’ and’meet’ are the same word. To reduce
the processing ambiguity and produce more nat-
ural translation, extra content words are added to
mark the nominalization of abstract concepts. For
example, ‘hui jian’ is originally ‘to meet’. Adding
‘huo dong’(activity) transforms it to a noun phrase
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(example 3), similar to the the addition of ‘ju
sing’(take place) to the adjective ‘yuan man’ (ex-
ample 4). These unalignable words are not lexi-
cally dependent but are inferred from the context,
and thus do not align to any source words.

To summarize, a small number of word types
cover 17% of word tokens that are unalignable,
but whether these words are unalignable depends
significantly on context. Although there is no list
of ‘always unalignable’ words types or POS cat-
egories, our analysis shows there are regularities
that may be exploited by an automatic classifier.

3 Improved Automatic Word Alignment
We first propose a classifier for predicting whether
a word is unalignable. Let (eJ

1 , fK
1 ) be a pair of

sentence with length J and K. For each word in
(eJ

1 , fK
1 ) that belongs to a predefined list2 of po-

tentially unalignable words, we run a binary clas-
sifier. A separate classifier is built for each word
type in the list, and an additional classifier for all
the remaining words in each language.

We train an SVM classifier based on the fol-
lowing features: Local context: Unigrams and
POS in window sizes of 1, 3, 5, 7 around the
word in question. Top token-POS pairs: This
feature is defined by whether the token in ques-
tion and its POS tag is within the top n frequent
token-POS pairs annotated as unalignable like in
Tables 2 and 3. Four features are defined with n =
10, 30, 50, 100. Since the top frequent unalignable
words cover most of the counts as shown in the
previous analysis, being in the top n list is a strong
positive features. Number of likely unalignable
words per sentence: We hypothesize that the
translator will not add too many tokens to the
translation and delete too many from the source
sentence. In the ORACLE data, 68% sentences
have more than 2 unalignable words. We approx-
imate the number of likely unalignable words in
the sentence by counting the number of words
within the top 100 token-POS pairs annotated as
unalignable. Sentence length and ratio: Longer
sentences are more likely to contain unalignable
words than shorter sentences. Also sentence ra-
tios that deviate significantly from the mean are
likely to contain unalignable words. Presence of
alignment candidate: This is a negative feature
defined by whether there is an alignment candi-

2We define the list as the top 100 word types with the
highest count of unalignable words per language according
to the hand annotated data.

date in the target sentence for the source word in
question, or vice versa. The candidates are ex-
tracted from the top n frequent words aligned to
a particular word according to the manual align-
ments of the ORACLE data. Five features are de-
fined with n = 5, 10, 20, 50, 100 and one ’without
limit’, such that a more possible candidate will be
detected by more features.

Next, we propose a simple yet effective mod-
ification to the word alignment training pipeline:

1. Predict unalignable words by the classifier
2. Remove these words from the training corpus
3. Train word alignment model (e.g. GIZA++)3

4. Combine the word alignments in both direc-
tions with heuristics (grow-diag-final-and)

5. Restore unaligned words to original position
6. Continue with rule extraction and the rest of

the MT pipeline.
The idea is to reduce the difficulty for the word
alignment model by removing unaligned words.

4 End-to-End Translation Experiments
In our experiments, we first show that removing
manually-annotated unaligned words in ORACLE
data leads to improvements in MT of both trans-
lation directions. Next, we show how a classifier
trained on ORACLE data can be used to improve
MT in another large-scale un-annotated dataset.4

4.1 Experiments on ORACLE data
We first performed an ORACLE experiment us-
ing gold standard unaligned word labels. Follow-
ing the training pipeline in Section 3, we removed
gold unalignable words before running GIZA++
and restore them afterwards. 90% of the data is
used for alignment and MT training, while 10% of
the data is reserved for testing.

The upper half of Table 4 list the alignment
precision, recall and F1 of the resulting align-
ments, and quality of the final MT outputs. Base-
line is the standard MT training pipeline with-
out removal of unaligned words. Our Proposed
approach performs better in alignment, phrase-
based (PBMT) and hierarchical (Hiero) systems.
The results, evaluated by BLEU, METEOR and
TER, support our hypothesis that removing gold
unalignable words helps improve word alignment
and the resulting SMT.

3We can suppress the NULL probabilities of the model.
4All experiments are done using standard settings for

Moses PBMT and Hiero with 4-gram LM and mslr-
bidirectional-fe reordering (Koehn et al., 2007). The clas-
sifier is trained using LIBSVM (Chang and Lin, 2011).
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Align PBMT Hiero
acc. C-E E-C C-E E-C

ORACLE P .711 B 11.4 17.4 10.3 15.8
Baseline R .488 T 70.9 69.0 75.9 72.3

F1.579 M 21.8 23.9 21.08 23.7
ORACLE P .802 B 11.8+ 18.3+ 11.0+17.2+

Proposed R .509 T 71.4− 65.7+ 74.7+68.7+

(gold) F1.623 M 22.1+ 24.1+ 22.0+24.0+

REAL B 18.2 18.5 17.0 17.2
Baseline T 63.4 67.2 68.0 71.4

M 22.9 24.6 22.9 24.8
REAL B 18.6 18.5 17.6+18.1+

Proposed T 63.8− 66.5+ 67.6 69.7+

(predict) M 23.2+ 24.5 23.4+24.7

Table 4: MT results of ORACLE and REAL ex-
periments. Highest score per metric is bolded.
{+/−} indicates statistically significant improve-
ment/degradation, p < 0.05. (P: precision; R: re-
call; B: BLEU; M: METEOR; T:TER)

For comparison, a naive classifier that labels
all top-30 token-POS combinations as unalignable
performs poorly as expected (PBMT BLEU: 9.87
in C-E direction). We also evaluated our proposed
classifier on this task: the accuracy is 92% and it
achieves BLEU of 11.55 for PBMT and 10.84 for
Hiero in C-E direction, which is between the re-
sults of gold-unalign and baseline.

4.2 Experiments on large-scale REAL data
We next performed a more realistic experiment:
the classifier trained on ORACLE data is used to
automatically label a large data, which is then used
to train a MT system. This REAL data consists of
parallel text from the NIST OpenMT2008.5 MT
experiments are performed in both directions.

The lower half of Table 4 shows the perfor-
mance of the resulting MT systems. We observe
that our proposed approach is still able to improve
over the baseline. In particular, Hiero achieved
statistical significant improvements in BLEU and
METEOR. 6 Comparing to the results of PBMT,
this suggests our method may be most effective in
improving systems where rule extraction is sen-

5We use the standard MT08 test sets; the training
data includes LDC2004T08, 2005E47, 2005T06, 2007T23,
2008T06, 2008T08, 2008T18, 2009T02, 2009T06, 2009T15,
and 2010T03 (34M English words and 1.1M sentences).
Since we do not have access to all OpenMT data, e.g. FBIS,
our results may not be directly comparable to other systems
in the evaluation.

6Interestingly, PBMT did better than Hiero in this setup.

Chinese English lexical translation
word Baseline only Propose only
xie (bring) him bringing
xing (form) and model
dan (but) it, the, they yet, nevertheless
pa (scare) that, are, be fears, worried

Table 5: Examples of translations exclusively
found in the top 15 lexical translation.

Figure 1: Classifier accuracy and MT results V.S.
proportion of ORACLE data

sitive to the underlying alignments, such as Hi-
ero and Syntax-based MT. Table 5 shows the lex-
ical translations for some rare Chinese words: the
baseline tends to incorrectly align these to func-
tion words (garbage collection), while the pro-
posed method’s translations are more reasonable.

To evaluate how much annotation is needed for
the classifier, we repeat experiments using differ-
ent proportions of the ORACLE data. Figure 1
shows training by 20% of the data (2600 sents.)
already leads to significant improvements (p <
0.05), which is a reasonable annotation effort.
5 Conclusion
We analyzed in-depth the phenomenon of un-
alignable words in parallel text, and show that
what is unalignable depends on the word’s concept
and context. We argue that this is not a trivial prob-
lem, but with an unalignable word classifier and
a simple modified MT training pipeline, we can
achieve small but significant gains in end-to-end
translation. In related work, the issue of dropped
pronouns (Chung and Gildea, 2010) and function
words (Setiawan et al., 2010; Nakazawa and Kuro-
hashi, 2012) have been found important in word
alignment, and (Fossum et al., 2008) showed that
syntax features are helpful for fixing alignments.
An interesting avenue of future work is to integrate
these ideas with ours, in particular by exploiting
syntax and viewing unalignable words as aligned
at a structure above the lexical level.

193



References
Peter F. Brown, Stephen A. Della Pietra, Vincent

J. Della Pietra, and Robert L. Mercer. 1993.
The mathematics of statistical machine translation:
Parameter estimation. Computational Linguistics,
19(2).

Chih-Chung Chang and Chih-Jen Lin. 2011. Lib-
svm : a library for support vector machines. ACM
Transactions on Intelligent Systems and Technology,
2(27).

Tagyoung Chung and Daniel Gildea. 2010. Effects
of empty categories on machine translation. Pro-
ceedings of the Conference on Empirical Methods
on Natural Language Processing.

Victoria Fossum, Kevin Knight, and Steven Abney.
2008. Using syntax to improve word alignment pre-
cision for syntax-based machine translation. Pro-
ceedings of the Workshop on Statistical Machine
Translation.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondrej Bojar, Alexan-
dra Constantin, and Evan Herbst. 2007. Moses:
Open source toolkit for statistical machine transla-
tion. Proceedings of the Annual Meeting of the As-
sociation for Computational Linguistics.

Xuansong Li, Niyu Ge, Stephen Grimes, Stephanie M.
Strassel, and Kazuaki Maeda. 2010. Enriching
word alignment with linguistic tags. Proceedings
of International Conference on Language Resources
and Evaluation.

Toshiaki Nakazawa and Sado Kurohashi. 2012.
Alignment by bilingual generation and monolingual
derivation. Proceedings of the International Confer-
ence on Computational Linguistics.

Eugene A Nida. 1964. Toward a Science of Translat-
ing: with Special Reference to Principles and Pro-
cedures Involved in Bible Translating. BRILL.

Hendra Setiawan, Chris Dyer, and Philip Resnik. 2010.
Discriminative word alignment with a function word
reordering model. Proceedings of the Conference on
Empirical Methods on Natural Language Process-
ing.

Kristina Toutanova, Dan Klein, Christopher Manning,
and Yoram Singer. 2003. Feature-rich part-of-
speech tagging with a cyclic dependency network.
Proceedings of the Conference of the North Amer-
ican Chapter of the Association for Computational
Linguistics: Human Language Technologies.

194



Proceedings of the 14th Conference of the European Chapter of the Association for Computational Linguistics, pages 195–199,
Gothenburg, Sweden, April 26-30 2014. c©2014 Association for Computational Linguistics

Enhancing Authorship Attribution By Utilizing Syntax Tree Profiles

Michael Tschuggnall and Günther Specht
Institute of Computer Science, University of Innsbruck

Technikerstraße 21a, 6020 Innsbruck, Austria
{michael.tschuggnall, guenther.specht}@uibk.ac.at

Abstract
The aim of modern authorship attribution
approaches is to analyze known authors
and to assign authorships to previously un-
seen and unlabeled text documents based
on various features. In this paper we
present a novel feature to enhance cur-
rent attribution methods by analyzing the
grammar of authors. To extract the fea-
ture, a syntax tree of each sentence of a
document is calculated, which is then split
up into length-independent patterns using
pq-grams. The mostly used pq-grams are
then used to compose sample profiles of
authors that are compared with the pro-
file of the unlabeled document by utiliz-
ing various distance metrics and similarity
scores. An evaluation using three different
and independent data sets reveals promis-
ing results and indicate that the grammar
of authors is a significant feature to en-
hance modern authorship attribution meth-
ods.

1 Introduction

The increasing amount of documents available
from sources like publicly available literary
databases often raises the question of verifying
disputed authorships or assigning authors to un-
labeled text fragments. The original problem
was initiated already in the midst of the twenti-
eth century by Mosteller and Wallace, who tried
to find the correct authorships of The Federalist
Papers (Mosteller and Wallace, 1964), nonethe-
less authorship attribution is still a major research
topic. Especially with latest events in politics and
academia, the verification of authorships becomes
increasingly important and is used frequently in
areas like juridical applications (Forensic Linguis-
tics) or cybercrime detection (Nirkhi and Dha-
raskar, 2013). Similarily to works in the field

of plagiarism detection (e.g. (Stamatatos, 2009;
Tschuggnall and Specht, 2013b)) which aim to
find text fragments not written but claimed to be
written by an author, the problem of traditional
authorship attribution is defined as follows: Given
several authors with text samples for each of them,
the question is to label an unknown document
with the correct author. In contrast to this so-
called closed-class problem, an even harder task
is addressed in the open-class problem, where
additionally a ”none-of-them”-answer is allowed
(Juola, 2006).

In this paper we present a novel feature for the tra-
ditional, closed-class authorship attribution task,
following the assumption that different authors
have different writing styles in terms of the gram-
mar structure that is used mostly unconsciously.
Due to the fact that an author has many differ-
ent choices of how to formulate a sentence us-
ing the existing grammar rules of a natural lan-
guage, the assumption is that the way of construct-
ing sentences is significantly different for individ-
ual authors. For example, the famous Shakespeare
quote ”To be, or not to be: that is the question.”
(S1) could also be formulated as ”The question is
whether to be or not to be.” (S2) or even ”The
question is whether to be or not.” (S3) which is se-
mantically equivalent but differs significantly ac-
cording to the syntax (see Figure 1). The main idea
of this approach is to quantify those differences
by calculating grammar profiles for each candidate
author as well as for the unlabeled document, and
to assign one of the candidates as the author of the
unseen document by comparing the profiles. To
quantify the differences between profiles multiple
metrics have been implemented and evaluated.

The rest of this paper is organized as follows: Sec-
tion 2 sketches the main idea of the algorithm
which incorporates the distance metrics explained
in detail in Section 3. An extensive evaluation us-
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Figure 1: Syntax Trees Resulting From Parsing Sentence (S1), (S2) and (S3).

ing three different test sets is shown in Section 4,
while finally Section 5 and Section 6 summarize
related work and discuss future work, respectively.

2 Syntax Tree Profiles

The basic idea of the approach is to utilize the syn-
tax that is used by authors to distinguish author-
ships of text documents. Based on our previous
work in the field of intrinsic plagiarism detection
(Tschuggnall and Specht, 2013c; Tschuggnall and
Specht, 2013a) we modify and enhance the algo-
rithms and apply them to be used in closed-class
authorship attribution.

The number of choices an author has to for-
mulate a sentence in terms of grammar is rather
high, and the assumption in this approach is that
the concrete choice is made mostly intuitively and
unconsciously. Evaluations shown in Section 4 re-
inforce that solely parse tree structures represent a
significant feature that can be used to distinguish
between authors.
From a global view the approach comprises the
following three steps: (A) Creating a grammar pro-
file for each author, (B) creating a grammar profile
for the unlabeled document, and (C) calculating
the distance between each author profile and the
document profile and assigning the author having
the lowest distance (or the highest similarity, de-
pending on the distance metric chosen). As this
approach is based on profiles a key criterion is the
creation of distinguishable author profiles. In or-
der to calculate a grammar profile for an author
or a document, the following procedure is applied:
(1) Concatenate all text samples for the author into
a single, large sample document, (2) split the re-
sulting document into single sentences and calcu-
late a syntax tree for each sentence, (3) calculate
the pq-gram index for each tree, and (4) compose

the final grammar profile from the normalized fre-
quencies of pq-grams.

At first the concatenated document is cleaned to
contain alphanumeric characters and punctuation
marks only, and then split into single sentences1.
Each sentence is then parsed2. For example, Fig-
ure 1 depicts the syntax trees resulting from sen-
tences (S1), (S2) and (S3). The labels of each tree
correspond to a Penn Treebank tag (Marcus et al.,
1993), where e.g NP corresponds to a noun phrase
or JJS to a superlative adjective. In order to exam-
ine solely the structure of sentences, the terminal
nodes (words) are ignored.

Having computed a syntax tree for every sentence,
the pq-gram index (Augsten et al., 2010) of each
tree is calculated in the next step. Pq-grams con-
sist of a stem (p) and a base (q) and may be re-
lated to as ”n-grams for trees”. Thereby p defines
how much nodes are included vertically, and q de-
fines the number of nodes to be considered hor-
izontally. For example, a pq-gram using p = 2
and q = 3 starting from level two of tree (S1)
would be [S-VP-VP-CC-RB]. In order to ob-
tain all pq-grams of a tree, the base is addition-
ally shifted left and right: If then less than p
nodes exist horizontally, the corresponding place
in the pq-gram is filled with *, indicating a miss-
ing node. Applying this idea to the previous exam-
ple, also the pq-grams [S-VP-*-*-VP] (base
shifted left by two), [S-VP-*-VP-CC] (base
shifted left by one), [S-VP-RB-VP-*] (base
shifted right by one) and [S-VP-VP-*-*] (base
shifted right by two) have to be considered. Fi-
nally, the pq-gram index contains all pq-grams of

1using OpenNLP, http://incubator.apache.org/opennlp,
visited October 2013

2using the Stanford Parser (Klein and Manning, 2003)
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a syntax tree, whereby multiple occurences of the
same pq-grams are also present multiple times in
the index.

The remaining part for creating the author profile
is to compute the pq-gram index of the whole
document by combining all pq-gram indexes of all
sentences. In this step the number of occurences
is counted for each pq-gram and then normalized
by the total number of all appearing pq-grams. As
an example, the three mostly used pq-grams of
a selected document together with their normal-
ized frequencies are {[NP-NN-*-*-*],
2.7%}, {[PP-IN-*-*-*], 2.3%}, and
{[S-VP-*-*-VBD], 1.1%}. The final pq-
gram profile then consists of the complete table
of pq-grams and their occurences in the given
document.

3 Distance and Similarity Metrics

With the use of the syntax tree profiles calculated
for each candidate author as well as for the unla-
beled document, the last part is to calculate a dis-
tance or similarity, respectively, for every author
profile. Finally, the unseen document is simply la-
beled with the author of the best matching profile.

To investigate on the best distance or simi-
larity metric to be used for this approach, sev-
eral metrics for this problem have been adapted
and evaluated3: 1. CNG (Kešelj et al., 2003),
2. Stamatatos-CNG (Stamatatos, 2009), 3.
Stamatatos-CNG with Corpus Norm (Stamatatos,
2007), 4. Sentence-SPI.

For the latter, we modified the original SPI score
(Frantzeskou et al., 2006) so that each sentence
is traversed separately: Let SD be the set of sen-
tences of the document, I(s) the pq-gram-index of
sentence s and Px the profile of author X , then the
Sentence-SPI score is calculated as follows:

sPx,PD
=
∑

s∈SD

∑
p∈I(s)

{
1 if p ∈ Px

0 else

4 Evaluation

The approach described in this paper has been ex-
tensively evaluated using three different English
data sets, whereby all sets are completely unre-
lated and of different types: (1.) CC04: the train-
ing set used for the Ad-hoc-Authorship Attribution

3The algorithm names are only used as a reference for
this paper, but were not originally proposed like that

Competition workshop held in 20044 - type: nov-
els, authors: 4, documents: 8, samples per author:
1; (2.) FED: the (undisputed) federalist papers
written by Hamilton, Madison and Jay in the 18th
century - type: political essays, authors: 3, doc-
uments: 61, samples per author: 3; (3.) PAN12:
from the state-of-the-art corpus, especially created
for the use in authorship identification for the PAN
2012 workshop5 (Juola, 2012), all closed-classed
problems have been chosen - type: misc, authors:
3-16, documents: 6-16, samples per author: 2.
For the evaluation, each of the sets has been used
to optimize parameters while the remaining sets
have been used for testing. Besides examining the
discussed metrics and values for p and q (e.g. by
choosing p = 1 and q = 0 the pq-grams of a gram-
mar profile are equal to pure POS tags), two addi-
tional optimization variables have been integrated
for the similarity metric Sentence-SPI:

• topPQGramCount tc: by assigning a value
to this parameter, only the corresponding
amount of mostly used pq-grams of a gram-
mar profile are used.

• topPQGramOffset to: based on the idea that
all authors might have a frequently used and
common set of syntax rules that are prede-
fined by a specific language, this parameter
allows to ignore the given amount of mostly
used pq-grams. For example if to = 3 in Ta-
ble 1, the first pq-gram to be used would be
[NP-NNP-*-*-*].

The evaluation results are depicted in Table 1. It
shows the rate of correct author attributions based
on the grammar feature presented in this paper.

Generally, the algorithm worked best using the
Sentence-SPI score, which led to a rate of 72% by
using the PAN12 data set for optimization. The
optimal configuration uses p = 3 and q = 2,
which is the same configuration that was used in
(Augsten et al., 2010) to produce the best results.
The highest scores are gained by using a limit of
top pq-grams (tc ∼ 65) and by ignoring the first
three pq-grams (to = 3), which indicates that it is
sufficient to limit the number of syntax structures

4http://www.mathcs.duq.edu/∼juola/authorship contest.html,
visited Oct. 2013

5PAN is a well-known workshop on Uncovering
Plagiarism, Authorship, and Social Software Misuses.
http://pan.webis.de, visited Oct. 2013
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metric p q Optimized With CC04 FED PAN12 Overall

Sentence-SPI (tc = 65, to = 3) 3 2 PAN12 57.14 86.89 (76.04) 72.02
CNG 0 2 PAN12 14.29 80.33 (57.29) 47.31
Stamatatos-CNG 2 2 PAN12 14.29 78.69 (60.42) 46.49
Stamatatos-CNG-CN 0 2 CC04 (42.86) 52.46 18.75 35.61

Table 1: Evaluation Results.

and that there exists a certain number (3) of gen-
eral grammar rules for English which are used by
all authors. I.e. those rules cannot by used to infer
information about individual authors (e.g. every
sentence starts with [S-...]).

All other metrics led to worse results, which
may also be a result of the fact that only the
Sentence-SPI metric makes use of the additional
parameters tc and to. Future work should also in-
vestigate on integrating these parameters also in
other metrics. Moreover, results are better using
the PAN12 data set for optimization, which may
be because this set is the most hetergeneous one:
The Federalist Papers contain only political essays
written some time ago, and the CC04 set only uses
literary texts written by four authors.

5 Related Work

Successful current approaches often are based on
or include character n-grams (e.g. (Hirst and
Feiguina, 2007; Stamatatos, 2009)). Several stud-
ies have shown that n-grams represent a significant
feature to identify authors, whereby the major ben-
efits are the language independency as well as the
easy computation. As a variation, word n-grams
are used in (Balaguer, 2009) to detect plagiarism
in text documents.

Using individual features, machine learning al-
gorithms are often applied to learn from au-
thor profiles and to predict unlabeled documents.
Among methods that are utilized in authorship at-
tribution as well as the related problem classes like
text categorization or intrinsic plagiarism detec-
tion are support vector machines (e.g. (Sanderson
and Guenter, 2006; Diederich et al., 2000)), neural
networks (e.g. (Tweedie et al., 1996)), naive bayes
classifiers (e.g. (McCallum and Nigam, 1998)) or
decision trees (e.g. (Ö. Uzuner et. al, 2005)).

Another interesting approach used in authorship
attribution that tries to detect the writing style of
authors by analyzing the occurences and varia-
tions of spelling errors is proposed in (Koppel and

Schler, 2003). It is based on the assumption that
authors tend to make similar spelling and/or gram-
mar errors and therefore uses this information to
attribute authors to unseen text documents.

Approaches in the field of genre categorization
also use NLP tools to analyze documents based
on syntactic annotations (Stamatatos et al., 2000).
Lexicalized tree-adjoining-grammars (LTAG) are
poposed in (Joshi and Schabes, 1997) as a ruleset
to construct and analyze grammar syntax by using
partial subtrees.

6 Conclusion and Future Work

In this paper we propose a new feature to enhance
modern authorship attribution algorithms by uti-
lizing the grammar syntax of authors. To distin-
guish between authors, syntax trees of sentences
are calculated which are split into parts by using
pq-grams. The set of pq-grams is then stored in an
author profile that is used to assign unseen docu-
ments to known authors.

The algorithm has been optimized and evalu-
ated using three different data sets, resulting in
an overall attribution rate of 72%. As the work
in this paper solely used the grammar feature and
completely ignores information like the vocabu-
lary richness or n-grams, the evaluation results are
promising. Future work should therefore concen-
trate on integrating other well-known and good-
working features as well as considering common
machine-learning techniques like support vector
machines or decision trees to predict authors based
on pq-gram features. Furthermore, the optimiza-
tion parameters currently only applied on the si-
miliarity score should also be integrated with the
distance metrics as they led to the best results. Re-
search should finally also be done on the appli-
cability to other languages, especially as syntac-
tically more complex languages like German or
French may lead to better results due to the higher
amount of grammar rules, making the writing style
of authors more unique.
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Abstract

Sentiment relevance (SR) aims at identify-
ing content that does not contribute to sen-
timent analysis. Previously, automatic SR
classification has been studied in a limited
scope, using a single domain and feature
augmentation techniques that require large
hand-crafted databases. In this paper, we
present experiments on SR classification
with automatically learned feature repre-
sentations on multiple domains. We show
that a combination of transfer learning and
in-task supervision using features learned
unsupervisedly by the stacked denoising
autoencoder significantly outperforms a
bag-of-words baseline for in-domain and
cross-domain classification.

1 Introduction

Many approaches to sentiment analysis rely on
term-based clues to detect the polarity of sentences
or documents, using the bag-of-words (BoW)
model (Wang and Manning, 2012). One drawback
of this approach is that the polarity of a clue is
often treated as fixed, which can be problematic
when content is not intended to contribute to the
polarity of the entity but contains a term with a
known lexical non-neutral polarity.

For example, movie reviews often have plot
summaries which contain subjective descriptions,
e.g., “April loves her new home and friends.”, con-
taining “loves”, commonly a subjective positive
term. Other domains contain different types of
nonrelevant content: Music reviews may contain
track listings, product reviews on retail platforms
contain complaints that do not concern the prod-
uct, e.g., about shipping and handling. Filtering
such nonrelevant content can help to improve sen-
timent analysis (Pang and Lee, 2004). Sentiment
relevance (Scheible and Schütze, 2013; Taboada

et al., 2009; Täckström and McDonald, 2011) for-
malizes this distinction: Content that contributes
to the overall sentiment of a document is said to
be sentiment relevant (SR), other content is senti-
ment nonrelevant (SNR).

The main bottleneck in automatic SR classifi-
cation is the lack of annotated data. On the sen-
tence level, it has been attempted for the movie
review domain (Scheible and Schütze, 2013) on
a manually annotated dataset that covers around
3,500 sentences. The sentiment analysis data by
Täckström and McDonald (2011) contains SR an-
notations for five product review domains, four of
which have fewer than 1,000 annotated examples.

As the amount of labeled data is low, we adopt
transfer learning (TL, (Thrun, 1995)), which has
been used before for SR classification. In this
setup, we train a classifier on a different task, using
subjectivity-labeled data – for which a large num-
ber of annotated examples is available – and ap-
ply it for SR classification. To enable knowledge
transfer between the tasks, feature space augmen-
tation has been proposed. For this purpose, we em-
ploy automatic representation learning, using the
stacked denoising autoencoder (SDA, (Vincent et
al., 2010)) which has been applied successfully to
other domain adaptation problems such as cross-
domain sentiment analysis (Glorot et al., 2011).

In this paper, we present experiments on both
multi-domain and cross-domain SR classification.
We show that compared to the in-domain base-
line, TL with SDA features increases F1 by 6.8%
on average. We find that domain adaptation using
TL with the SDA compensates for strong domain
shifts, reducing the average classification transfer
loss by 12.7%.

2 Stacked Denoising Autoencoders

The stacked denoising autoencoder (SDA, (Vin-
cent et al., 2010)) is a neural network (NN) model
for unsupervised feature representation learning.
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An autoencoder takes an input vector x, uses an
NN layer with a (possibly) nonlinear activation
function to generate a hidden feature representa-
tion h. A second NN layer reconstructs x at the
output, minimizing the error.

Denoising autoencoders reconstruct x from a
corrupted version of the input, x̃. As the model
learns to be robust to noise, the representations are
expected to generalize better. For discrete data,
masking noise is a natural choice, where each in-
put unit is randomly set to 0 with probability p.

Autoencoders can be stacked by using the hi

produced by the ith autoencoder as the input to
the (i+1)th one, yielding the representation hi+1.
The h of the topmost autoencoder is the final rep-
resentation output by the SDA. We let k-SDA de-
note a stack of k denoising autoencoders.

Chen et al. (2012) introduced a marginalized
closed-form version, the mSDA. We opt for this
version as it is faster to train and allows us to use
the full feature space which would be inefficient
with iterative backpropagation training.

3 Task and Experimental Setup

The task in this paper is multi- and cross-domain
SR classification. Two aspects motivate our work:
First, we need to address the sparse data situa-
tion. Second, we are interested in how cross-
domain effects influence SR classification. We
classify SR in three different setups: in-domain
(ID), in which we take the training and test data
from the same domain; domain adaptation (DA),
where training and test data are from different do-
mains; and transfer learning (TL), where we use a
much larger amount of data from a different but re-
lated task. To improve the generalization capabili-
ties of the models, we use representations learned
by the SDA. We will next describe our classifica-
tion setup in more detail.
Data We use the following datasets for our ex-
periments. Table 1 shows statistics on the datasets.

CINEMA: The movie SR data (CINEMA)
by Scheible and Schütze (2013) contains SR-
annotated sentences for the movie review domain.
Ambiguous sentences are marked as unknown; we
exclude them.

PRODUCTS: The multi-domain product data
(PRODUCTS) by Täckström and McDonald (2011)
contains labeled sentences from five Amazon.com
product review domains: BOOKS, DVDS, electron-
ics (EL), MUSIC, and video games (VG). This

Dataset #doc #sent #SR #SNR

CINEMA 125 3,487 2,759 728

PRODUCTS 294 3,836 2,689 1,147
–BOOKS 59 739 424 315
–DVDS 59 799 524 275
–ELECTRONICS 57 628 491 137
–MUSIC 59 638 448 190
–VIDEOGAMES 60 1032 802 230

P&L – 10,000 5,000 5,000

UNLAB 7,500 68,927 – –

Table 1: Dataset statistics

dataset differs from CINEMA firstly in the product
domains (except obviously for DVDS which also
covers movies). Secondly, the data was collected
from a retail site, which introduces further facets
of sentiment nonrelevance, as discussed above.
Thirdly, the annotation style has no unknown cat-
egory: ambiguous examples are marked as SR.

P&L: The subjectivity data (P&L) by Pang and
Lee (2004) serves as our cross-task training data
for transfer learning. The dataset was heuristically
created for subjectivity detection on the movie do-
main by sampling snippets from Rotten Tomatoes
as subjective and sentences from IMDb plot sum-
maries as objective examples.

UNLAB: To improve generalization on PROD-
UCTS, we use additional unlabeled sentences
(UNLAB) for SDA training. We extract the sen-
tences of 1,500 randomly selected documents for
each of the five domains from the Amazon.com
review data by Jindal and Liu (2008).
SDA setup We train the SDA with 10,000 hid-
den units and tanh nonlinearity on the BoW fea-
tures of all available data as the input. We opti-
mize the noise level p with 2-fold cross-validation
on the in-domain training folds.
Classification setup We perform SR classifica-
tion with a linear support vector machine (SVM)
using LIBLINEAR (Chang and Lin, 2011). We
perform 2-fold cross-validation for all training
data but P&L. We report overall macro-averaged
F1 over both folds. The feature representation for
the SVM is either bag of words (BoW) or the k-
SDA output. Unlike Chen et al. (2012), we do not
use concatenations of BoW and SDA vectors as
we found them to perform worse.
Evaluation As class distributions are heavily
skewed, we use macro-averaged F1(s, t) (train-
ing on s and evaluating on t) as the basic eval-
uation measure. We evaluate DA with transfer
loss, the difference in F1 of a classifier CL with
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Features Setup CINEMA BOOKS DVDS EL MUSIC VG ∅

1 Majority BL – 39.6 28.9 32.6 39.2 35.1 39.0 35.7

2 BoW ID 74.0 57.5 49.8 55.1 55.5 55.0 58.4
3 1-SDA ID 73.6 55.3 48.4 43.8 41.8 44.1 52.6
4 2-SDA ID 76.0 54.5 52.5 43.9 41.2 46.7 53.6

5 BoW TL 71.5 60.7 60.2 50.3 55.1 53.2 59.6
6 1-SDA TL 73.3 62.9 60.6 59.0 59.9 57.0 63.1
7 2-SDA TL 76.2 62.9 65.8 59.7 59.9 60.5 64.9

8 BoW ID+TL 76.6 63.5 61.7 52.4 56.7 57.0 62.3
9 1-SDA ID+TL 79.0 62.7 62.1 57.7 57.8 57.4 63.9

10 2-SDA ID+TL 80.4 62.7 65.2 59.0 58.7 58.9 65.2

Table 2: Macro-averaged F1 (%) evaluating on each test domain on both folds. ∅ = row mean. Bold:
best result in each column and results in that column not significantly different from it.

respect to the in-domain baseline BL: L(s, t) =
F

(BL)
1 (t, t)−F

(CL)
1 (s, t). L is negative if the clas-

sifier surpasses the baseline. As a statistical sig-
nificance test (indicated by † in the text), we use
approximate randomization (Noreen, 1989) with
10,000 iterations at p < 0.05.

4 Experiments

In-Domain Classification (ID) Table 2 shows
macro-averaged F1 for different SR models. We
first turn to fully supervised SR classification with
bag-of-words (BoW) features using ID training
(line 2). While the results for CINEMA are high,
on par with the reported results in related work,
they are low for the PRODUCTS data. This is not
surprising as the SVM is trained with fewer than
600 examples on each domain. Also, no unknown
category exists in the latter dataset. While am-
biguous examples on CINEMA are annotated as un-
known, they receive an SR label on PRODUCTS.
Thus, many examples are ambiguous and thus dif-
ficult to classify. SDA features worsen results
significantly† (lines 3–4) on all domains except
CINEMA and DVDS due to data sparsity. They are
the two most homogeneous domains where plot
descriptions make up a large part of the SNR con-
tent. On many domains, there is no single proto-
typical type of SNR which could be learned from
a small amount of training data.
Transfer Learning (TL) TL with training on
P&L and evaluation on CINEMA/PRODUCTS with
BoW features (line 5) performs slightly worse than
ID classification, except on BOOKS and DVDS

where we see strong improvements. This result
is easy to explain: Both BOOKS and DVDS contain
SNR descriptions of narratives, which are covered
well in P&L. This distinction is less helpful on

domains like EL where SNR content is different,
so we achieve worse results even with the much
larger P&L data.

We find that 1-SDA (line 6) already performs
significantly† better than the ID baseline on all do-
mains except CINEMA which has a much larger
amount of ID training data available than the other
domains (approx. 1700 sentences vs. fewer than
600). Using stacking, 2-SDA (line 7) improves
the results on three domains significantly,† and
performs on par with the ID classifier on CIN-
EMA. We found that stack depths of k > 2 do
not significantly† increase performance.

Finally, we try a combination of ID and TL
(ID+TL), training on both P&L and the respective
ID training fold of CINEMA/PRODUCTS. The re-
sults for this experiment are shown in lines 8–10
in Table 2. Comparing BoW models, we beat both
ID and TL across all domains (lines 2 and 5). With
SDA features, we are able to beat ID for CINEMA.
The results on the other domains are comparable
to plain TL. This is a promising result, showing
that with SDA features, ID+TL performs as well
as or better than plain TL. This property could be
exploited for domains where labeled data is not
available. We will show below that SDA features
become important when we apply ID+TL to do-
main adaptation.

We also conducted experiments using only the
5,000 most frequent features but found that the
SDA does not generalize well from this input rep-
resentation, particularly on EL and MUSIC. This
confirms that in SR, rare features make an im-
portant contribution (such as named entities in the
movie domain).

Domain Adaptation (DA) We now evaluate the
task in a DA setting, comparing the ID and ID+TL
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Figure 1: Transfer losses (%) for DA. Training-test pairs grouped by target domain and abbreviated by
first letter (e.g., CD: training on CINEMA, evaluating on DVDS). In-domain results shown for comparison
to Table 2.

setups with BoW and 2-SDA features. We mea-
sure the transfer losses we suffer from training on
one domain and evaluating on another (Figure 1).
The overall picture is the same as above: ID+TL
2-SDA models perform best. In the baseline BoW
ID setup, domain shifts have a strong influence on
the results. The combination of out-of-domain and
out-of-task data in ID+TL keeps losses uniformly
low. 2-SDA features lower almost all losses fur-
ther. On average, 2-SDA ID+TL reduces trans-
fer loss by 12.7 points compared to the baseline
(Table 3). As expected, pairings of thematically
strongly related domains (e.g., BOOKS and DVDS)
have lower losses in all setups.

The biggest challenge is the strong domain shift
between the CINEMA and PRODUCTS domains
(concerning mainly the retail aspects). With BoW
ID, losses on CINEMA reach up to 25 points, and
using CINEMA for training causes high losses for
PRODUCTS in most cases. Our key result is that
the ID+TL 2-SDA setup successfully compensates
for these problems, reducing the losses below 0.

Losses across the PRODUCTS domains are less
pronounced. The DVDS baseline classifier has the
lowest F1 (cf. Table 2) and shows the highest im-
provements in domain adaptation: BoW models of
other domains perform better than the in-domain
classifier. Analyzing the DVDS model shows over-
fitting to specific movie terms which occur fre-
quently across each review in the training data.
SNR content in movies is mostly concerned with
named entity types which cannot easily be learned
from BoW representations. Out-of-domain mod-
els are less specialized and perform better than in-

BoW 2-SDA

ID 6.7 8.9
ID+TL -1.8 -6.0

Table 3: Mean transfer losses (%) for the different
training data and feature representation setups. In-
domain results not included.

domain models. TL and SDA increase the cover-
age of movie terms and provide better generaliza-
tion, which improves performance further.

BOOKS is the most challenging domain in all se-
tups. It is particularly heterogeneous, containing
both fiction and non-fiction reviews which feature
different SNR aspects. Both results illustrate that
domain effects depend on how diverse SNR con-
tent is within the domain.

Overall, the results show that ID+TL leads to a
successful compensation of cross-domain effects.
SDA features improve the results significantly† for
ID+TL. In particular, we find that the SDA suc-
cessfully compensates for the strong domain shift
between CINEMA and PRODUCTS.

5 Conclusion

We presented experiments on multi- and cross-
domain sentiment relevance classification. We
showed that transfer learning (TL) using stacked
denoising autoencoder (SDA) representations sig-
nificantly increases performance by 6.8% F1 for
in-domain classification. Moreover, the average
transfer loss in domain adaptation is reduced by
12.7 percentage points where the SDA features
compensate for strong domain shifts.
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Abstract
Although many NLP systems are moving
toward entity-based processing, most still
identify important phrases using classi-
cal keyword-based approaches. To bridge
this gap, we introduce the task of entity
salience: assigning a relevance score to
each entity in a document. We demon-
strate how a labeled corpus for the task
can be automatically generated from a cor-
pus of documents and accompanying ab-
stracts. We then show how a classifier
with features derived from a standard NLP
pipeline outperforms a strong baseline by
34%. Finally, we outline initial experi-
ments on further improving accuracy by
leveraging background knowledge about
the relationships between entities.

1 Introduction
Information retrieval, summarization, and online
advertising rely on identifying the most important
words and phrases in web documents. While tradi-
tional techniques treat documents as collections of
keywords, many NLP systems are shifting toward
understanding documents in terms of entities. Ac-
cordingly, we need new algorithms to determine
the prominence – the salience – of each entity in
the document.

Toward this end, we describe three primary con-
tributions. First, we show how a labeled cor-
pus for this task can be automatically constructed
from a corpus of documents with accompanying
abstracts. We also demonstrate the validity of
the corpus with a manual annotation study. Sec-
ond, we train an entity salience model using fea-
tures derived from a coreference resolution sys-
tem. This model significantly outperforms a base-
line model based on sentence position. Third, we
suggest how our model can be improved by lever-
aging background information about the entities
and their relationships – information not specifi-
cally provided in the document in question.

Our notion of salience is similar to that of Bogu-
raev and Kenney (1997): “discourse objects with
high salience are the focus of attention”, inspired
by earlier work on Centering Theory (Walker et
al., 1998). Here we take a more empirical ap-
proach: salient entities are those that human read-
ers deem most relevant to the document.

The entity salience task in particular is briefly
alluded to by Cornolti et al. (2013), and addressed
in the context of Twitter messages by Meij et. al
(2012). It is also similar in spirit to the much more
common keyword extraction task (Tomokiyo and
Hurst, 2003; Hulth, 2003).

2 Generating an entity salience corpus

Rather than manually annotating a corpus, we au-
tomatically generate salience labels for an existing
corpus of document/abstract pairs. We derive the
labels using the assumption that the salient entities
will be mentioned in the abstract, so we identify
and align the entities in each text.

Given a document and abstract, we run a stan-
dard NLP pipeline on both. This includes a POS
tagger and dependency parser, comparable in ac-
curacy to the current Stanford dependency parser
(Klein and Manning, 2003); an NP extractor that
uses POS tags and dependency edges to identify
a set of entity mentions; a coreference resolver,
comparable to that of Haghighi and Klein, (2009)
for clustering mentions; and an entity resolver that
links entities to Freebase profiles. The entity re-
solver is described in detail by Lao, et al. (2012).

We then apply a simple heuristic to align the
entities in the abstract and document: Let ME be
the set of mentions of an entity E that are proper
names. An entityEA from the abstract aligns to an
entity ED from the document if the syntactic head
token of some mention in MEA

matches the head
token of some mention in MED

. If EA aligns with
more than one document entity, we align it with
the document entity that appears earliest.

In general, aligning an abstract to its source doc-
ument is difficult (Daumé III and Marcu, 2005).
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We avoid most of this complexity by aligning only
entities with at least one proper-name mention, for
which there is little ambiguity. Generic mentions
like CEO or state are often more ambiguous, so re-
solving them would be closer to the difficult prob-
lem of word sense disambiguation.

Once we have entity alignments, we assume
that a document entity is salient only if it has
been aligned to some abstract entity. Ideally, we
would like to induce a salience ranking over enti-
ties. Given the limitations of short abstracts, how-
ever, we settle for binary classification, which still
captures enough salience information to be useful.

2.1 The New York Times corpus

Our corpus of document/abstract pairs is the anno-
tated New York Times corpus (Sandhaus, 2008).
It includes 1.8 million articles published between
January 1987 and June 2007; some 650,000 in-
clude a summary written by one of the newspa-
per’s library scientists. We selected a subset of the
summarized articles from 2003-2007 by filtering
out articles and summaries that were very short or
very long, as well as several special article types
(e.g., corrections and letters to the editor).

Our full labeled dataset includes 110,639 docu-
ments with 2,229,728 labeled entities; about 14%
are marked as salient. For comparison, the average
summary is about 6% of the length (in tokens) of
the associated article. We use the 9,719 documents
from 2007 as test data and the rest as training.

2.2 Validating salience via manual evaluation

To validate our alignment method for inferring en-
tity salience, we conducted a manual evaluation.
Two expert linguists discussed the task and gen-
erated a rubric, giving them a chance to calibrate
their scores. They then independently annotated
all detected entities in 50 random documents from
our corpus (a total of 744 entities), without read-
ing the accompanying abstracts. Each entity was
assigned a salience score in {1, 2, 3, 4}, where 1 is
most salient. We then thresholded the annotators’
scores as salient/non-salient for comparison to the
binary NYT labels.

Table 1 summarizes the agreement results, mea-
sured by Cohen’s kappa. The experts’ agreement
is probably best described as moderate,1 indicat-
ing that this is a difficult, subjective task, though
deciding on the most salient entities (with score 1)
is easier. Even without calibrating to the induced

1For comparison, word sense disambiguation tasks have
reported agreement as low as κ = 0.3 (Yong and Foo, 1999).

NYT salience scores, the expert vs. NYT agree-
ment is close enough to the inter-expert agreement
to convince us that our induced labels are a rea-
sonable if somewhat noisy proxy for the experts’
definition of salience.

Comparison κ{1,2} κ{1}

A1 vs. A2 0.56 0.69
A1 vs. NYT 0.36 0.48
A2 vs. NYT 0.39 0.35
A1 & A2 vs. NYT 0.43 0.38

Table 1: Annotator agreement for entity salience
as a binary classification. A1 and A2 are expert an-
notators; NYT represents the induced labels. The
first κ column assumes annotator scores {1, 2} are
salient and {3, 4} are non-salient, while the second
κ column assumes only scores of 1 are salient.

3 Salience classification

We built a regularized binary logistic regression
model to predict the probability that an entity is
salient. To simplify feature selection and to add
some further regularization, we used feature hash-
ing (Ganchev and Dredze, 2008) to randomly map
each feature string to an integer in [1, 100000];
larger alphabet sizes yielded no improvement. The
model was trained with L-BGFS.

3.1 Positional baseline
For news documents, it is well known that sen-
tence position is a very strong indicator for rele-
vance. Thus, our baseline is a system that identi-
fies an entity as salient if it is mentioned in the first
sentence of the document. (Including the next few
sentences did not significantly change the score.)

3.2 Model features
Table 2 describes our feature classes; each indi-
vidual feature in the model is a binary indicator.
Count features are bucketed by applying the func-
tion f(x) = round(log(k(x + 1))), where k can
be used to control the number of buckets. We sim-
ply set k = 10 in all cases.

3.3 Experimental results
Table 3 shows experimental results on our test set.
Each experiment uses a classification threshold of
0.3 to determine salience, which in each case is
very close to the threshold that maximizes F1. For
comparison, a classifier that always predicts the
majority class, non-salient, has F1 = 23.9 (for the
salient class).
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Feature name Description

1st-loc Index of the sentence in
which the first mention of the
entity appears.

head-count Number of times the head
word of the entity’s first men-
tion appears.

mentions Conjuction of the numbers
of named (Barack Obama),
nominal (president), pronom-
inal (he), and total mentions
of the entity.

headline POS tag of each word that ap-
pears in at least one mention
and also in the headline.

head-lex Lowercased head word of the
first mention.

Table 2: The feature classes used by the classifier.

Lines 2 and 3 serve as a comparison between
traditional keyword counts and the mention counts
derived from our coreference resolution system.
Named, nominal, and pronominal mention counts
clearly add significant information despite coref-
erence errors. Lines 4-8 show results when our
model features are incrementally added. Each fea-
ture raises accuracy, and together our simple set of
features improves on the baseline by 34%.

4 Entity centrality

All the features described above use only infor-
mation available within the document. But arti-
cles are written with the assumption that the reader
knows something about at least some of the enti-
ties involved. Inspired by results using Wikipedia
to improve keyword extraction tasks (Mihalcea
and Csomai, 2007; Xu et al., 2010), we experi-
mented with a simple method for including back-
ground knowledge about each entity: an adapta-
tion of PageRank (Page et al., 1999) to a graph
of connected entities, in the spirit of Erkan and
Radev’s work (2004) on summarization.

Consider, for example, an article about a recent
congressional budget debate. Although House
Speaker John Boehner may be mentioned just
once, we know he is likely salient because he is
closely related to other entities in the article, such
as Congress, the Republican Party, and Barack
Obama. On the other hand, the Federal Emer-
gency Management Agency may be mentioned re-
peatedly because it happened to host a major pres-
idential speech, but it is less related to the story’s

# Description P R F1

1 Positional baseline 59.5 37.8 46.2

2 head-count 37.3 54.7 44.4
3 mentions 57.2 51.3 54.1

4 1st-loc 46.1 60.2 52.2
5 + head-count 52.6 63.4 57.5
6 + mentions 59.3 61.3 60.3
7 + headline 59.1 61.9 60.5
8 + head-lex 59.7 63.6 61.6

9 + centrality 60.5 63.5 62.0

Table 3: Test set (P)recision, (R)ecall, and (F)
measure of the salient class for some com-
binations of features listed in Table 2. The
centrality feature is discussed in Section 4.

key figures and less central to the article’s point.
Our intuition about these relationships, mostly

not explicit in the document, can be formalized in
a local PageRank computation on the entity graph.

4.1 PageRank for computing centrality
In the weighted version of the PageRank algorithm
(Xing and Ghorbani, 2004), a web link is con-
sidered a weighted vote by the containing page
for the landing page – a directed edge in a graph
where each node is a webpage. In place of the web
graph, we consider the graph of Freebase entities
that appear in the document. The nodes are the
entities, and a directed edge from E1 to E2 repre-
sents P (E2|E1), the probability of observing E2

in a document given that we have observed E1.
We estimate P (E2|E1) by counting the number of
training documents in which E1 and E2 co-occur
and normalizing by the number of training docu-
ments in which E1 occurs.

The nodes’ initial PageRank values act as a
prior, where the uniform distribution, used in the
classic PageRank algorithm, indicates a lack of
prior knowledge. Since we have some prior sig-
nal about salience, we initialize the node values to
the normalized mention counts of the entities in
the document. We use a damping factor d, allow-
ing random jumps between nodes with probability
1− d, with the standard value d = 0.85.

We implemented the iterative version of
weighted PageRank, which tends to converge in
under 10 iterations. The centrality features
in Table 3 are indicators for the rank orders of the
converged entity scores. The improvement from
adding centrality features is small but statistically
significant at p ≤ 0.001.
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Figure 1: A graphical representation of the centrality computation on a toy example. Circle size and
arrow thickness represent node value and edge weight, respectively. The initial node values, based on
mention count, are shown on the left. The final node values are on the right; dotted circles show the
initial sizes for comparison. Edge weights remain constant.

4.2 Discussion

We experimented with a number of variations on
this algorithm, but none gave much meaningful
improvement. In particular, we tried to include
the neighbors of all entities to increase the size
of the graph, with the values of neighbor enti-
ties not in the document initialized to some small
value k. We set a minimum co-occurrence count
for an edge to be included, varying it from 1
to 100 (where 1 results in very large graphs).
We also tried using Freebase relations between
entities (rather than raw co-occurrence counts)
to determine the set of neighbors. Finally, we
experimented with undirected graphs using un-
normalized co-occurrence counts.

While the ranked centrality scores look reason-
able for most documents, the addition of these fea-
tures does not produce a substantial improvement.
One potential problem is our reliance on the entity
resolver. Because the PageRank computation links
all of a document’s entities, a single resolver error
can significantly alter all the centrality scores. Per-
haps more importantly, the resolver is incomplete:
many tail entities are not included in Freebase.

Still, it seems likely that even with perfect reso-
lution, entity centrality would not significantly im-
prove the accuracy of our model. The mentions
features are sufficiently powerful that entity cen-
trality seems to add little information to the model
beyond what these features already provide.

5 Conclusions

We have demonstrated how a simple alignment
of entities in documents with entities in their ac-
companying abstracts provides salience labels that
roughly agree with manual salience annotations.
This allows us to create a large corpus – over
100,000 labeled documents with over 2 million la-
beled entities – that we use to train a classifier for
predicting entity salience.

Our experiments show that features derived
from a coreference system are more robust than
simple word count features typical of a keyword
extraction system. These features combine nicely
with positional features (and a few others) to give
a large improvement over a first-sentence baseline.

There is likely significant room for improve-
ment, especially by leveraging background infor-
mation about the entities, and we have presented
some initial experiments in that direction. Perhaps
features more directly linked to Wikipedia, as in
related work on keyword extraction, can provide
more focused background information.

We believe entity salience is an important task
with many applications. To facilitate further re-
search, our automatically generated salience an-
notations, along with resolved entity ids, for the
subset of the NYT corpus discussed in this paper
are available here:
https://code.google.com/p/nyt-salience/
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Abstract

A Natural Language Generation (NLG)
system is able to generate text from non-
linguistic data, ideally personalising the
content to a user’s specific needs. In some
cases, however, there are multiple stake-
holders with their own individual goals,
needs and preferences. In this paper, we
explore the feasibility of combining the
preferences of two different user groups,
lecturers and students, when generating
summaries in the context of student feed-
back generation. The preferences of each
user group are modelled as a multivariate
optimisation function, therefore the task
of generation is seen as a multi-objective
(MO) optimisation task, where the two
functions are combined into one. This ini-
tial study shows that treating the prefer-
ences of each user group equally smooths
the weights of the MO function, in a way
that preferred content of the user groups is
not presented in the generated summary.

1 Introduction
Summarisation of time-series data refers to the
task of automatically generating summaries from
attributes whose values change over time. Content
selection is the task of choosing what to say, i.e.
what information to be included in a report (Re-
iter and Dale, 2000). Here, we consider the task
of automatically generating feedback summaries
for students describing their performance during
the lab of a computer science module over the
semester. This work is motivated by the fact that
different user groups have different preferences of
the content that should be conveyed in a summary,
as shown by Gkatzia et al. (2013).

Various factors can influence students’ learning,
such as difficulty of the material (Person et al.,
1995), workload (Craig et al., 2004), attendance

in lectures (Ames, 1992) etc. These factors change
over time and can be interdependent. The different
stakeholders (i.e. lecturers and students) have dif-
ferent perceptions regarding what constitutes good
feedback. Therefore, when generating feedback,
we should take into account all preferences in or-
der to be able to produce feedback summaries that
are acceptable by both user groups.

Stakeholders often have conflicting goals, needs
and preferences, for example managers with em-
ployees or doctors with patients and relatives. In
our data, for instance, lecturers tend to comment
on the hours that a student studied, whereas the
students disprefer this content. Generating the
same summary for both groups allows for mean-
ingful further discussion with common ground.

Previous work on NLG systems that address
more than one user group use different versions of
a system for each different user group (Gatt et al.,
2009) or make use of User Models (Janarthanam
and Lemon, 2010; Thompson et al., 2004; Zuk-
erman and Litman, 2001). Here, we explore a
method that adapts to both expert preferences and
users simultaneously (i.e. lecturer and students
preferences), by applying Multi-Objective opti-
misation (MOO). MOO can be applied to situa-
tions where optimal decisions are sought in the
presence of trade-offs between conflicting objec-
tives (Chankong and Haimes, 1983). We explore
whether balancing the preferences of two user
groups can result in an adaptive system that is ac-
ceptable by all users. At the same time, the pro-
gramming effort is reduced as only one system
needs to be developed. Moreover, by pooling all
available data together, there is less need for an
extensive data collection.

In the next section, we present three systems:
one tuned for lecturers, one for students, and one
that attempts to find middle ground. In Section 3,
we describe an evaluation of these three systems
and in Section 4 we discuss the results. Finally, in
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Section 5, directions for future work are discussed.

2 Methodology
Reinforcement Learning (RL) is a machine learn-
ing technique that defines how an agent learns
to take optimal sequences of actions so as to
maximize a cumulative reward (Sutton and Barto,
1998). Here we extend the framework proposed
by Gkatzia et al. (2013) whereby the content selec-
tion is seen as a Markov Decision problem and the
goal of the agent is to learn to take the sequence
of actions that leads to optimal content selection.
A Temporal Difference learning method (Sutton
and Barto, 1998) was used to train an agent for
content selection. Firstly, we will describe the
data in general. Secondly, we refer to the RL
system that adapts to lecturers’ preferences as de-
scribed by Gkatzia et al. (2013). Thirdly, we will
describe how we collected data and developed a
methodology that adapts to students’ preferences
and finally how we combined the knowledge of
both steps to develop an MO system. The three
systems (Lecturer-adapted, Student-adapted, MO)
share the same architecture but the difference lies
in the reward functions used for training.

2.1 The Data
For this study, the dataset described by Gkatzia
et al. (2013) was used. Table 1 shows an exam-
ple of this dataset that describes a student’s learn-
ing habits and a corresponding feedback summary
provided by a lecturer. The dataset is composed
of 37 similar instances. Each instance consists of
time-series information about the student’s learn-
ing routine and the selected templates that lectur-
ers used to provide feedback to this student. A
template is a quadruple consisting of an id, a fac-
tor (Table 1), a reference type (trend, weeks, aver-
age, other) and surface text. For instance, a tem-
plate can be (1, marks, trend, ‘Your marks were
<trend>over the semester’). The lexical choice
for <trend>(i.e. increasing or decreasing) de-
pends on the values of time-series data. There
is a direct mapping between the values of factor
and reference type and the surface text. The time-
series attributes are listed in Table 1 (bottom left).

2.2 Time-series summarisation systems
Actions and states: The state consists of the time-
series data and the selected templates. In order to
explore the state space the agent selects a time-
series attribute (e.g. marks, deadlines etc.) and

then decides whether to talk about it or not. The
states and actions are similar for all systems.

Lecturer-adapted reward function
The reward function is derived from analysis with
linear regression of the provided dataset and is the
following cumulative multivariate function:

RewardLECT = a +
n∑

i=1

bi ∗ xi + c ∗ length

where X = {x1, x2, ..., xn} is the vector of
combinations of the data trends observed in the
time-series data and a particular reference type of
the factor. The value of xi is given by the function:

xi =


1, if the combination of a factor trend

and a particular reference type is
included in the feedback

0, if not.

The coefficients represent the preference level of
a factor to be selected and how to be conveyed
in the summary. Important factors are associated
with high positive coefficients and the unimpor-
tant ones with negative coefficients. In the train-
ing phase, the agent selects a factor and then de-
cides whether to talk about it or not. If it decides
to refer to a factor, the selection of the template is
performed deterministically, i.e. it selects the tem-
plate that results in higher reward. Length rep-
resents the number of factors selected for gener-
ation.

Student-adapted reward function
The Student-adapted system uses the same RL al-
gorithm as the Lecturer-adapted one. The differ-
ence lies in the reward function. The reward func-
tion used for training is of a similar style as the
Lecturer-adapted reward function. This function
was derived by manipulating the student ratings in
a previous experiment and estimating the weights
using linear regression in a similar way as Walker
et al. (1997) and Rieser et al. (2010).

Multi-objective function
The function used for the multi-objective method
is derived by weighting the sum of the individual
reward functions.

RMO = 0.5 ∗ RLECT + 0.5 ∗ RSTUDENT

To reduce the confounding variables, we kept
the ordering of content in all systems the same.

3 Evaluation
The output of the above-mentioned three systems
were evaluated both in simulation and with real

211



Raw Data

factors week 2 week 3 ... week 10
marks 5 4 ... 5
hours studied 1 2 ... 3
... ... ... ... ...

Trends from Data

factors factor trend
(1) marks trend other
(2) hours studied trend increasing
(3) understandability trend decreasing
(4) difficulty trend decreasing
(5) deadlines trend increasing
(6) health issues trend other
(7) personal issues trend decreasing
(8) lectures attended trend other
(9) revision trend decreasing

Summary

Your overall performance was excellent
during the semester. Keep up the good
work and maybe try some more challeng-
ing exercises. Your attendance was vary-
ing over the semester. Have a think about
how to use time in lectures to improve your
understanding of the material. You spent 2
hours studying the lecture material on
average. You should dedicate more time
to study. You seem to find the material
easier to understand compared to the
beginning of the semester. Keep up the
good work! You revised part of the learn-
ing material. Have a think about whether
revising has improved your performance.

Table 1: Top left: example of the time-series raw data for feedback generation. Bottom left: example of
described trends. Right box: a target summary generated by an expert (bold signifies the chosen content).

users. Example summaries of all systems are pre-
sented in Table 2.

3.1 Evaluation in Simulation
26 summaries were produced by each system. The
output of each system was evaluated with the three
reward functions. Table 3 shows the results.

As expected, all systems score highly when
evaluated with the reward function for which
they were trained, with the second highest reward
scored from the MO function. Table 2 illustrates
this with the MO Policy clearly between the other
two policies. Moreover, the MO function reduces
the variability between summaries as is also re-
flected in the standard deviation given in Table 3.

We used BLEU (4-grams) (Papineni et al.,
2002) to measure the similarities between the
feedback summaries generated by the three sys-
tems. BLEU score is between 0-1 with values
closer to 1 indicating texts are more similar. Our
results demonstrate that the summaries generated
by the three systems are quite different (BLEU
score between 0.33 and 0.36). This shows that the
framework presented here is capable of producing
quite different summaries based on the various re-
ward functions.

3.2 Evaluation with real users
The goal of the evaluation is to determine whether
the end-user can pick up on the above-mentioned

differences in the feedback and rank them accord-
ing to their preferences. The output of the three
systems was ranked by 19 lecturers and 48 first-
year Computer Science students. Time-series data
of three students were presented on graphs to each
participant. They were also shown 3 feedback
summaries and they were asked to rank them in
terms of preference.

As we can see from Table 4, the two user groups
significantly preferred the output of the system
which was trained for their preferences (Mann-
Whitney U test, p < 0.05). Interestingly, lecturers
found both the outputs produced by the Lecturer-
adapted system and the Student-adapted system
significantly preferable (p < 0.05) to the output
produced by the MO system. In contrast, students
significantly preferred the output generated by the
Student-adapted system over the other two. Fi-
nally, both user groups rated the MO system 3rd,
but there is not a significant difference between
the student ratings for the MO system and the
Lecturer-adapted system.

4 Discussion
It is interesting to examine the weights derived
from the multiple-linear regression to determine
the preferences of the different user groups. For
instance, lecturers’ most preferred content is
hours studied, therefore the reward function gives
high scores to summaries that mention the hours
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Lecturer-adapted Student-adapted Multi-objective

Make sure you revise the learning
material and try to do the lab ex-
ercises again. You dedicated more
time studying the lecture material in
the beginning of the semester com-
pared to the end of the semester.
Have a think about what is prevent-
ing you from studying. Your under-
standing of the material could be
improved. Try going over the teach-
ing material again. You have had
other deadlines during weeks 5, 6,
8, 9 and 10. You may want to plan
your studying and work ahead. You
did not face any health problems
during the semester.

You found the lab exercises very
challenging. Make sure that you
have understood the taught material
and don’t hesitate to ask for clari-
fication. You dedicated more time
studying the lecture material in
the beginning of the semester com-
pared to the end of the semester.
Have a think about what is prevent-
ing you from studying. Your un-
derstanding of the material could
be improved. Try going over the
teaching material again. Revising
material during the semester will
improve your performance in the
lab.

Your attendance was varying over the
semester. Have a think about how to
use time in lectures to improve your un-
derstanding of the material. You found
the lab exercises very challenging. Make
sure that you have understood the taught
material and don’t hesitate to ask for
clarification. You dedicated more time
studying the lecture material in the be-
ginning of the semester compared to the
end of the semester. Have a think about
what is preventing you from studying.
You did not face any health problems
during the semester. You revised part
of the learning material. Have a think
whether revising has improved your per-
formance.

Table 2: Example outputs from the three different systems (bold signifies the chosen content).

Time-Series Summarisation Systems Lecturer Function Student Function MO Function
Lecturer-adapted system 243.82 (70.35) 51.99 (89.87) 114.12 (49.58)
Student-adapted system 72.54 (106.97) 213.75 (59.45) 127.76 (52.09)
MO system 123.67 (72.66) 153.79 (56.61) 164.84 (83.89)

Table 3: Average rewards (and standard deviation) assigned to summaries produced by the 3 systems.
Bold signifies higher reward.

Summarisation
Systems

Lecturer’s Rat-
ing

Student’s
Rating

Lecturer-adapted 1st (2.15)* 3rd (1.97)
Student-adapted 1st (2.01)* 1st* (2.22)
MO 2nd, 3rd (1.81) 3rd (1.79)

Table 4: Mode of the ratings for each user group
(*Mann-Whitney U test, p < 0.05, when compar-
ing each system to the MO system).

that a student studied in all cases (i.e. when the
hours studied increased, decreased, or remained
stable). This, however, does not factor heavily into
the student’s reward function.

Secondly, lecturers find it useful to give some
advice to students who faced personal issues dur-
ing the semester, such as advising them to talk to
their mentor. Students, on the other hand, like
reading about personal issues only when the num-
ber of issues they faced was increasing over the
semester, perhaps as this is the only trend that may
affect their performance. Students seem to mostly
prefer a feedback summary that mentions the un-
derstandability of the material when it increases
which is positive feedback. Finally, the only factor
that both groups agree on is that health issues is

negatively weighted and therefore not mentioned.
The MO reward function attempts to balance

the preferences of the two user groups. Therefore,
for this function, the coefficient for mentioning
health issues is also negative, however the other
coefficients are smoothed providing neither strong
negative or positive coefficients. This means that
there is less variability (see Table 3) but that per-
haps this function meets neither group’s criteria.

5 Conclusion and Future Work
In conclusion, we presented a framework for de-
veloping and evaluating various reward functions
for time-series summarisation of feedback. This
framework has been validated in that both simula-
tion and subjective studies show that each group
does indeed prefer feedback generated using a
highly tuned reward function, with lecturers being
slightly more open to variation. Further investiga-
tion is required as to whether it is indeed possible
to find middle ground between these two groups.
Choices for one group may be negatively rated
by the other and it might not be possible to find
middle ground but it is worth investigating further
other methods of reward function derivation using
stronger feature selection methods, such as Princi-
pal Component Analysis.
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Abstract

In recent years, microblogs such as Twit-
ter have emerged as a new communication
channel. Twitter in particular has become
the target of a myriad of content-based
applications including trend analysis and
event detection, but there has been little
fundamental work on the analysis of word
usage patterns in this text type. In this
paper — inspired by the one-sense-per-
discourse heuristic of Gale et al. (1992)
— we investigate user-level sense distri-
butions, and detect strong support for “one
sense per tweeter”. As part of this, we con-
struct a novel sense-tagged lexical sample
dataset based on Twitter and a web corpus.

1 Introduction

Social media applications such as Twitter enable
users from all over the world to create and share
web content spontaneously. The resulting user-
generated content has been identified as having
potential in a myriad of applications including
real-time event detection (Petrović et al., 2010),
trend analysis (Lau et al., 2012) and natural dis-
aster response co-ordination (Earle et al., 2010).
However, the dynamism and conversational na-
ture of the text contained in social media can
cause problems for traditional NLP approaches
such as parsing (Baldwin et al., 2013), mean-
ing that most content-based approaches use sim-
ple keyword search or a bag-of-words representa-
tion of the text. This paper is a first step towards
full lexical semantic analysis of social media text,
in investigating the sense distribution of a range
of polysemous words in Twitter and a general-
purpose web corpus.

The primary finding of this paper is that there
are strong user-level lexical semantic priors in
Twitter, equivalent in strength to document-level

lexical semantic priors, popularly termed the “one
sense per discourse” heuristic (Gale et al., 1992).
This has potential implications for future applica-
tions over Twitter which attempt to move beyond a
simple string-based meaning representation to ex-
plicit lexical semantic analysis.

2 Related Work

The traditional approach to the analysis of word-
level lexical semantics is via word sense dis-
ambiguation (WSD), where usages of a given
word are mapped onto discrete “senses” in a pre-
existing sense inventory (Navigli, 2009). The most
popular sense inventory used in WSD research has
been WordNet (Fellbaum, 1998), although its fine-
grained sense distinctions have proven to be diffi-
cult to make for human annotators and WSD sys-
tems alike. This has resulted in a move towards
more coarse-grained sense inventories (Palmer et
al., 2004; Hovy et al., 2006; Navigli et al., 2007),
or alternatively away from pre-existing sense in-
ventories altogether, towards joint word sense in-
duction (WSI) and disambiguation (Navigli and
Vannella, 2013; Jurgens and Klapaftis, 2013).

Two heuristics that have proven highly powerful
in WSD and WSI research are: (1) first sense tag-
ging, and (2) one sense per discourse. First sense
tagging is based on the observation that sense dis-
tributions tend to be Zipfian, such that if the pre-
dominant or “first” sense can be identified, simply
tagging all occurrences of a given word with this
sense can achieve high WSD accuracy (McCarthy
et al., 2007). Unsurprisingly, there are significant
differences in sense distributions across domains
(cf. cloud in the COMPUTING and METEOROLOG-
ICAL domains), motivating the need for unsuper-
vised first sense learning over domain-specific cor-
pora (Koeling et al., 2005).

One sense per discourse is the observation that
a given word will often occur with a single sense
across multiple usages in a single document (Gale
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et al., 1992). Gale et al. established the heuristic
on the basis of 9 ambiguous words using a coarse-
grained sense inventory, finding that the probabil-
ity of a given pair of usages of a word taken from a
given document having the same sense was 94%.
However, Krovetz (1998) found that for a fine-
grained sense inventory, only 67% of words exhib-
ited the single-sense-per-discourse property for all
documents in a corpus.

A radically different view on WSD is word us-
age similarity, whereby two usages of a given
word are rated on a continuous scale for similar-
ity, in isolation of any sense inventory (Erk et al.,
2009). Gella et al. (2013) constructed a word us-
age similarity dataset for Twitter messages, and
developed a topic modelling approach to the task,
building on the work of Lui et al. (2012). To the
best of our knowledge, this has been the only at-
tempt to carry out explicit word-level lexical se-
mantic analysis of Twitter text.

3 Dataset Construction

In order to study sense distributions of words in
Twitter, we need a sense inventory to annotate
against, and also a set of Twitter messages to an-
notate. Further, as a point of comparison for the
sense distributions in Twitter, we require a second
corpus; here we use the ukWaC (Ferraresi et al.,
2008), a corpus built from web documents.

For the sense inventory, we chose the Macmil-
lan English Dictionary Online1 (MACMILLAN,
hereafter), on the basis of: (1) its coarse-grained
general-purpose sense distinctions, and (2) its reg-
ular update cycle (i.e. it contains many recently-
emerged senses). These criteria are important
in terms of inter-annotator agreement (especially
as we crowdsourced the sense annotation, as de-
scribed below) and also sense coverage. The
other obvious candidate sense inventory which po-
tentially satisfied these criteria was ONTONOTES

(Hovy et al., 2006), but a preliminary sense-
tagging exercise indicated that MACMILLAN bet-
ter captured Twitter-specific usages.

Rather than annotating all words, we opted for
a lexical sample of 20 polysemous nouns, as listed
in Table 1. Our target nouns were selected to span
the high- to mid-frequency range in both Twitter
and the web corpus, and have at least 3 MACMIL-
LAN senses. The average sense ambiguity is 5.5.

1http://www.macmillandictionary.com

band bar case charge deal
degree field form function issue
job light match panel paper
position post rule sign track

Table 1: The 20 target nouns used in this research

3.1 Data Sampling

We sampled tweets from a crawl made using the
Twitter Streaming API from January 3, 2012 to
February 29, 2012. The web corpus was built from
ukWaC (Ferraresi et al., 2008), which was based
on a crawl of the .uk domain from 2007. In con-
trast to ukWaC, the tweets are not restricted to doc-
uments from any particular country.

For both corpora, we first selected only the
English documents using langid.py, an off-the-
shelf language identification tool (Lui and Bald-
win, 2012). We next identified documents which
contained nominal usages of the target words,
based on the POS tags supplied with the corpus
in the case of ukWaC, and the output of the CMU
ARK Twitter POS tagger v2.0 (Owoputi et al.,
2012) in the case of Twitter.

For Twitter, we are interested in not just the
overall lexical distribution of each target noun,
but also per-user lexical distributions. As such,
we construct two Twitter-based datasets: (1)
TWITTERRAND, a random sample of 100 usages of
each target noun; and (2) TWITTERUSER, 5 usages
of each target noun from each member of a ran-
dom sample of 20 Twitter users. Naively select-
ing users for TWITTERUSER without filtering re-
sulted in a preponderance of messages from ac-
counts that were clearly bots, e.g. from commer-
cial sites with a single post per item advertised for
sale, with artificially-skewed sense distributions.
In order to obtain a more natural set of messages
from “real” people, we introduced a number of
user-level filters, including removing users who
posted the same message with different user men-
tions or hashtags, and users who used the target
nouns more than 50 times over a 2-week period.
From the remaining users, we randomly selected
20 users per target noun, resulting in 20 nouns ×
20 users × 5 messages = 2000 messages.

For ukWaC, we similarly constructed two
datasets: (1) UKWACRAND, a random sample
of 100 usages of each target noun; and (2)
UKWACDOC, 5 usages of each target noun from 20
documents which contained that noun in at least

216



Figure 1: Screenshot of a sense annotation HIT for position

5 sentences. 5 such sentences were selected for
annotation, resulting in a total of 20 nouns × 20
documents × 5 sentences = 2000 sentences.

3.2 Annotation Settings

We sense-tagged each of the four datasets using
Amazon Mechanical Turk (AMT). Each Human
Intelligence Task (HIT) comprised 5 occurrences
of a given target noun, with the target noun high-
lighted in each. Sense definitions and an exam-
ple sentence (where available) were provided from
MACMILLAN. Turkers were free to select multi-
ple sense labels where applicable, in line with best
practice in sense labelling (Mihalcea et al., 2004).
We also provided an “Other” sense option, in cases
where none of the MACMILLAN senses were ap-
plicable to the current usage of the target noun. A
screenshot of the annotation interface for a single
usage is provided in Figure 1.

Of the five sentences in each HIT, one was a
heldout example sentence for one of the senses of
the target noun, taken from MACMILLAN. This
gold-standard example was used exclusively for
quality assurance purposes, and used to filter the
annotations as follows:

1. Accept all HITs from Turkers whose gold-
standard tagging accuracy was ≥ 80%;

2. Reject all HITs from Turkers whose gold-
standard tagging accuracy was ≤ 20%;

3. Otherwise, accept single HITs with correct
gold-standard sense tags, or at least 2/4 (non-
gold-standard) annotations in common with
Turkers who correctly annotated the gold-
standard usage; reject any other HITs.

This style of quality assurance has been shown
to be successful for sense tagging tasks on AMT
(Bentivogli et al., 2011; Vuurens et al., 2011), and
resulted in us accepting around 95% of HITs.

In total, the annotation was made up of 500
HITs (= 2000/4 usages per HIT) for each of the
four datasets, each of which was annotated by
5 Turkers. Our analysis of sense distribution is
based on only those HITs which were accepted in
accordance with the above methodology, exclud-
ing the gold-standard items. We arrive at a single
sense label per usage by unweighted voting across
the annotations, allowing multiple votes from a
single Turker in the case of multiple sense annota-
tions. In this, the “Other” sense label is considered
as a discrete sense label.

Relative to the majority sense, inter-annotator
agreement post-filtering was respectably high in
terms of Fleiss’ kappa at κ = 0.64 for both
UKWACRAND and UKWACDOC. For TWITTERUSER,
the agreement was actually higher at κ = 0.71, but
for TWITTERRAND it was much weaker, κ = 0.47.

All four datasets have been released for pub-
lic use: http://www.csse.unimelb.edu.au/

~tim/etc/twitter_sense.tgz.

4 Analysis

In TWITTERUSER, the proportion of users who used
a target noun with one sense across all 5 usages
ranged from 7/20 for form to 20/20 for degree, at
an average of 65%. That is, for 65% of users, a
given noun (with average polysemy = 5.5 senses)
is used with the same sense across 5 separate mes-
sages. For UKWACDOC the proportion of docu-
ments with a single sense of a given target noun
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Partition Agreement (%)
Gale et al. (1992) document 94.4
TWITTERUSER user 95.4
TWITTERUSER — 62.9
TWITTERRAND — 55.1
UKWACDOC document 94.2
UKWACDOC — 65.9
UKWACRAND — 60.2

Table 2: Pairwise agreement for each dataset,
based on different partitions of the data (“—” indi-
cates no partitioning, and exhaustive comparison)

across all usages ranged from 1/20 for case to
20/20 for band, at an average of 63%. As such,
the one sense per tweeter heuristic is at least as
strong as the one sense per discourse heuristic in
UKWACDOC.

Looking back to the original work of Gale et
al. (1992), it is important to realise that their re-
ported agreement of 94% was calculated pairwise
between usages in a given document. When we
recalculate the agreement in TWITTERUSER and
UKWACDOC using this methodology, as detailed
in Table 2 (calculating pairwise agreement within
partitions of the data based on “user” and “docu-
ment”, respectively), we see that the numbers for
our datasets are very close to those of Gale et al.
on the basis of more than twice as many nouns,
and many more instances per noun. Moreover, the
one sense per tweeter trend again appears to be
slightly stronger than the one sense per discourse
heuristic in UKWACDOC.

One possible interpretation of these results is
that they are due to a single predominant sense,
common to all users/documents rather than user-
specific predominant senses. To test this hy-
pothesis, we calculate the pairwise agreement for
TWITTERUSER and UKWACDOC across all anno-
tations (without partitioning on user/document),
and also for TWITTERRAND and UKWACRAND.
The results are, once again, presented in Ta-
ble 2 (with partition indicated as “—” for the
respective datasets), and are substantially lower
in all cases (< 66%). This indicates that the
first sense preference varies considerably between
users/documents. Note that the agreement is
slightly lower for TWITTERRAND and UKWACRAND

simply because of the absence of the biasing effect
for users/documents.

Comparing TWITTERRAND and UKWACRAND,
there were marked differences in first sense pref-
erences, with 8/20 of the target nouns having a

different first sense across the two corpora. One
surprising observation was that the sense distri-
butions in UKWACRAND were in general more
skewed than in TWITTERRAND, with the entropy of
the sense distribution being lower (= more biased)
in UKWACRAND for 15/20 of the target nouns.

All datasets included instances of “Other”
senses (i.e. usages which didn’t conform to any
of the MACMILLAN senses), with the highest rel-
ative such occurrence being in TWITTERRAND at
12.3%, as compared to 6.6% for UKWACRAND.
Interestingly, the number of such usages in
the user/document-biased datasets was around
half these numbers, at 7.4% and 3.6% for
TWITTERUSER and UKWACDOC, respectively.

5 Discussion

It is worthwhile speculating why Twitter users
would have such a strong tendency to use a given
word with only one sense. This could arise in
part due to patterns of user behaviour, in a given
Twitter account being used predominantly to com-
ment on a favourite sports team or political events,
and as such is domain-driven. Alternatively, it can
perhaps be explained by the “reactive” nature of
Twitter, in that posts are often emotive responses
to happenings in a user’s life, and while different
things excite different individuals, a given individ-
ual will tend to be excited by events of similar
kinds. Clearly more research is required to test
these hypotheses.

One highly promising direction for this research
would be to overlay analysis of sense distributions
with analysis of user profiles (e.g. Bergsma et al.
(2013)), and test the impact of geospatial and soci-
olinguistic factors on sense preferences. We would
also like to consider the impact of time on the one
sense per tweeter heuristic, and consider whether
“one sense per Twitter conversation” also holds.

To summarise, we have investigated sense dis-
tributions in Twitter and a general web corpus,
over both a random sample of usages and a sample
of usages from a single user/document. We found
strong evidence for Twitter users to use a given
word with a single sense, and also that individual
first sense preferences differ between users, sug-
gesting that methods for determining first senses
on a per user basis could be valuable for lexical se-
mantic analysis of tweets. Furthermore, we found
that sense distributions in Twitter are overall less
skewed than in a web corpus.
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Abstract

This article reports on the first machine
learning experiments on detection of null
subjects in Polish. It emphasizes the role
of zero subject detection as the part of
mention detection – the initial step of end-
to-end coreference resolution. Anaphora
resolution is not studied in this article.

1 Introduction

Zero subject detection is an important issue for
anaphora and coreference resolution for the null-
subject languages, including all Balto-Slavic lan-
guages and most Romance languages. Their dis-
tinctive feature is the possibility for an indepen-
dent clause to lack an explicit subject. Person,
number, and/or gender agreement with the refer-
ent is indicated by the morphology of the verb:

(1) Maria wróciła już z Francji. ØSpędziła tam
miesiąc.
“Maria came back from France. ØHadsingular:feminine spent

a month there.”

The recently created Polish Coreference Cor-
pus1 (PCC) (Ogrodniczuk et al., 2013) contains
zero subject annotation. A markable representing
the null subject is the verbal form following the
position where the argument would have been ex-
pected. As tested on the development part of the
corpus (described in detail later), omitting a per-
sonal pronoun is a frequent issue in the Polish lan-
guage – about 30% of verbs do not have explicit
subjects. Russo et al. (2012) reports similar fig-
ures for Italian (30.42%) and Spanish (41.17%).

Moreover, these null subjects are often part of
large coreference clusters – the average size of a
non-singleton coreference cluster in the develop-
ment subcorpus was 3.56 mentions. At the same

1Publicly available at http://zil.ipipan.waw.
pl/PolishCoreferenceCorpus.

time, the non-singleton coreference cluster con-
taining at least one zero subject had on average
5.89 mentions.

A mention detection module heavily influences
the final coreference resolution score of an end-
to-end coreference resolution system. In Ogrod-
niczuk and Kopeć (2011a) the system working on
gold mentions achieved 82.90% F1 BLANC (Re-
casens and Hovy, 2011), whereas on system men-
tions the result dropped to 38.13% (the zero sub-
ject detection module was not implemented).

The aim of this paper is to find a method of au-
tomatic zero subject detection to improve the ac-
curacy of mention detection as the initial step of
coreference resolution.

2 Related Work

We present some of the most recent articles about
machine learning zero subject detection.

Rello et al. (2012b) describes a Brazilian Por-
tuguese corpus with 5665 finite verbs total, out
of which 77% have an explicit subject, 21% a
zero pronoun and 2% are impersonal construc-
tions. They extract various verb, clause and neigh-
boring token features for each verb occurrence and
classify it into one of these 3 classes, achieving
83.04% accuracy of a decision tree learning classi-
fier, better than the baseline result of the Palavras
parser. A very similar study is conducted also
for Spanish (Rello et al., 2012a), with the best
result of the lazy learning classifier K∗ (Cleary
and Trigg, 1995) of 87.6% accuracy, outperform-
ing the baseline of Connexor parser.

Chinese zero pronoun detection and resolution
is presented by Zhao and Ng (2007). Features for
zero pronoun identification consider mainly the
gold standard parse tree structure. Their training
corpus contained only 343 zero pronouns, as com-
pared to 10098 verbs with explicit subjects – for
Chinese, the phenomenon is much less frequent
than for Polish or Spanish. Therefore they weigh
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positive and negative examples to get the balance
between precision and recall – the best result of
50.9% F1 measure for positive to negative exam-
ple weight ratio of 8:1 is reported.

A study for the Romanian language (Mihaila et
al., 2011) describes a corpus consisting of 2741
sentences and 997 zero pronouns. Class imbalance
is solved by training machine learning algorithms
on all positive examples (zero pronouns) and the
same number of negative examples (sampled from
the corpus). Features used consider morphosyn-
tactic information about the verb, precedence of
the reflective pronoun “se” and the number of
verbs in the sentence. Their best ensemble clas-
sifier scored 74.5% accuracy.

Only a few studies (for example (Broda et al.,
2012; Ogrodniczuk and Kopeć, 2011b; Kopeć and
Ogrodniczuk, 2012)) consider the problem of rule-
based or machine learning coreference resolution
for the Polish language, however these attempts
leave zero subject detection as a non-trivial task
for further study.

3 Problem statement

Table 1 presents part of speech definitions as-
sumed in this article, based on the book about the
National Corpus of Polish (Przepiórkowski et al.,
2012). Coarse-grained POS indicates whether a
word with a given part of speech may be a subject
(Noun) or a verb (Verb) in a sentence. The last four
columns present which morphosyntactic informa-
tion is available for each part of speech. There are
few differences in this definition with respect to
the original approach in the book:

• We treat numerals, gerunds and pronouns as
Nouns – because they are frequently sub-
jects of the sentence and have the same
morphosyntactic information as “standard”
nouns.

• We do not consider siebie (“self”, tradition-
ally treated as pronoun) as a Noun, as it can-
not be a subject.

• Tags: impt, imps, inf, pcon, pant, pact, ppas,
pred, which are traditionally considered verb
tags, are not treated by us as Verbs, because
they cannot have a subject.

With such a definition of parts of speech, our
task may be stated as follows: given a clause with
a Verb, decide whether the clause contains a Noun

Coarse-
-grained

POS
POS Tag

N
um

be
r

C
as

e

G
en

de
r

Pe
rs

on

Noun

Noun subst + + +
Depreciative form depr + + +
Main numeral num + + +
Collective numeral numcol + + +
Gerund ger + + +
Personal pronoun – 1st, 2nd person ppron12 + + + +
Personal pronoun – 3rd person ppron3 + + + +

Verb

Non-past form fin + +
Future być bedzie + +
Agglutinate być aglt + +
L-participle praet + +
winien-like verb winien + +

Table 1: Parts of speech

which is the Verb’s explicit subject. From now on
in this paper, the words “noun” and “verb” have
the meaning of Noun and Verb, respectively. In
this study, we do not try to handle the cases of
subjects not being nouns, as judging from our ob-
servations, it is very infrequent. We do take into
account in our solution the cases of the subject not
in the nominative case, as in the example:

(2) Pieniędzynoun:genitive nie starczy dla wszys-
tkich.
“There wouldn’t be enough money for everyone.”

It is worth noting that Polish is a free-word-
order language, therefore there are many possible
places for the subject to appear, with respect to the
position of the verb.

As the corpus has only automatic morphosyn-
tactic information available (provided by the PAN-
TERA tagger (Acedański, 2010)), not corrected by
the coreference annotators, the only verbs consid-
ered in this study are the ones found by the tag-
ger. If such a verb was marked as a mention by
the coreference annotator (verb mention in table
2), it is a positive example for our machine learn-
ing study, otherwise a negative one. Sentence and
clause segmentation in the corpus was also auto-
matic. We are aware that the corpus used for the
study was not perfectly suited for the task – verbs
with a zero subject are not marked there explicitly,
but can only be found based on automatic tagging.
However the tagging error of detecting verbs is re-
ported as not higher than 0.04% (for the fin tag,
see (Acedański, 2010) for details), so we consider
the resource sufficiently correct.

4 Development and evaluation data

Each text of the Polish Coreference Corpus is a
250-350 word sample, consisting of full, subse-
quent paragraphs extracted from a larger text. Text
genres balance correspond to the National Corpus
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Corpus # texts # sentences # tokens # verbs # mentions # verb mentions

Development 390 6481 110379 10801 37250 3104
Evaluation 389 6737 110474 11000 37167 3106
Total 779 13218 220853 21801 74417 6210

Table 2: Zero subject study data statistics

of Polish (Przepiórkowski et al., 2012). At the
time this study started, 779 out of 1773 texts (ran-
domly chosen) of the Polish Coreference Corpus
were already manually annotated. Annotated texts
were randomly split into two equal-sized subcor-
pora for development and evaluation. Their de-
tailed statistics are presented in Table 2.

4.1 Inter-annotator agreement
210 texts of the Polish Coreference Corpus were
annotated independently by two annotators. This
part was analyzed for the inter-annotator agree-
ment of deciding if a verb has a zero subject or
not. In the data there were 5879 verbs total,
for which observed agreement yielded 92.57%.
Agreement expected by chance (assuming a per
annotator chance annotation probability distribu-
tion) equalled 57.52%, therefore chance-corrected
Cohen’s κ for the task equalled 82.51%.

4.2 Results of full dependency parsing
The first Polish dependency parser was recently
developed and described by Wróblewska (2012).
The author reports 71% LAS2 and 75.2% UAS3

performance of this parser. This parser was used
to detect null subjects – every verb lacking the
dependency relation of the subject type (subj)
was marked as missing the subject. This base-
line method achieved accuracy of 67.23%, preci-
sion of 46.53%, recall of 90.47% and F1 equal to
61.45%. These results are worse than a simple ma-
jority baseline classifier, therefore current state-of-
the-art Polish dependency parsing is not a satisfac-
tory solution to the task stated in this article.

5 Features

Based on a number of experiments on the develop-
ment corpus, we chose a number of features pre-
sented in table 3.

Subject candidate existence features from the
bottom of the table 3 use variables: c1, c2 and w.
Separate feature was generated for each combi-
nation of these three variables. The variable w

2Labeled attachment score – the percentage of tokens that
are assigned a correct head and a correct dependency type.

3Unlabeled attachment score – the percentage of tokens
that are assigned a correct head.

represents the window around the verb, with fol-
lowing values: the clause containing the verb, the
sentence containing the verb, windows of 1 to 5
tokens before the verb, windows of 1 to 5 tokens
after the verb, windows of 1 to 5 tokens both be-
fore and after the verb. Variable c1 represents
compatibility of noun and verb, with values be-
ing any nonempty subset of the set of following
conditions: case of the noun equal to nominative
(NOM), number agreement with the verb (NUM),
person or gender agreement (POG), depending on
which was available to check, see Table 1. Vari-
able c2 is similar to c1, with the following values:
{NOM}, {POG}, {NOM, POG}.

Feature Type

Verb features
number of the verb – to help with cases of plural verbs having two
or more singular nouns as subject

nominal

tag of the verb – as it may happen, that some parts of speech behave
differently

boolean

is the verb on the pseudo-verbs list extracted from (Świdziński,
1994) – i.e. may not require a subject

boolean

Neighboring token features
tag of the next token nominal
tag of the previous token nominal
is the previous tag equal to praet – a redundant feature to the pre-
vious one, but it should help with the cases like:
. . . byłapraetmaglt:pri . . . ". . . (I) was . . . "
when we split a word into a L-participle and agglutinate. Annota-
tion guidelines were to only mark the agglutinate as a mention,
when the verb does not have an explicit subject

boolean

does one of the previous two tokens have the pred tag – should al-
low detecting examples similar to:
Możnapred się byłopraet tego spodziewać.
". . . It could have been expected. . . . "
Trzebapred byłopraet myśleć wcześniej.
"(One) should have thought before."
when było ("have") cannot have subject, as it is part of an imper-
sonal construction

boolean

is the next tag inf – similar role to the previous feature, as in:
Wtedy należyfin poprosićinf . "(One) should then ask for it."
when należy ("one should") cannot have a subject

boolean

is the previous token a comma boolean

Length features
number of tokens in the sentence (following the hypothesis, that the
shorter the sentence/clause, the less likely for the subject to appear)

numerical

number of tokens in the clause with the verb numerical

Subject candidate existence features
existence of a noun not preceded by jak/jako ("as") in window w
fulfilling conditions from set c1

boolean

existence of at least two nouns not preceded by jak/jako ("as") in
window w both fulfilling conditions from set c2

boolean

Table 3: Features

6 Evaluation

Presented features were used to train a machine
learning algorithm. We chose the JRip imple-
mentation of RIPPER (Cohen, 1995) from WEKA
(Hall et al., 2009) for the possibility to interpret the
rules, which is outside of the scope of this paper.

6.1 Accuracy on the development corpus
A baseline model which always predicts that a
verb has an explicit subject achieves 71.13% ac-
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True values
null subject explicit subject

Predictions
null subject 2093 815

explicit subject 1013 7079

Table 4: Confusion matrix

curacy on the development data. The upper bound
of the ITA (as stated earlier) is around 92.57% ac-
curacy.

We used 10-fold cross-validation which was re-
peated 10 times with different random seeds for
training and train/test splits. The average from the
total of 100 trials (each cross-validation split sep-
arately) was equal to 82.74%, with standard devi-
ation of 1.27%. As the Shapiro-Wilk (1965) test
for normality for this data gives p-value of 0.38, it
may be assumed that it follows the normal distri-
bution. In that case, the 95% confidence interval
for the accuracy is equal to [82.49%, 82.99%].

6.2 Accuracy on the evaluation corpus

The evaluation corpus was used only for two ex-
periments presented below: to calculate accuracy
and learning curve of the developed solution.

We used the model learnt on the development
corpus and tested it on the evaluation corpus,
achieving 83.38% accuracy. A majority classifier
would achieve 71.76% accuracy on this corpus.
The confusion matrix is depicted in Table 4. For
finding the null subjects, recall of 67.39% and pre-
cision of 71.97% gives F1 measure of 69.60%.

6.3 Learning curve

To test how the number of training examples in-
fluences the quality of the trained classifier, we
used subsets of the development corpus of various
sizes as training sets. The test set was the same
in all cases (the evaluation corpus). Proportions
of the examples used ranged from 5% to 100%
of the development corpus, each proportion was
tested 10 times to provide an estimation of vari-
ance. For example, to evaluate the efficiency of
the classifier trained on 5% of the training exam-
ples, we randomly sampled 5% of the examples,
trained the classifier and tested it on the full evalu-
ation corpus. Then we repeated it another 9 times,
randomly choosing a different 5% portion of the
examples for training.

Again the Shapiro-Wilk test was taken to assess
the normality of results for each proportion, out
of 19 proportions tested (the proportion of 1 was
of course not tested for normality), only 3 had p-
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Figure 1: Learning curve

value less than 0.1, therefore we assumed that the
data is distributed approximately normally. The
95% confidence intervals of the classifiers trained
on a given proportion of the development corpus
are shown in the Figure 1. The algorithm clearly
benefits from having more training examples. We
observe that the curve is generally of the desired
shape, yet it flattens when approaching the full
training set used. It may suggest that the devel-
oped solution would not be able to significantly
exceed 84%, even given more training examples.

7 Conclusions and future work

This article presented an efficient zero subject de-
tection module for Polish. We highlighted some
difficult examples to take into account and pro-
posed a solution for the Polish language.

The achieved accuracy of 83.38% significantly
exceeds the baseline of majority tagging, equal to
71.76%, but there is still room for improvement,
as the upper bound of 92.57% was computed. The
achieved result for the task of null subject detec-
tion looks promising for the application in mention
detection for coreference resolution.

The invented solution needs to be incorporated
in a complete coreference resolver for Polish and
evaluated for the extent to which using such an ad-
vanced separate classifier for zero subject detec-
tion improves the mention detection and, further-
more, end-to-end coreference resolution accuracy.
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Abstract

This paper reports on a study of crowd-
sourcing the annotation of non-local (or
implicit) frame-semantic roles, i.e., roles
that are realized in the previous discourse
context. We describe two annotation se-
tups (marking and gap filling) and find that
gap filling works considerably better, attain-
ing an acceptable quality relatively cheaply.
The produced data is available for research
purposes.

1 Introduction

In the last years, crowdsourcing, e.g., using Ama-
zon’s Mechanical Turk platform, has been used to
collect data for a range of NLP tasks, e.g., MT eval-
uation (Callison-Burch, 2009), sentiment analysis
(Mellebeek et al., 2010), and student answer rat-
ing (Heilman and Smith, 2010). Frame-semantic
role annotation (FSRA) is a task that requires more
linguistic expertise than most data collection tasks
realized with crowdsourcing; nevertheless it is also
a crucial prerequisite for high-performance frame-
semantic role labeling (SRL) systems (Das et al.,
2014). Thus, there are some studies that have in-
vestigated FSRA as a crowdsourcing task. It can be
separated into two parts: First, choosing the frame
evoked by a given predicate in a sentence; second,
assigning the semantic roles associated with the
chosen frame. Hong and Baker (2011) have re-
cently addressed the first step, experimenting with
various ways of presenting the task. Fossati et
al. (2013) have considered both steps and opera-
tionalized them separately and jointly, finding the
best results when a single annotation task is pre-
sented to turkers (due to the interdependence of the
two steps) and when the semantic role description

are simplified. Both studies conclude that crowd-
sourcing can produce usable results for FSRA but
requires careful design. Our study extends these
previous studies to the phenomenon of implicit
(non-locally realized) semantic roles where anno-
tators are presented with a target sentence in para-
graph context, and have to decide for every role
whether it is realized in the target sentence, else-
where in the paragraph, or not at all. Our results
shows that implicit roles can be annotated as well
as locally realized roles in a crowdsourcing setup,
again provided that good design choices are taken.

2 Implicit Semantic Roles

Implicit or non-locally realized semantic roles oc-
cur when arguments of a predicate are understood
although not expressed in its direct syntactic neigh-
borhood. FrameNet (Fillmore et al., 2003) dis-
tinguishes between indefinite non-instantiations
(INIs), which are interpreted generically; definite
non-instantiations (DNIs), which can often be iden-
tified with expressions from the previous context;
and constructional non-instantiations (CNI), e.g.,
passives. For instance, in the following example,
the GOAL of the predicate “reached” is realized
locally, the SOURCE is a non-locally realized DNI,
and the PATH is an INI and not realized at all.

(1) Phileas Fogg, having shut the door of
[SOURCE his house] at half-past eleven, and
having put his right foot before his left
five hundred and seventy-five times, and
his left foot before his right five hundred
and seventy-six times, reached [GOAL the
Reform Club].

Implicit roles play an important role in discourse
comprehension and coherence (Burchardt et al.,
2005) and have found increasing attention over the
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last years. The development was kickstarted by the
creation of a corpus of non-local frame-semantic
roles for the SemEval 2010 Task 10 (Ruppenhofer
et al., 2010), which still serves as a de facto stan-
dard. A number of systems perform SRL for non-
local roles (Chen et al., 2010; Silberer and Frank,
2012; Laparra and Rigau, 2013), but the obtained
results are still far from satisfactory, with the best
reported F-Score at 0.19. The main reason is data
sparsity: Due to the small size of the dataset (just
438 sentences), every predicate occurs only a small
number of times. Crowdsourcing can be an attrac-
tive strategy to acquire more annotations.

3 Experimental Setup

3.1 Domain
Our emphasis is on evaluating the annotation of
implicit roles. We reduce complexity by limiting
the number of frames and roles like earlier studies
(Hong and Baker, 2011; Fossati et al., 2013). We
focus on verbs from the MOTION and POSITION

frames, which realize a common set of location
roles (PLACE OF EVENT, SOURCE, GOAL, PATH).
This makes the task more uniform and allows us to
skip frame annotation. Information about spatial
relations, provided by such verbs, can be useful
for many NLP tasks which reason about spatial
information, e.g. systems generating textual de-
scriptions from visual data, robot navigation tasks,
and geographical information systems or GIS (Ko-
rdjamshidi et al., 2012).

3.2 Corpus
We chose the novel “Around the World in Eighty
Days” by Jules Verne, annotating the ten most fre-
quent predicates meeting the conditions described
above for annotation (reach, arrive, descend, rush,
follow, approach, send, cross, escape, pass). A
post-hoc analysis later showed that each instance of
these predicates has on average 0.67 implicit roles
identifiable in previous context, which underlines
the relevance of annotating such cases. Metaphori-
cal uses were discarded before annotation, which
left an average 38.4 instances for each predicate.

4 Annotation and Agreement

We decided to present target sentences with three
sentences of previous context, as a compromise be-
tween reading overhead and coverage of non-local
roles: For nominalizations, the three previous sen-
tences cover over 85% of all non-local roles (Ger-

Source Goal Path Place
Exact Match 0.35 0.44 0.48 0.24
Overlap 0.35 0.46 0.52 0.27

Table 1: Raw agreement among annotators in the
“marking” task

ber and Chai, 2012). An example and the detailed
description of the task were provided to the an-
notators through external links. We experimented
with two alternatives: annotation as a marking task
and as a gap filling task (explained below). Each
HIT was annotated by five turkers who were asked
to annotate both local and non-local roles, since
identification of local roles is necessary for reliable
tagging of non-local roles.

4.1 Marking Task
Our rationale was to make the task as comprehen-
sible as possible for non-experts. In each HIT, the
target predicate in its context was shown in bold-
face and the annotators were asked to answer four
questions about “the event in bold”: (a) where does
the event take place?; (b) what is its starting point?;
(c) what is its end point?; (d) which path is used?
For every question, turkers were asked to either
mark a text span (shown in a non-editable field
below the question) or click a button labeled “not
found in the text”. The goals of this setup were (a)
to minimize annotation effort, and (b) to make the
task as layman-compatible as possible, following
Fossati et al.’s (2013) observation that linguistic
definitions can harm results.

After annotating some instances, we computed
raw inter-annotator agreement (IAA). Table 1
shows IAA among turkers in two conditions (aver-
age pairwise Exact Match and word-based Overlap)
overall annotations for the first 49 instances.1 The
overall IAA is 37.9% (Exact Match) and 40.1%
(Overlap). We found these results to be too low to
continue this approach. The low results for Overlap
indicate that the problems cannot be due mainly to
differences in the marked spans. Indeed, an analy-
sis showed that the main reason was that annotators
were often confused by the presence of multiple
predicates in the paragraph. Consequently, many
answers marked roles pertaining not to the bolded
target predicate but to other predicates, such as (2).

(2) Leaving Bombay, it passes through Sal-
1Kappa is not applicable since we have a large number of

disjoint annotators.
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Source Goal Path Place
Exact Match 0.46 0.46 0.56 0.30
Overlap 0.50 0.54 0.58 0.38

Table 2: Raw agreement among annotators in the
“gap filling” task

cette, crossing to the continent opposite
Tannah, goes over the chain of the West-
ern Ghauts, [. . . ] and, descending south-
eastward by Burdivan and the French town
of Chandernagor, has its terminus at Cal-
cutta.

Annotators would be expected to annotate the
continent opposite Tannah as the goal of crossing,
but some annotated Calcutta, the final destination
of the chain of motion events described.

4.2 Gap Filling Task

Seeing that the marking task did not constrain the
interpretation of the turkers sufficiently, we moved
to a second setup, gap filling, with the aim of fo-
cussing the turkers’ attention to a single predicate
rather than the complete set of predicates present
in the text shown. In this task, the annotators were
asked to complete the sentence by filling in the
blanks in two sentences:

1. [Agent] [Event+ed] from . . . to . . .
through . . . path.

2. The whole event took place in/at . . .

The first sentence corresponds to annotations of
the SOURCE, GOAL, and PATH roles; the second
one of the PLACE role. The rationale is that the
presence of the predicate in the sentence focuses
the turkers’ attention on the predicate’s actual roles.
Annotators could leave gaps empty (in the case of
unrealized roles), and we asked them to remain as
close to the original material as possible, that is,
avoid paraphrases. Perfect copying is not always
possible, due to grammatical constraints.

Table 2 shows the IAA for this design. We see
that even though the gap filling introduced a new
source of variability (namely, the need for annota-
tors to copy text), the IAA improves considerably,
by up to 11% in Exact Match and 15% in Over-
lap. The new overall IAAs are 44.7% (+6.8%) and
50.2% (+10.1%), respectively. Overall, the num-
bers are still fairly low. However, note that these
IAA numbers among turkers are a lower bound for

the agreement between a “canonical” version of
the turkers’ annotation (see Section 5) and an ideal
gold standard. Additionally, a data analysis showed
that in the gap filling setup, many of the disagree-
ments are more well-behaved: unsurprisingly, they
are often cases where annotators disagree on the ex-
act range of the string to fill into the gap. Consider
the following example:

(3) Skillful detectives have been sent to all the
principal ports of America and the Conti-
nent, and he’ll be a clever fellow if he slips
through their fingers.”

Arguably, experts would annotate all the prin-
cipal ports of America and the Continent as the
GOAL role of sent. Turkers however annotated dif-
ferent spans, including all the principal ports of
America, ports, as well as the “correct” span. The
lowest IAA is found for the place role. While it is
possible that our setup which required turkers to
consider a second sentence to annotate place con-
tributes to the overall difficulty, our data analysis
indicates that the main problem is the more vague
nature of PLACE compared to the other roles which
made it more difficult for annotators to tag consis-
tently. Consider Example (1): the PLACE could
be, among other things, the City, London, England,
etc. The large number of locations in the novel is a
compounding factor. We found that for some pred-
icates (e.g. arrive, reach), many turkers attempted
to resolve the ambiguity by (erroneously) annotat-
ing the same text as both GOAL and PLACE, which
runs counter to the FrameNet guidelines.

5 Canonicalization

We still need to compute a “canonical” annotation
that combines the five turker’s annotations. First,
we need to decide whether a role should be realized
or left unrealized (i.e., INI, CNI, or DNI but not in
the presented context). Second, we need to decide
on a span for realized roles. Canonicalization in
crowdsourcing often assumes a majority principle,
accepting the analysis proposed by most turkers.
We found it necessary to be more flexible. Regard-
ing realization, a manual analysis of a few instances
showed that cases of two turker annotations with
non-empty overlap could be accepted as non-local
roles. That is, turkers frequently miss non-local
roles, but if two out of five annotate an overlapping
span with the same role, this is reasonable evidence.
Regarding the role’s span, we used the consensus
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Source Goal Path Place
Exact Match 0.72 0.67 0.82 0.50
Overlap 0.72 0.69 0.82 0.54

Table 3: Raw agreement between canonical crowd-
sourcing annotation and expert annotation by role

Local Non-Local Unrealized
Exact Match 0.66 0.66 0.69
Overlap 0.69 0.70 0.69

Table 4: Raw agreement between canonical anno-
tation and expert annotation by realization status

span if it existed, and the maximal (union) span oth-
erwise, given that some turkers filled the gaps just
with head words and not complete constituents. To
test the quality of the canonical annotation, one of
the authors had previously annotated 100 random
instances that were also presented to the turkers.
We consider the result to be an expert annotation
approximating a gold standard and use it to judge
the quality of the canonical turker annotations. The
results are shown in Table 3.

The overall raw agreement numbers are 67.80%
(Exact Match) and 69.34% (Overlap). As we had
hoped, the agreement between the canonical crowd-
sourcing annotation and the expert annotation is
again substantially higher than the IAA among turk-
ers. Again, we see the highest numbers for path
(the most specific role) and the lowest numbers for
place (the least specific role).

To assess whether the number obtained in table
3 are sensitive to realization status (explicit, im-
plicit or unrealized), we broke down the agreement
numbers by realization status. Somewhat to our
(positive) surprise, the results in Table 4 indicate
that non-locally realized roles are annotated ablut
as reliably as locally realized ones. Except for the
ill-defined PLACE role, our reliability is compara-
ble to Fossati et al. (2013). Given the more difficult
nature of the task (annotators are given more con-
text and have to make a more difficult decision),
we consider this a promising result.

6 Final Dataset and Cost

The final dataset consists of 384 predicate in-
stances.2 With four roles per predicate, a total
of 1536 roles could have been realized. We found

2It can be downloaded for research purposes
from http://www.cl.uni-heidelberg.de/
˜feizabadi/res.mhtml

that more than half (60%) of the roles remained
unrealized even in context. 23% of the roles were
realized locally, and 17% non-locally. The distri-
bution over locally realized, non-locally realized,
and unrealized roles varies considerably among the
four roles that we consider. GOAL has the high-
est percentage of realized roles overall (unrealized
only for 34% of all predicate instances), and at the
same time the highest ratio of locally realized roles
(48% locally realized, 18% non-locally). This cor-
responds well to FrameNet’s predictions about our
chosen predicates which realize the Goal role gen-
erally as the direct object (reach) or an obligatory
prepositional phrase (arrive). In contrast, SOURCE

is realized only for 36% of all instances, and then
predominantly non-locally (24% non-local vs. 12%
local). This shows once more that a substantial part
of predicate-argument structure must be recovered
from previous discourse context.

On average, each HIT page was annotated in 1
minute and 48 seconds, which means 27 seconds
per each role and a total of 60 hours for the whole
annotation. We paid 0.15 USD for each HIT. Since
the number of roles in all HITs was fixed to four
(source, goal, path and place), each role cost 0.04
USD, which corresponds to about USD 0.19 for
every canonical role annotation. This is about twice
the amount paid by Fossati et al. and reflects the
increased effort inherent in a task that involves
discourse context.

7 Conclusion

This paper presented a study on crowdsourcing the
annotation of non-local semantic roles in discourse
context, comparing a marking and a gap filling
setup. We found that gap filling is the more reliable
choice since the repetition of the predicate helps
focusing the turkers’ attention on the roles at hand
rather than understanding of the global text. Thus,
the semantic role-based crowdsourcing approach of
Fossati et al. (2013) appears to be generalizable to
the area of non-locally realized roles, provided that
the task is defined suitably. Our results also support
Fossati et al.’s observation that reliable annotations
can be obtained without providing definitions of
semantic roles. However, we also find large differ-
ences among semantic roles. Some (like PATH) can
be annotated reliably and should be usable to train
or improve SRL systems. Others (like PLACE) are
defined so vaguely that it is unclear how usable
their annotations are.

229



References
Aljoscha Burchardt, Anette Frank, and Manfred Pinkal.

2005. Building text meaning representations from
contextually related frames – a case study. In Pro-
ceedings of the International Workshop on Compu-
tational Semantics, pages 66–77, Tilburg, Nether-
lands.

Chris Callison-Burch. 2009. Fast, cheap, and cre-
ative: evaluating translation quality using Amazon’s
Mechanical Turk. In Proceedings of the 2009 Con-
ference on Empirical Methods in Natural Language
Processing, pages 286–295, Singapore.

Desai Chen, Nathan Schneider, Dipanjan Das, and
Noah A. Smith. 2010. Semafor: Frame argument
resolution with log-linear models. In Proceedings
of the 5th International Workshop on Semantic Eval-
uation, pages 264–267, Uppsala, Sweden.

Dipanjan Das, Desai Chen, André F. T. Martins,
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Abstract

This paper presents an evaluation frame-
work for coreference resolution geared to-
wards interpretability for higher-level ap-
plications. Three application scenarios
for coreference resolution are outlined and
metrics for them are devised. The metrics
provide detailed system analysis and aim
at measuring the potential benefit of using
coreference systems in preprocessing.

1 Introduction

Coreference Resolution is often described as an
important preprocessing step for higher-level ap-
plications. However, the commonly used coref-
erence evaluation metrics (MUC, BCUB, CEAF,
BLANC) treat coreference as a generic clustering
problem and perform cluster similarity measures
to evaluate coreference system outputs. Mentions
are seen as unsorted generic items rather than lin-
early ordered linguistic objects (Chen and Ng,
2013). This makes it arguably hard to interpret
the scores and assess the potential benefit of using
a coreference system as a preprocessing step.

Therefore, this paper proposes an evaluation
framework for coreference systems which aims at
bridging the gap between coreference system de-
velopment, evaluation, and higher level applica-
tions. For this purpose, we outline three types
of application scenarios which coreference resolu-
tion can benefit and devise metrics for them which
are easy to interpret and provide detailed system
output analysis based on any available mention
feature.

2 Basic Concepts

Like other coreference metrics, we adapt the con-
cepts of Recall and Precision from evaluation in
Information Retrieval (IR) to compare mentions

in a system output (the response) to the anno-
tated mentions in a gold standard (the key). To
stay close to the originally clear definitions of Re-
call and Precision in IR, Recall is aimed at iden-
tifying how many of the annotated key mentions
are correctly resolved by a system, and Precision
will measure the correctness of the returned sys-
tem mentions.

However, if we define Recall as tp
tp+fn , the de-

nominator will not include key mentions that have
been put in the wrong coreference chain, and will
not denote all mentions in the key. Therefore,
borrowing nomenclature from (Durrett and Klein,
2013), we introduce an additional error class,
wrong linkage (wl), which signifies key mentions
that have been linked to incorrect antecedents. Re-
call can then be defined as tp

tp+wl+fn and Precision
as tp

tp+wl+fp . Recall then extends over all key men-
tions, and Precision calculation includes all sys-
tem mentions.

Furthermore, including wrong linkage in the
Recall equation prevents it from inflating com-
pared to Precision when a large number of key
mentions are incorrectly resolved. Evaluation
is also sensitive to the anaphoricity detection
problem. For example, an incorrectly resolved
anaphoric “it” pronoun is counted as wrong link-
age and thus also affects Recall, while a resolved
pleonastic “it” pronoun is considered a false posi-
tive which is only penalized by Precision. Beside
the “it” pronoun, this is of particular relevance for
noun markables, as determining their referential
status is a non-trivial subtask in coreference res-
olution.

As we evaluate each mention individually, we
are able to measure performance regarding any
feature type of a mention, e.g. PoS, number, gen-
der, semantic class etc. We will focus on men-
tion types based on PoS tags (i.e. pronouns, nouns
etc.), as they are often the building blocks of coref-
erence systems. Furthermore, mention type based
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performance analysis is informative for higher-
level applications, as they might be specifically in-
terested in certain mention types.

3 Application Scenarios

Next, we will outline three higher-level applica-
tion types which consume coreference and devise
relevant metrics for them.

3.1 Models of entity distributions

The first application scenario subsumes models
that investigate distributions and patterns of en-
tity occurrences in discourse. For example, Cen-
tering theory (Grosz et al., 1995) and the thereof
derived entity grid model (Barzilay and Lapata,
2008; Elsner and Charniak, 2011) record transi-
tions of grammatical functions that entities occur
with in coherent discourse. These models can
benefit from coreference resolution if entities are
pronominalized or occur as a non-string matching
nominal mentions.

Another application which tracks sequences of
entity occurrences is event sequence modeling.
Such models investigate prototypical sequences of
events to derive event schemes or templates of suc-
cessive events (Lee et al., 2012; Irwin et al., 2011;
Kuo and Chen, 2007). Here, coreference res-
olution can help link pronominalized arguments
of events to their previous mention and, thereby,
maintain the event argument sequence.

The outlined applications in this scenario pri-
marily rely on the identification of correct and
gapless sequences of entity occurrences. We can
approximate this requirement in a metric by re-
quiring the immediate antecedent of a mention in
a response chain to be the immediate antecedent
of that mention in the key chain.

Note that this restriction deems mentions as in-
correct, if they skip an antecedent but are resolved
to another antecedent in the correct chain. For ex-
ample, given a key [A-B-C-D], mention D in a re-
sponse [A-B-D] would not be considered correct,
as the immediate antecedent is not the same as in
the key. The original sequence of the entity’s oc-
currence is broken between mention B and D in
the response, as mention C is missing.

We use the following algorithm (table 1) to cal-
culate Recall and Precision for evaluating imme-
diate antecedents. Let K be the key and S be the
system response. Let e be an entity denoted by mn

mentions.

01 for ek ∈ K:
02 for mi ∈ ek ∧ i > 0:
03 if ¬∃es,mj : (es ∈ S ∧mj ∈ es ∧mj = mi∧

∃predecessor(mj , es))→ fn++
04 elif ∃es,mj : (es ∈ S ∧mj ∈ es ∧mj = mi∧

predecessor(mi, ek) = predecessor(mj , es))
→ tp++

05 else wl++
06 for es ∈ S:
07 for mi ∈ es ∧ i > 0:
08 if ¬∃ek,mj : (ek ∈ K ∧mj ∈ ek ∧mj = mi∧

∃predecessor(mj , ek))→ fp++

Table 1: Algorithm for calculating Recall and Pre-
cision.

We traverse the key K and each entity ek in
it1. We evaluate each mention mi in ek, except for
the first one (line 2), as we investigate coreference
links. If no response chain exists that contains
mi and its predecessor, we count mi as a false
negative (line 3). This condition subsumes the
case where mi is not in the response, and the case
where mi is the first mention of a response chain.
In the latter case, the system has deemed mi to be
non-anaphoric (i.e. the starter of a chain), while it
is anaphoric in the key2. We check whether the
immediate predecessor of mi in the key chain ek

is also the immediate predecessor of mj in the re-
sponse chain es (line 4). If true, we count mi as a
true positive, or as wrong linkage otherwise.

We traverse the response chains to detect spu-
rious system mentions, i.e. mentions not in the
key, and count them as false positives, i.e. non-
anaphoric markables that have been resolved by
the system (lines 6-8). Here, we also count men-
tions in the response, which have no predecessor
in a key chain, as false positives. If a mention
in the response chain is the chain starter in a key
chain, it means that the system has falsely deemed
it to be anaphoric and we regard it as a false posi-
tive3.

3.2 Inferred local entities

The second application scenario relies on corefer-
ence resolution to infer local nominal antecedents.
For example, in Summarization, a target sentence
may contain a pronoun which should be replaced
by a nominal antecedent to avoid ambiguities and
ensure coherence in the summary. Machine Trans-

1We disregard singleton entities, as it is not clear what
benefit a higher level application could gain from them.

2(Durrett and Klein, 2013) call this error false new (FN).
3This error is called false anaphoric (FA) by (Durrett and

Klein, 2013).
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lation can benefit from pronoun resolution in lan-
guage pairs where nouns have grammatical gen-
der. In such language pairs, the gender of a pro-
noun antecedent has to be retrieved in the source
language in order to insert the pronoun with the
correct gender in the target language.

In these applications, it is not sufficient to link
pronouns to other pronouns of the same corefer-
ence chain because they do not help infer the un-
derlying entity. Therefore, in our metric, we re-
quire the closest preceding nominal antecedent of
a mention in a response chain to be an antecedent
in the key chain.

The algorithm for calculation of Recall and Pre-
cision is similar to the one in table 1. We modify
lines 3 and 4 to require the closest nominal an-
tecedent of mi in the response chain es to be an
antecedent of mj in the corresponding key chain
ek, where mj = mi, i.e.:
∃mh ∈ es : is closest noun(mh, mi) ∧
∃ek, mj , ml : (ek ∈ K ∧ mj ∈ ek ∧ mj =
mi ∧ml ∈ ek ∧ l < j ∧ml = mh)→ tp++

Note that we cannot process chains without a
nominal mention in this scenario4. Therefore, we
skip evaluation for such ek ∈ K. We still want
to find incorrectly inferred nominal antecedents of
anaphoric mentions, i.e. mentions in es ∈ S that
have been assigned a nominal antecedent in the re-
sponse but have none in the key and count them as
wrong linkage, as they infer an incorrect nominal
antecedent. Therefore, we traverse all es ∈ S and
add to the algorithm:
∀mi ∈ es : ¬is noun(mi) ∧ ∃mh ∈ es :

is noun(mh) ∧ ∃ek, mj : (ek ∈ K ∧ mj ∈
ek ∧mj = mi ∧ ¬∃ml ∈ ek : is noun(ml)) →
wl++

3.3 Finding contexts for a specific entity

The last scenario we consider covers applications
that are primarily query driven. Such applications
search for references to a given entity and analyze
or extract its occurrence contexts. For example,
Sentiment Analysis searches large text collections
for occurrences of a target entity and then derives
polarity information from its contexts. Biomedical
relation mining looks for interaction contexts of
specific genes or proteins etc.

4We found that 476 of 4532 key chains (10.05%) do not
contain a nominal mention. Furthermore, we do not treat
cataphora (i.e. pronouns at chain start) in this scenario. We
found that 241 (5.31%) of the key chains start with cataphoric
pronouns.

For these applications, references to relevant en-
tities have to be accessible by queries. For ex-
ample, if a sentiment system investigates polarity
contexts of the entity “Barack Obama”, given a
key chain [Obama - the president - he], a response
chain [the president - he] is not sufficient, because
the higher level application is not looking for in-
stances of the generic “president” entity.

Therefore, we determine an anchor mention for
each coreference chain which represents the most
likely unique surface form an entity occurs with.
As a simple approximation, we choose the first
nominal mention of a coreference chain to be the
anchor of the entity, because first mentions of enti-
ties introduce them to discourse and are, therefore,
generally informative, unambiguous, semantically
extensive and are likely to contain surface forms a
higher level application will query.

Entity Detection
01 for ek ∈ K:
02 if ∃mn ∈ ek : is noun(mn)
→ manchor = determine anchor(ek)

03 if ∃manchor ∧ ∃es ∈ S : manchor ∈ es → tp++
04 else→ fn++
05 for es ∈ S:
06 if ∃mn ∈ es : is noun(mn)
→ manchor = determine anchor(es)

07 if ¬∃ek ∈ K : manchor ∈ ek → fp++
Entity Mentions
01 for ek ∈ K : ∃manchor ∧ ∃es ∈ S : manchor ∈ es :
02 for mi ∈ ek :
03 if mi ∈ es → tp++
04 else→ fn++
05 for mi ∈ es :
06 if mi¬ ∈ ek → fp++

Table 2: Algorithm for calculating Recall and Pre-
cision using anchor mentions.

To calculate Recall and Precision, we align
coreference chains in the responses to those in the
key via their anchors and then measure how many
(in)correct references to that anchor the corefer-
ence systems find (table 2). We divide evaluation
into entity detection (ED), which measures how
many of the anchor mentions a system identifies.
We then measure the quality of the entity men-
tions (EM) for only those entities which have been
aligned through their anchors.

The quality of the references to the anchor men-
tions are not directly comparable between sys-
tems, as their basis is not the same if the num-
ber of aligned anchors differs. Therefore, we cal-
culate the harmonic mean of entity detection and
entity mentions to enable direct system compari-

233



son. Where applicable, we obtain the named en-
tity class of the entity and measure performance
for each such class.

4 Evaluation

We apply our metrics to three available corefer-
ence systems, namely the Berkley system (Dur-
rett and Klein, 2013), the IMS system (Björkelund
and Farkas, 2012), and the Stanford system (Lee
et al., 2013) and their responses for the CoNLL
2012 shared task test set for English (Pradhan et
al., 2012). Tables 3 and 4 report the results.

Immediate antecedent Inferred antecedent
R P F R P F

BERK (Durrett and Klein, 2013)
NOUN 45.06 47.06 46.04 55.54 60.37 57.85

PRP 67.66 64.87 66.24 48.92 53.62 51.16
PRP$ 74.49 74.32 74.41 61.95 66.80 64.28

TOTAL 56.60 56.91 56.76 52.94 58.04 55.37
IMS (Björkelund and Farkas, 2012)

NOUN 38.01 43.09 40.39 46.90 54.96 50.61
PRP 69.06 68.64 68.85 43.04 57.42 49.20

PRP$ 72.57 72.11 72.34 51.51 63.54 56.90
TOTAL 53.55 57.55 55.48 45.27 56.47 50.25

STAN (Lee et al., 2013)
NOUN 38.51 42.92 40.60 50.03 57.62 53.56

PRP 65.55 61.09 63.25 36.67 45.97 40.80
PRP$ 66.12 65.70 65.91 40.64 52.38 45.77

TOTAL 51.70 52.69 52.19 43.01 51.73 46.97

Table 3: Antecedent based evaluation

We note that the system ranking based on the
MELA score5 is retained by our metrics. MELA
rates the Berkley system best (61.62), followed by
the IMS system (57.42), and then the Stanford sys-
tem (55.69).

Beside detailed analysis based on PoS tags, our
metrics reveal interesting nuances. Somewhat ex-
pectedly, noun resolution is worse when the imme-
diate antecedent is evaluated, than if the next nom-
inal antecedent is analyzed. Symmetrically in-
verse, pronouns achieve higher scores when their
direct antecedent is measured, as compared to
when the next nominal antecedent has to be cor-
rect.

Our evaluation shows that the IMS system
achieves a higher score for pronouns than the
Berkley system when immediate antecedents are
measured and has a higher Precision for pronouns
regarding the inferred antecedents. The Berkley
system performs best mainly due to Recall. For
e.g. personal pronouns (PRP), Berkley has the

5 MUC+BCUB+CEAFE
3

following counts for the inferred antecedents:
tp=2687, wl=1935, fn=871, fp=389, while IMS
shows tp=2243, wl=1376, fn=1592, fp=287. This
indicates that the IMS Recall is lower because of
the high false negative count, rather than being due
to too many wrong linkages.

Finally, table 4 suggests that the IMS systems
performs significantly worse in the PERSON class
than the other systems and is outperformed by the
Stanford system in the ORG class, but performs
best in the GPE class.

R P F Fφ
PERSON (18.69%)

BERK ED 64.02 75.88 69.45 67.11EM 63.60 66.29 64.92

IMS ED 45.66 51.69 48.48 52.74EM 47.67 73.45 57.82

STAN ED 56.33 59.74 57.98 61.61EM 53.84 84.37 65.73
GPE (13.28%)

BERK ED 73.21 77.36 75.23 75.71EM 69.89 83.73 76.19

IMS ED 73.51 74.17 73.84 76.21EM 69.94 90.04 78.73

STAN ED 70.24 76.62 73.29 75.24EM 68.44 88.81 77.30
ORG (9.63%)

BERK ED 62.78 67.13 64.88 67.62EM 66.87 74.78 70.60

IMS ED 44.98 54.30 49.20 56.85EM 57.26 81.66 67.32

STAN ED 49.68 58.56 53.75 59.41EM 57.25 79.05 66.41
TOTAL (100%)

BERK ED 58.65 53.19 55.79 63.41EM 72.65 74.28 73.45

IMS ED 47.16 42.66 44.80 55.24EM 65.88 79.40 72.01

STAN ED 48.62 41.40 44.72 55.27EM 65.66 80.48 72.32

Table 4: Anchor mention based evaluation

5 Conclusion

We have presented a simple evaluation framework
for coreference evaluation with higher level ap-
plications in mind. The metrics allow specific
performance measurement regarding different an-
tecedent requirements and any mention feature,
such as PoS type, lemma, or named entity class,
which can aid system development and compari-
son. Furthermore, the metrics do not alter system
rankings compared to the commonly used evalua-
tion approach6.

6The scorers are freely available on our website:
http://www.cl.uzh.ch/research/coreferenceresolution.html
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Abstract

The large amounts of data generated on
microblogging services are making sum-
marization challenging. Previous research
has mostly focused on working in batches
or with filtered streams. Input data has to
be saved and analyzed several times, in or-
der to detect underlying events and then
summarize them. We improve the effi-
ciency of this process by designing an on-
line abstractive algorithm. Processing is
done in a single pass, removing the need to
save any input data and improving the run-
ning time. An online approach is also able
to generate the summaries in real time, us-
ing the latest information. The algorithm
we propose uses a word graph, along with
optimization techniques such as decaying
windows and pruning. It outperforms the
baseline in terms of summary quality, as
well as time and memory efficiency.

1 Introduction

Coined in 2006-2007, the term microblogging is
used to describe social networks that allow users
to exchange small elements of content. The
widespread use of services like Facebook or Twit-
ter means users have access to information that is
otherwise unavailable. Yet, as popular events com-
monly generate hundreds of thousands of tweets,
following them can be difficult. Stream summa-
rization – generating a short text based on a se-
quence of posts – has been seen as the best ap-
proach in solving this problem.

This paper introduces Twitter Online Word
Graph Summarizer. TOWGS is the first online ab-
stractive summarization algorithm and is capable
of state-of-the-art processing speeds. Most previ-
ous algorithms process a stream in batches. They
require several passes through the data or a feed

specifically filtered for an event. Batch summa-
rization is suitable for small experiments, but it
is not capable of efficiently handling thousands of
tweets per second.

We collect a 3.4 million tweets dataset for eval-
uation purposes. We choose as baseline an algo-
rithm designed to summarize related tweets. We
determine a set of important events relative to the
input data. A group of judges rate the summaries
generated by both algorithms for the given events.
Our solution is not only capable of online summa-
rization, but it also outperforms the batch-based
event-filtered baseline in terms of result quality.
The code for our algorithm is available online,
along with the summaries, event keywords, rat-
ings and tweet IDs: https://github.com/
andreiolariu/online-summarizer.

2 Related Work

2.1 Summarization

We distinguish two approaches in performing
multi-document summarization: extractive and
abstractive. With the risk of oversimplification,
we view extractive summarization as a process
of selecting sentences from the documents, while
abstractive summarization generates phrases that
may not appear in the input data.

The extractive approach is usually modeled as
an optimization problem (Erkan and Radev, 2004).
It can be combined with other techniques, such
as clustering (Silveira and Branco, 2012) or topic
modeling (Li and Li, 2013).

Although actually performing word-level ex-
traction, we consider word graph summarization
algorithms abstractive because they are able to
generate summaries not found among the input
sentences. Word graphs are used in compressing
similar sentences (Filippova, 2010) or summariz-
ing product reviews (Ganesan et al., 2010).

A relevant reference for the problem of up-
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date summarization is TAC update summarization
track (Dang and Owczarzak, 2008).

2.2 Summarization on Twitter

Regarding summarizing Twitter streams, we no-
tice that all approaches are either restricted to spe-
cific filtered streams, or combined with event de-
tection.

Extractive summarization is predominant when
working with Twitter data. It was first used for
streams following simple and structured events,
such as sports matches (Takamura et al., 2011;
Chakrabarti and Punera, 2011; Nichols et al.,
2012; Zubiaga et al., 2012).

The Phrase Reinforcement algorithm, intro-
duced by Sharifi et al. (2010a; 2010b), extracts
frequently used sequences of words. It was first
applied in summarizing topic streams. Subsequent
research emphasized evolving topics (Gao et al.,
2013) or event decomposition (Olariu, 2013).

Other approaches are based on integer linear
programming (Liu et al., 2011) or LDA (Khan et
al., 2013). Yang et al. (2012) develop a frame-
work for summarization, highlighting its scalabil-
ity. Shou et al. (2013) introduce Sumblr, capable
of cluster-based online extractive summarization.

Abstractive summarization is difficult on Twit-
ter streams. It is easily affected by noise or by the
large variety of tweets. Olariu (2013) showed that
abstractive summarization is feasible if posts are
clustered based on similarity or underlying events.

3 Twitter Online Word Graph
Summarizer

3.1 Building the Word Graph

By employing a word graph, TOWGS doesn’t
have to save any of the tweets, like extractive ap-
proaches do. It can also skip the clustering step
applied by the other online algorithm (Shou et al.,
2013), leading to faster summarization.

Previous word graph algorithms are based on
bigrams. Words are mapped to nodes in the graph,
while an edge is added for each bigram. When ap-
plied to Twitter messages, the results depend on
the similarity of the summarized tweets (Olariu,
2013). A set of related tweets generates a qual-
ity summary. When applied to unrelated tweets,
the generated summary lacks any meaning. This
happens because event-related signals (in our case
bigrams) stand out when analyzing similar tweets,

but get dominated by noise (bigrams of common
words) when analyzing unrelated tweets.

We solve this issue by building the word
graph from trigrams. In our version, each
node in the graph is a bigram. Having a sen-
tence (w1, w2, w3, w4), we will first add two spe-
cial words (to mark the beginning and end of
the sentence) and generate the following edges:
(S, w1) → (w1, w2), (w1, w2) → (w2, w3),
(w2, w3) → (w3, w4) and (w3, w4) → (w4, E).
Weights are added to nodes and edges in order to
store the count for each bigram or trigram.

A negative effect of building the word graph
from trigrams is that it significantly increases the
number of nodes, leading to an increase in both
memory and time. We approach this issue by
pruning the graph. We implement pruning by pe-
riodically going through the whole graph and re-
moving edges that were not encountered in the
previous time window. The length of this hard
window can be set based on how much memory
we would like to allocate, as well as on the size of
the soft window introduced in the next subsection.

3.2 Word Graph Online Updating

In previous work, word graphs are discarded af-
ter generating the summary. For our online sum-
marization task, the graph is being constantly up-
dated with tweets. It can also respond, at any time,
to queries for generating summaries starting from
given keywords.

In order to keep the results relevant to what is
popular at query time, we would like the graph
to forget old data. We implement this behavior
by using decaying windows (Rajaraman and Ull-
man, 2011). They are applied not only to graph
weights (counts of bigrams and trigrams), but also
to counts of words and word pair cooccurrences.

At each time step (in our case, each second),
all counts are multiplied by 1 − c, where c is a
small constant. For example, after one hour (3600
seconds), a value of 1 would become 0.48 with
c = 0.0002 (given by (1 − c)3600) and 0.05 with
c = 0.0008.

In order to optimize the implementation, we ex-
plicitly multiply the counts only when they are
read or incremented. For each record, we keep
the timestamp for its latest update tk. Knowing
the current timestamp tn, we update the count by
multiplying with (1− c)tn−tk .

The size of the decaying window influences the
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results and the memory requirements for TOWGS.
A larger window requires less pruning and more
memory, while also leading to more general sum-
maries. For example, given a stream of tweets
related to a sporting event, summaries generated
over very narrow windows would probably high-
light individual goals, touchdowns or penalties.
The summary for a two hour window would in-
stead capture just the final score.

3.3 Generating Summaries
Given a word graph, generating a summary in-
volves finding the highest scoring path in the
graph. That path connects the special words which
mark the beginning and end of each sentence.
Since finding the exact solution is unfeasible given
our real time querying scenario, we will employ a
greedy search strategy.

The search starts by selecting the node (bigram)
with the highest weight. If we are interested in
summarizing an event, we select the top ranking
bigram containing one of the event’s keywords.

At this point, we have a path with one node.
We expand it by examining forward and backward
edges and selecting the one that maximizes the
scoring function:

score(n, e,m, p, k) =
c1 frequency(n) (1a)

+ c2 edge score(e, m) (1b)

+ c3 word score(n, p) (1c)

+ c4 word score(n, k) (1d)

− c5 frequent word pen(n) (1e)

− c6 repeated word pen(n) (1f)

where p is a path representing a partial summary, n
is a node adjacent to one of the path’s endpoints m
by edge e and k is a list of keywords related to an
event. The constants c1 through c6 determine the
influence each helper function has on the overall
score. The node n represents a bigram composed
of the words wi (already in the path as part of m)
and wo (currently being considered for extending
p). The helper functions are defined as:

frequency(n) = log(Wb[n]) (2a)

edge score(e, m) = log
(

Wt[e]
Wb[m]

)
(2b)

word score(n, p)=
∑
w∈p

1
|p| log

(
Wd[w, wo]√

Ww[w]Ww[wo]

)
(2c)

frequent word pen(n) = log(Ww[wo]) (2d)

repeated word pen(n) = 1p(wo) (2e)

where Ww[w] is the weight for word w, Wb[m] is
the weight for the bigram represented by node m,
Wt[e] is the weight for the trigram represented by
edge e and Wd[w, wo] is the weight for the cooc-
currences of words w and wo in the same tweets.
1p(wo) is the indicator function. In all these cases,
weights are counts implemented using decaying
windows (subsection 3.2).

The scoring function gives a higher score to fre-
quent bigrams (equations 1a and 2a). In the same
time, individual words are penalized on their fre-
quency (equations 1e and 2d). Such scores favor
words used in specific contexts as opposed to gen-
eral ones. Trigrams are scored relative to bigrams
(equations 1b and 2b). Again, this favors context
specific bigrams. The word score function (equa-
tion 2c) computes the average correlation between
a word (wo from the bigram represented by node
n) and a set of words. The set of words is either
the current partial summary (equation 1c) or the
event-related keywords (equation 1d).

We use logarithms in order to avoid floating
point precision errors.

4 Evaluation

4.1 Corpus and Baseline

Our corpus is built using the Twitter Search API.
We gathered an average of 485000 tweets per
day for a total of seven days, between the 4th

and the 10th of November 2013. This volume of
tweets represents around 0.1% of the entire Twit-
ter stream. Because of Twitter’s terms of service,
sharing tweets directly is not allowed. Instead, the
source code we’ve released comes with the tweet
IDs needed for rebuilding the corpus.

The algorithm chosen as baseline is Multi-
Sentence Compression (or MSC), as presented in
(Olariu, 2013). MSC is a batch algorithm for
abstractive summarization. It performs best on
groups of similar tweets, such as the ones related
to an event. After receiving a summarization query
for a set of keywords, the tweets are filtered based
on those keywords. MSC processes the remaining
tweets and generates a word graph. After building
the summary, the graph is discarded.

Because it has to store all tweets, MSC is not as
memory-efficient as TOWGS. It is also not time-
efficient. Each summarization query requires fil-
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tering the whole stream and building a new word
graph. The advantage MSC has is that it is work-
ing with filtered data. Olariu (2013) has shown
how susceptible word graphs are to noise.

4.2 Evaluation Procedure

The list of 64 events to be summarized was de-
termined using a frequency based approach. A
simple procedure identified words that were used
significantly more in a given day compared to a
baseline. The baselines were computed on a set
of tweets posted between the 1st and the 3rd of
November 2013. Words that often appeared to-
gether were grouped, with each group represent-
ing a different event.

The MSC algorithm received a cluster of posts
for each event and generated summaries of one
sentence each. TOWGS processed the posts as a
stream and answered to summarization requests.
The requests were sent after the peak of each event
(at the end of the hour during which that event reg-
istered the largest volume of posts).

The metrics used for assessing summary qual-
ity were completeness (how much information is
expressed in the summary, relative to the event
tweets) and grammaticality. They were rated on
a scale of 1 (lowest) to 5 (highest).

We asked five judges to rate the summaries us-
ing a custom built web interface. The judges were
not native English speakers, but they were all pro-
ficient. Three of them were Twitter users. While
the judges were subjective in assessing summary
quality, each one did rate all of the summaries and
the differences between the two algorithms’ rat-
ings were consistent across all judges.

The constants c1 through c6 (introduced in sub-
section 3.3) were set to 2, 3, 3, 10, 1 and 100,
respectively. These values were manually deter-
mined after experimenting with a one day sample
not included in the evaluation corpus.

5 Results

The average ratings for completeness are very sim-
ilar, with a small advantage for TOWGS (4.29 ver-
sus MSC’s 4.16). We believe this is a good result,
considering TOWGS doesn’t perform clustering
and summarizes events that account for less than
1% of the total volume. Meanwhile, MSC pro-
cesses only the event-related tweets. The average
rating for grammaticality is significantly higher
for TOWGS (4.30), as compared to MSC (3.78).

Figure 1: The ratings distribution by algorithm
and metric.

While not engineered for speed, our implemen-
tation can process a day of data from our corpus
(around 485000 tweets) in just under three minutes
(using one 3.2 GHz core). In comparison, Sum-
blr (Shou et al., 2013) can process around 30000
tweets during the same interval. TOWGS requires
an average of 0.5 seconds for answering each sum-
marization query. Regarding memory use, pruning
kept its value constant. In our experiments, the
amount of RAM used by the algorithm was be-
tween 1.5 - 2 GB.

The code for TOWGS is available online,
along with the summaries, keywords, ratings
and tweet IDs: https://github.com/
andreiolariu/online-summarizer.

6 Conclusion

Summarizing tweets has been a popular research
topic in the past three years. Yet developing effi-
cient algorithms has proven a challenge, with most
work focused on small filtered streams.

This paper introduces TOWGS, a highly effi-
cient algorithm capable of online abstractive mi-
croblog summarization. TOWGS was tested on
a seven day 0.1% sample of the entire Twitter
stream. We asked five judges to rate the sum-
maries it generated, along with those from a base-
line algorithm (MSC). After aggregating the re-
sults, the summaries generated by TOWGS proved
to have a higher quality, despite the fact that MSC
processed just the batches of event-filtered tweets.
We also highlighted the state-of-the-art time effi-
ciency of our approach.
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